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Abstract

In the context of countable groups of polynomial volume growth, we

consider a large class of random walks that are allowed to take long jumps

along multiple subgroups according to power law distributions. For such a

random walk, we study the large time behavior of its probability of return

at time n in terms of the key parameters describing the driving measure

and the structure of the underlying group. We obtain assorted estimates

including near-diagonal two-sided estimates and the Hölder continuity of

the solutions of the associated discrete parabolic difference equation. In

each case, these estimates involve the construction of a geometry adapted

to the walk.

1 Introduction

1.1 Random walks and word-length

Given a probability measure µ on a discrete group G with identity element e, a
random walk driven by µ with initial measure ν0 is a G-valued stochastic process
(Xn)

∞
0 such that X0 has law ν0 and Xn+1 = Xnξn+1, where (ξi)

∞
1 is a G-valued

i.i.d sequence with ξi distributed according to µ. This discrete Markov process
has transition kernel

p(x, y) = P(Xn+1 = y|Xn = x) = µ(x−1y)

and satisfies
P(Xn+1 = x) = ν0 ∗ µ(n)(x),

where u ∗ v(x) = ∑
u(y)v(y−1x) and µ(n) stands for the n-fold convolution of

µ with itself. Understanding the behavior of the function of the discrete time
parameter n,

n 7→ µ(n)(e),
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which represents the return probability to the starting point after n steps, is
one of the key questions in the study of random walks. When µ is symmetric
(i.e., µ(g−1) = µ(g) for all g ∈ G), it is an easy exercise to check that

n 7→ µ(2n)(e) = ‖µ(2n)‖∞ = max
x∈G

µ(2n)(x)

is a non-increasing function of n. The aim of this article is to study, in the
context of finitely generated groups of polynomial volume growth, a natural
class of random walks that allow for long range jumps. General random walks on
countable groups were first considered in Harry Kesten’s 1958 Ph.D. dissertation
published as [17]. For further background information, see [16, 21, 27].

The most natural and best studied random walks on a finitely generated
group G are driven by finitely supported symmetric measures, and it is then
natural to assume that the support of the measure generates the group G (oth-
erwise, we can restrict attention to the subgroup generated by the support). In
the study of these random walks, the word-length distance and associated geom-
etry are very useful. Given a finite symmetric generating set S, the associated
word-length of an element g in G, |g| = |g|G,S, is the least number of generators
needed to express g as a product over S in G (by convention, |e|S = 0). The
associated (left-invariant) distance between two elements x, y ∈ G is

d(x, y) = dG,S(x, y) = |x−1y|.

The volume growth function of the pair (G,S) is the counting function

V (r) = #{g : |g| ≤ r}.

We will use the notation f1 ≍ f2 between two real valued functions defined
on an abstract domain D (often omitted) to indicate that there are constants
c1, c2 ∈ (0,∞) such that

∀x ∈ D, c1f1(x) ≤ f2(x) ≤ c2f(x).

We will also use the notation f1 ≃ f2 between two positive real functions defined
on an appropriate domain D ⊂ R (typically, D = [1,∞) or D = (0, 1] or also
D = {0, 1, 2, . . .}) to indicate that there are constants ci, 1 ≤ i ≤ 4, such that

c1f1(c2t) ≤ f2(t) ≤ c3f1(c4t)

(in each case, c2t and c4t should be understood appropriately. Specifically, when
D = [1,∞), D = (0, 1] and D = {0, 1, 2, . . .}, c2t and c4t should be understood
as (c2t) ∨ 1 and (c4t) ∨ 1, as (c2t) ∧ 1 and (c4t) ∧ 1, and as ⌊c2t⌋ and ⌈c4t⌉,
respectively. Here for a, b ∈ R, a ∨ b := max{a, b}, a ∧ b := min{a, b}, and ⌊a⌋
denotes the largest integer not exceeding a).

Typically, we assume that at least one of these functions is monotone (oth-
erwise, this notion is not very practical). Similarly, we define the associated
order relations � and � so that f � g means that f(x) ≤ c1g(c2x), and so on.
For instance, when | · |1 and | · |2 are word-length functions associated to two
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finite symmetric generating sets S1, S2 of the same group G then, for all x ∈ G,
|x|1 ≍ |x|2. If V1, V2 are the associated volume growth functions then V1 ≃ V2.
In particular, up to the ≃ equivalence relation, the volume growth function of a
finitely generated group G does not depend on the choice of the finite generating
set S, see, e.g., [14].

Definition 1.1. A finitely generated group has polynomial volume growth of
degree d if, V (r) ≍ rd for r ∈ [1,∞).

By a celebrated theorem of M. Gromov, it suffices that

lim inf
r→∞

r−AV (r) <∞

for some constant A for the group G to have polynomial volume growth of
degree d for some integer d = d(G) ∈ {0, 1, . . .}. In this context, the tight
relation between volume growth and random walk behavior is illustrated by the
following result (See also [15, 26, 27]).

Theorem 1.2 (N. Varopoulos, [25]). Let G be a finitely generated group of
polynomial volume growth of degree d and let µ be a finitely supported symmetric
probability measure on G with generating support. Then, for all n ∈ {1, 2, . . .},

µ(2n)(e) ≍ 1

V (
√
n)

≍ n−d/2.

In fact, this result can be generalized in two significant directions by allowing
µ to have finite second moment and by estimating µ(2n)(g) for a range of g that
depends on n.

Theorem 1.3. Let G be a finitely generated group of polynomial volume growth
of degree d and let µ be a symmetric probability measure on G with generating
support and with finite second moment, that is,

∑
g |g|2µ(g) <∞. For simplic-

ity, assume that µ(e) > 0. Then, for any fixed A > 0, we have

∀ g ∈ G, n ∈ {1, 2, . . . , } with |g| ≤ A
√
n, µ(n)(g) ≍ 1

V (
√
n)

≍ n−d/2.

See, e.g., [15, 20] and the references therein. This type of estimate is often
called a near diagonal estimate. In the result above, the range of order

√
n is

optimal. To close this short review and emphasize the importance of the word-
length geometry in this context, let us mention briefly two more sophisticated
results, namely, the parabolic Harnack inequality and Hölder continuity for
solutions (n, x) 7→ un(x) of the parabolic difference equation

un+1 − un = un ∗ (µ− δe) or, equivalently, un+1 = un ∗ µ (1.1)

This discrete time evolution equation is parabolic because it resembles the clas-
sical heat equation with the operator f 7→ f ∗ (µ − δe) playing the role of the
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Laplace operator (note that f 7→ f ∗ (µ− δe) is non-positive definite on L2(G)).
The function

(n, x) 7→ µ(n)(x)

is a global solution of this equation. Note that for equation (1.1) to make sense
and hold in a given subset A, it is necessary that un be defined, not only in A
but over a set containing A(support(µ))−1. In the next theorem, µ is symmetric
and has finite support S. In such cases, whenever we say that un is solution
of (1.1) in [0, T ] × A, we tacitly assume that (k, x) 7→ uk(x) is defined for all
(k, x) ∈ [0, T ]×A(S ∪ {e}).
Theorem 1.4 ([10](special case)). Assume that G has polynomial volume growth
and the measure µ is symmetric, finitely supported with generating support S
containing the identity element, e. Then there are constants C and α > 0 such
that the following two properties hold.

Parabolic Harnack Inequality Any positive solution u of the difference equa-
tion (1.1) in the discrete time cylinder Q = [0, N2] × {x ∈ G : |x| ≤ N}
satisfies

um(y) ≤ Cun(z)

for all m ∈ [N2/8, N2/4], n ∈ [N2/2, N2] and y, z ∈ {x ∈ G : |x| ≤ N/2}.

Hölder Estimate Any bounded solution u of (1.1) in the discrete time cylinder
Q = [0, N2]× {x ∈ G : |x| ≤ N} satisfies

|un(z)− um(y)| ≤ C
[(

|m− n|1/2 + |y−1z|
)
/N
]α

sup
Q

{|u|} (1.2)

for all m,n ∈ [N2/8, N2/2] and y, z ∈ {x ∈ G : |x| ≤ N/2}.
In these two statements, the constants C and α are independent of N and of

the solution u (which can thus be translated both in time and in space if one so
desires). In the context of parabolic differential equations, these estimates are
the highlight of the celebrated De Giorgi-Nash-Moser theory. Informally, the
first property (Parabolic Harnack Inequality) is the strongest as it (relatively
easily) implies the second property (Hölder Estimate). The parabolic Harnack
inequality also easily implies the near diagonal two-sided estimate of Theorem
1.3.

The goal of this work is to develop results such as Theorems 1.3 and 1.4
for walks on countable groups of polynomial volume growth when the measures
driving the walks allow for a wide variety of long range jumps and have infinite
second moments. For such random walks, it is known that a statement analogous
to the above parabolic Harnack inequality cannot hold true. See, e.g., [1]. (Some
integral version of the Harnack inequality, called a weak Harnack inequality, may
hold in such cases; see [5].) However, we will be able to prove a version of the
near diagonal two-sided estimate of Theorem 1.3 and a Hölder estimate (1.2)
for globally bounded solutions of (1.1). In both cases, the word-length geometry
must be replaced by a geometry adapted to the long jump probability measure
driving the random walk. See Theorems 4.3-5.5 and 6.8.
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1.2 Random walks with long range jumps

In a finitely generated group of polynomial volume growth of degree d, all sub-
groups are finitely generated and have polynomial volume growth of degree at
most d. This work focuses on a natural family of symmetric probability mea-
sures defined as follows. For a book treatment of the notion of regular variation,
see [4].

Definition 1.5. Let G be a finitely generated group of polynomial volume
growth. Say a probability measure µ is in P(G, reg), if there is an integer k ≥ 0
such that µ can be written in the form

µ =

k∑

i=0

piµi,

k∑

i=0

pi = 1, p0 ≥ 0, pi > 0, i = 1, . . . , k,

where each µi, 0 ≤ i ≤ k, is a symmetric probability measure on G such that:

• The probability measure µ0 is finitely supported.

• For each 1 ≤ i ≤ k, there exists a subgroup Hi of G, equipped with
a word-length | · |i and of polynomial volume growth of degree di, and a
function, φi : [0,∞) → (0,∞), positive, increasing and of regular variation
of positive index at infinity such that

µi(h) ≍
{ [

φi(1 + |h|i)(1 + |h|i)di
]−1

if h ∈ Hi,
0 otherwise.

(1.3)

• There is an ε > 0 such that the finite set {g : µ(g) > ε} generates G and
contains the identity element e.

Remark 1.6. When considering a measure µ in P(G, reg), we will always assume

that µ is given in the form µ =
∑k
i=0 piµi where the measures µi, 1 ≤ i ≤ k,

are described as in (1.3). Hence, for any such µ, we are given the subgroups Hi

and increasing regularly varying functions φi, 1 ≤ i ≤ k, that are implicit in
the fact that µ is in P(G, reg). By convention, we set H0 = G so that we have
a well defined subgroup Hi for each i ∈ {0, . . . , k}.
Remark 1.7. A measure µ in P(G, reg) can be finitely supported if k = 0 or if
k ≥ 1 and each subgroup Hi is a finite subgroup of G (and so di = 0). When
k ≥ 1, the condition that µ(e) > 0 is automatically satisfied.

The set P(G, reg) includes all (non-degenerated) convex combinations of
finitely many probability measures of the power-law type

µH,α(h) ≍
{

(1 + |h|H,SH )
−(dH+αH ) if h ∈ H, αH > 0,

0 otherwise.

Here, H is a subgroup of G with intrinsic volume growth of degree dH . The
subgroup H and the positive real αH can both vary freely and independently.
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Note that our notion of “power-law type” is defined in reference to an intrinsic
word-length | · |H,SH for the subgroup H (here, SH is a fixed but arbitrary
symmetric finite generating set for H).

More generally, simple examples of increasing functions of regular variation
are

φ(t) = (1 + t)α[1 + log(1 + t)]β1 [1 + log(1 + log(1 + t))]β2 ,

where α > 0 is the index of regular variation and β1, β2 ∈ R. We refer the reader
to [4] for a detailed treatment of the notion of regular variation. Some readers
may prefer to restrict their attention to the simplest case φ(t) = (1 + t)α as in
the following theorem which illustrates one of the main results of this paper.

Theorem 1.8. Let G be a finitely generated group of polynomial volume growth.
Let µ be a symmetric probability measure on G which belongs to P(G, reg) with
φi(t) = tαi , αi ∈ (0, 2), 1 ≤ i ≤ k. Then there exists a real d = d(G,µ) ≥ 0
such that

∀n ∈ {0, 1, 2, . . . , }, µ(n)(e) ≍ 1

(1 + n)d
.

In fact we will prove a stronger version of this theorem which deals with all
measures in P�(G, reg). This is a subset of P(G, reg) whose definition involves a
minor technical additional assumption regarding the functions φi, i ∈ {1, . . . , k}
(see Definition 3.9). In this more general version,

µ(n)(e) ≍ 1

F(n)

where F is a regularly varying function. Our results allow for the explicit com-
putation of the index d (more generally, F) in terms of the data describing
the measure µ and the structure of the group G. This is done by introducing
quasi-norms on G that generalize the word-length (see Definitions 2.1-2.3). Dif-
ferent measures typically call for different quasi-norms and for each measure µ
in P�(G, reg), we construct an adapted quasi-norm ‖ · ‖. Using this adapted
quasi-norm, we prove a near diagonal two-sided estimate for µ(n) and show that
the bounded solutions of the associated parabolic difference equation are Hölder
continuous.

The results proved here extend in significant ways those obtained in [22] by
two of the authors. First, [22] only deals with nilpotent groups. It is one of the
main goals of this paper to treat the larger and more natural class of group of
polynomial volume growth. Second, the measures considered in [22] are convex
combination of measures supported on one parameter discrete subgroups, i.e.,
subgroups of the type {g = sm : m ∈ Z}, s ∈ G. Here, we consider measures
supported on general subgroups. Even when G is nilpotent and the subgroups
Hi appearing in the definition of µ are one parameter subgroups, the present
paper treats cases that where left aside in [22] (e.g., power laws with arbitrary
positive exponents). Nevertheless, some of the main technical results of [22]
are used here again in a crucial way to pass from nilpotent groups to groups of
polynomial volume growth.
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1.3 Dirichlet forms and spectral profiles

We will make use of well established techniques based on Dirichlet forms and
the notion of spectral profile. Let µ be a symmetric probability measure on a
finitely generated group G. Its Dirichlet form is defined by (the support of µ
may or may not generate G)

EG,µ(f, f) =
1

2

∑

x,y∈G

|f(xy)− f(x)|2µ(y), f ∈ L2(G).

Here, L2(G) is the Hilbert space with norm

‖f‖2 =
(
∑

x∈G

|f(x)|2
)1/2

.

The spectral profile of the measure µ, Λ2,G,µ, is the function defined over [1,∞)
by

Λ2,G,µ(v) = min
{
EG,µ(f, f)/‖f‖22 : 1 ≤ #support(f) ≤ v

}
.

It can also be defined by considering each non-empty finite set A ⊂ G of volume
at most v, minimizing the Raleigh quotient of functions f supported in A to
obtain the lowest eigenvalue λµ(A) of (minus) the discrete Laplacian, f 7→ f ∗
(δe−µ), with Dirichlet boundary condition outside A, and taking the minimum
of λµ(A) over all such finite sets A. (Note that the discrete Laplacian f 7→
f ∗ (µ− δ) is non-positive definite.)

In the cases of interest here, we expect inverse power-function estimates for
Λ2,G,µ. The well established relation between the spectral profile of µ and the
decay of µ(2n)(e) indicates that, for any γ > 0,

• ∀ v ≥ 1, Λ2,G,µ(v) � v−1/γ , is equivalent to µ(2n)(e) � n−γ .

• ∀ v ≥ 1, Λ2,G,µ(v) � v−1/γ , is equivalent to µ(2n)(e) � n−γ .

More generally, if F is a positive monotone function of regular variation of index
γ > 0 (at infinity) and F−1 is its inverse (hence a function of regular variation
of index 1/γ), then

• Λ2,G,µ � 1/F−1 is equivalent to µ(2n)(e) � 1/F (n).

• Λ2,G,µ � 1/F−1 is equivalent to µ(2n)(e) � 1/F (n).

For details, see [8] and [23, Section 2.1].
Another key property that we will use without further comment throughout

is the fact that for any two symmetric probability measures µ1, µ2, the inequality

EG,µ1 ≤ AEG,µ2

implies that

µ
(2n)
2 (e) � µ

(2n)
1 (e);
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that is, there exist A1, A2 such that

∀n = {1, 2, . . .}, µ
(2A1n)
2 (e) ≤ A2µ

(2n)
1 (e).

In particular, if µ1 ≍ µ2 on G then µ
(2n)
1 (e) ≃ µ

(2n)
2 (e). Whenever, in addition,

µ1(e)µ2(e) > 0, the conclusion easily extends to µ
(n)
1 (e) ≃ µ

(n)
2 (e). For back-

ground information on these notions and techniques, we refer the reader to the
books [26, 27] and to [8, 15, 20, 23].

1.4 Guide to the reader

The paper is organized as follows. Subsection 2.1 introduces the quasi-norms
and geometries that are key to the study of the walks driven by measures in
P�(G, reg). See Definition 3.9. Each of these geometries is associated with a
generating tuples Σ = (s1, . . . , sk) of elements of the group G and a weight
function system F = {Fs, s ∈ Σ}. In the study of random walks, the structure
of a given measure µ in P�(G, reg) will determine in large part how to choose
Σ and F.

Subsection 2.2 describes results from [22] concerning the case of nilpotent
groups which play a key role in the rest of the paper. See Theorem 2.11.

Section 3 discusses how geometric results (existence of coordinate-like sys-
tems and volume growth) leads to lower bounds on the spectral profile and upper
bounds on the probability of return of measures in P�(G, reg). Sub-section 3.2
applies these results to nilpotent groups. Sub-section 3.3, one of the most im-
portant parts of the paper, explains how to obtain sharp results in the case
of groups of polynomial volume growth. Given a group of polynomial growth
and a measure µ ∈ P�(G, reg), we explain the construction of a well adapted
geometry on G based on the (well-known) existence of a nilpotent group N with
finite index in G. In fact, we construct geometries on N and on G which are
closely related to each other and well adapted to the given measure µ on G.
Some explicit examples are given.

Section 4 provides matching upper-bounds on the spectral profiles and the
corresponding lower bounds on the probability of return. This is done by pro-
viding appropriate test functions which are defined using the quasi-norms of
section 2. See Theorem 4.3.

Section 5 contains one of the main theorems, Theorem 5.5, which gather
the main properties of the iterated convolution µ(n) and the associated random
walk when µ ∈ P�(G, reg) and G has polynomial volume growth.

Section 6 proves the Hölder estimate for solutions of the corresponding dis-
crete parabolic equation (see, Theorem 6.8). The main results of the paper are
in Theorems 4.3, 5.5 and 6.8.
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2 Geometries for random walks with long range
jumps

As noted in the introduction, the word-length associated to a finite symmetric
generating set S is a key element in developing an understanding of the behav-
ior of the random walks driven by symmetric finitely supported measures. The
question arises as to what are the natural geometries that might help us under-
stand random walks that allow for long range jumps. This section introduces
such geometries.

2.1 Weight systems and quasi-norms

First, let us give a more formal definition of the word-length associated with
a finite set of generator. Fix a finite alphabet Σ = {s1, . . . , sk} and adjoin
to it the formal inverses (new letters) Σ−1 = {s−1

1 , . . . , s−1
k }. A finite word ω

over Σ ∪ Σ−1 is a formal product (i.e., a finite sequence) ω = σ1 . . . σm with
σi ∈ Σ ∪ Σ−1, 1 ≤ i ≤ m. Equivalently, we can write ω = σε11 . . . σεmm with
σi ∈ Σ and εi ∈ {±1}, 1 ≤ i ≤ m. If G is a group which contains elements
called s1, . . . , sk, we say that the word ω = σ1 . . . σm over Σ ∪ Σ−1 is equal to
g ∈ G, if σ1 . . . σm = g when reading this product in G. Formally, one should
denote the letters by si, the corresponding group elements by si, and introduce
the map π : ∪∞

q=0(Σ ∪ Σ−1)q → G defined by π(σ1 . . .σm) = σ1 . . . σm. With
this notation the word-length |g| of an element g ∈ G with respect to the k-tuple
of generators generators (s1, . . . , sk) and their inverses is

|g| = inf{m : ∃ω ∈ (Σ ∪ Σ−1)m, g = ω in G}.

By convention, |e| = 0 (e can be obtained as the empty word). For illustrative
purpose, we introduce the following variant

‖g‖ = inf

{
max
s∈Σ

{degs(ω)} : ω ∈ ∪∞
0 (Σ ∪ Σ−1)m, g = ω in G

}
,

where, for each s ∈ Σ and ω ∈ ∪∞
0 (Σ ∪Σ−1)m, ω = sε1j1 . . . s

εm
jm

, we set

degs(ω) = #{ℓ ∈ {1, . . . ,m} : sjℓ = s}.

In words, degs(ω) is the number of times the letter s is used (in the form s or
s−1) in the word ω. Obviously,

‖g‖ ≤ |g| ≤ k‖g‖, where k = #Σ.

The reader should note that when defining degs, we think of s as a letter in the
alphabet Σ (two distinct words consisting of letters in Σ ∪ Σ−1 might become
equal as an element in G). In addition, degs counts the occurrences of both s
and s−1. For instance, consider the word ω = s1s2s

−1
1 s−1

2 s3s
−1
1 . The degrees

are as follows:

degs1(ω) = 3, degs2(ω) = 2, degs3(ω) = 1.

9



This is the case even if it happens, as it may, that s3 = s−1
1 in G.

Definition 2.1. We say that a map N : G→ [0,∞) is a norm, if

N(gh) ≤ N(g) +N(h).

We say that it is a quasi-norm, if there exist a constant A such that

N(gh) ≤ A(N(g) +N(h)).

Remark 2.2. The quasi-norms constructed in this paper have two additional
properties. They are symmetric (N(g) = N(g−1), g ∈ G) and N(e) = 0.

Example 2.1. The maps g 7→ |g| and g 7→ ‖g‖ associated to a generating tuple
(s1, . . . , sk) as above are norms.

Now, we introduce a much richer family of quasi-norms ‖·‖F. The basic data
for such quasi-norms consists of a group G, a tuple Σ = (s1, . . . , sk) (abusing
notation, we will consider each si both as an abstract symbol (letter) and as
a group element in G) and a family F of continuous and strictly increasing
functions

Fs : [0,∞) → [0,∞), s ∈ Σ, Fs(t) ≍ t on [0, 1],

with the property that for s, s′ ∈ Σ,

either Fs � Fs′ or Fs′ � Fs on a neighborhood of infinity. (2.1)

With proper care and technical modifications, condition (2.1) can probably be
removed but we will assume it holds throughout this paper. Each of the function
Fs is invertible, and we denote by F−1

s its inverse. A good example to keep
in mind is the case when, for each s ∈ Σ, we are given a positive real w(s)
and Fs(t) = t1[0,1](t) + tw(s)1(1,∞)(t) (or, more or less equivalently, Fs(t) =

(1 + t)w(s) − 1). We think of Fs as a weight function assigned to s ∈ Σ.

Definition 2.3. Given G, Σ and F as above, for each element g ∈ G, set

‖g‖F = inf

{
max
s∈Σ

{F−1
s (degs(ω))} : ω ∈ ∪∞

0 (Σ ∪ Σ−1)m, g = ω in G

}
.

By convention, ‖e‖F = 0. If g cannot be represented as a finite word over
Σ ∪ Σ−1, set ‖g‖F = ∞.

In other word, ‖g‖F is the least R such that there exists a finite word ω such
that ω = g in G and

degs(ω) ≤ Fs(R) for each s ∈ Σ.

This last inequality indicates that each letter s (in the form s or s−1) in Σ is
used at most Fs(R) times in the word ω.

10



Remark 2.4. In the context of nilpotent groups, this definition of the quasi-norm
‖ · ‖F appears in [22, Definition 2.8].

Remark 2.5. If each Fs satisfies F−1
s (t1 + t2) ≤ A(F−1

s (t1) + F−1
s (t2)), then

‖ · ‖F is a quasi-norm (a norm, if A = 1). In particular, ‖ · ‖F is a norm, if each
Fs is convex.

Remark 2.6. If each Fs is replaced by F̃s = Fs ◦ F−1 for some continuous and
strictly increasing function F : [0,∞) → [0,∞) with F (t) ≍ t on [0, 1], then

‖g‖
F̃
= F (‖g‖F) for each g ∈ G.

Remark 2.7. Say that a non-negative function f defined on (0,∞) is doubling,
if there exists a constant Af > 0 such that

∀ t > 0, f(2t) ≤ Aff(t) and 2f(t) ≤ f(Af t). (2.2)

Over the class of doubling functions, the equivalence relations ≃ and ≍ coincide.
Suppose that we have two weight functions systems F and F′ define over Σ, and
that all functions Fs and F ′

s are doubling. Suppose further that for each s ∈ Σ,
Fs ≃ F ′

s. Then we can conclude that ‖g‖F ≍ ‖g‖F′ over G.

Example 2.2. Let G = Zk with the canonical generators (s1, . . . , sk). For
t ≥ 1, let Fsi(t) = twi with wi > 0. Then, for x = (x1, . . . , xk) =

∑
xisi,

‖(x1, . . . , xk)‖F = max
i

{|xi|1/wi}.

Example 2.3 (Heisenberg group). Let G = (Z3, •) with

g • g′ = (x1 + x′1, x2 + x′2, x3 + x′3 + x1x
′
2),

i.e., in coordinates, matrix multiplication in the Heisenberg group

G = H(3,Z) =



g = (x1, x2, x3) =




1 x1 x3
0 1 x2
0 0 1


 : x1, x2, x3 ∈ Z



 .

For i = 1, 2, 3, let si be the triplet with a 1 in position i and 0 otherwise. For
t ≥ 1, let Fsi(t) = twi with wi > 0. Then

‖(x1, x2, x3)‖F ≍
{

max{|x1|1/w1 , |x2|1/w2 , |x3|1/w3} if w3 ≥ w1 + w2,
max{|x1|1/w1 , |x2|1/w2 , |x3|1/(w1+w2)} if w3 ≤ w1 + w2.

See [22, Examples 1.1 and 4.3].

The following proposition is technical in nature. Parts (b) and (c) will be
used later in deriving the main new results of this paper.

Proposition 2.8. Consider a weight function system (F,Σ) on a group G as
above. Assume that for each s ∈ Σ, the function Fs is regularly varying of index
w(s) > 0 at infinity.
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(a) There exists a weight function system (F0,Σ) such that each member F0,s

is in C1([0,∞)), increasing, and of smooth variation in the sense of [4,
Section 1.8] with F0,s ≍ Fs, for s ∈ Σ.

(b) For any fixed w∗ ∈ (0,∞) with w∗ > max{w(s) : s ∈ Σ}, there is a
weight function system (F1,Σ) such that each member F1,s is in C1([0,∞)),
increasing, and of smooth variation of index less than 1 in the sense of
[4, Section 1.8] with F1,s ≍ Fs ◦ F−1, where F (t) = (1 + t)w

∗ − 1. In
particular, there exists a positive real A such that, for all s ∈ Σ and all
T ∈ [0,∞),

sup
[0,T ]

{
dF1,s(t)

dt

}
≤ A

F1,s(T )

T
(2.3)

and
‖g‖F ≍ ‖g‖1/w

∗

F1
over G.

(c) For any fixed w∗ with 0 < w∗ < min{w(s) : s ∈ Σ}, there is a weight
function system (F2,Σ) such that each member F2,s is in C1([0,∞)) in-
creasing, convex, and of smooth variation in the sense of [4, Section 1.8]
with F2,s ≍ Fs ◦F−1, where F (t) = (1+ t)w∗ −1. In particular, g 7→ ‖g‖F2

is a norm and
‖g‖F ≍ ‖g‖1/w∗

F2
over G.

Proof. Part (a) is essentially [4, Theorem 1.8.2]. The difference is that we impose
some simple additional conditions regarding the behavior of F0,s on [0, a] for
some a > 0 (smooth regular variation is a property of F0,s on a neighborhood
of infinity). By inspection, it is clear that these additional conditions can be
achieved.

The main point of part (b) is that the functions Fs ◦F−1, s ∈ Σ, are all reg-
ularly varying with positive index strictly less than one. By [4, Theorem 1.8.2],

there are positive functions F̃s (defined on a neighborhood [a,∞) of infinity),
increasing, of smooth regular variation and satisfying (see the discussion on [4,

Page 44]) F̃s ∼ Fs ◦ F−1 at infinity and

dF̃s(t)

dt
≤ A

F̃s(t)

t
on [a,∞).

We can now pick a constant C(s) so that the function F1,s obtained by extending

C(s)+ F̃s linearly on [0, a], so that F1,s(0) = 0, F1,s(t) = C(s)+ F̃s(t) on [a,∞),
which belongs to C1[0,∞), is increasing and of smooth regular variation, and
satisfies the other desired properties.

The main point of part (c) is that the functions Fs ◦F−1, s ∈ Σ, are now all
regularly varying with positive index strictly greater than one. In this case, [4,

Theorem 1.8.2] gives positive functions F̃s (defined on a neighborhood [a,∞)

of infinity), increasing, convex, and of smooth regular variation such that F̃s ∼
Fs ◦ F−1. Proceeding as in part (b), we can extend modified versions to [0,∞)
with all the desired properties.

12



Remark 2.9. In parts (b) and (c) of Proposition 2.8, we are avoiding the slightly
troublesome case when the index is exactly 1. This is troublesome when the
corresponding weight function is not exactly linear. For instance, in part (b), the
result is still correct, but the derivative and its upper bound are not necessarily
monotone. This becomes a real problem for part (c). By a further variation
of this argument, one can use composition by a function F as above to avoid
all integers index (indeed, there is only finitely many Fs to deal with so proper
choices of w∗ and w∗ do the trick). Then one can apply [4, Theorem 1.8.3],
which is more elegant than the above construction and provides similar results.

2.2 Volume counting from [22]

Given a group G equipped with a generating tuple (s1, . . . , sk) and a weight
function system F, it is really not clear how to compute or “understand” the map
g 7→ ‖g‖F. The article [22] considers the case of nilpotent groups and connects
the results to the study of certain random walks with long range jumps.

Beyond the nilpotent case, questions such as

• What is the cardinality of {g ∈ G : ‖g‖F ≤ R}?

• Which choice of (Σ,F) is relevant to which random walk with long range
jumps?

do not seem very easy to answer.
For a better understanding of our main results, it is useful to review and em-

phasize the main volume counting results derived in [22] in the case of nilpotent
groups. We want to apply these results in the context of Definition 2.3 under
the assumption that all the functions appearing in the system F are doubling
(see Remark 2.7). Recall that, by (2.1), we have a well defined total order on
{Fs, s ∈ Σ} (modulo the equivalence relation ≃ on a neighborhood of infinity).

Following [22], we extend our given weight function system to the collection
of all finite length abstract commutators over the alphabet Σ ∪ Σ−1 by using
the rules

Fs−1 = Fs for s ∈ Σ and F[c1,c2] = Fc1Fc2 .

In short, abstract commutators are formal entities obtained by induction via
the building rule [c1, c2] starting from Σ ∪ Σ−1 (see [22] for more details). Ob-
serve that the family of functions Fc, c running over formal commutators, have
property (2.1) and thus carry a well defined total order (again, modulo the
equivalence relation ≃). For notational convenience, we introduce formal rep-
resentatives for the linearly ordered distinct elements of {Fc mod ≃} and call
these representatives

w̄1 < w̄2 < w̄3 < · · · .
Hence, w̄1 represents the ≃ equivalence class associated with the smallest of
the weight function Fc, etc. For each w̄i, let Fi be a representative of the ≃
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equivalence class of functions Fc associated with w̄i. By definition, we can pick
any commutator c with Fc ∈ w̄i and set

Fi =

ℓ∏

1

Fσi ,

where σ1, . . . , σℓ is the complete list (with repetition) of the elements of Σ∪Σ−1

that are used to form the formal commutator c.

Definition 2.10. Referring to the above notation, let GF
i be the subgroup of

G generated by all (images in G of) formal commutators c such that

Fc ∈ ∪j≥iw̄j .

In other words, GF
i is generated by all commutators such that Fc � Fi.

Obviously, these groups form a descending sequence of subgroups of G and,
under the assumption that G is nilpotent, there exists a smallest integer j∗ =
j∗(F) such that GF

j∗+1 = {e}. Further, not only GF
j ⊇ GF

j+1 but also (see [22,
Proposition 2.3])

[G,GF
j ] ⊆ GF

j+1,

so that GF
j /G

F
j+1 is a finitely generated abelian group. We let

rj = rank(GF
j /G

F
j+1)

be the torsion free rank of this abelian group (by the finitely generated abelian
group structure theorem, any such group A is isomorphic to a product of the
form K ×Zr where K is a finite abelian group. The integer r is the torsion free
rank of the group A).

Theorem 2.11 ([22, Theorems 2.10 and 3.2]). Let G be a nilpotent group
equipped with a finite tuple of generators Σ and a weight function system F

as above satisfying (2.1)-(2.2). From this data, extract the functions Fj and
integers rj , 1 ≤ j ≤ j∗, as explained above. Then

#{g ∈ G : ‖g‖F ≤ R} ≃
j∗∏

1

[Fi(R)]
rj .

Furthermore, there exist an integer Q, a constant C, and a sequence σ1, . . . , σQ
with σj ∈ Σ, 1 ≤ j ≤ Q, such for any positive R and any element g with
‖g‖F ≤ R, g can be written in the form

g =

Q∏

j=1

σ
xj

j with |xj | ≤ CFσj (R).
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Definition 2.12. Let G be a nilpotent group equipped with a finite tuple of
generators Σ and a weight function system F as above satisfying (2.1)-(2.2).
From this data, extract the functions Fj and integers rj , 1 ≤ j ≤ j∗, as
explained above. Set

FG,F = FF =

j∗∏

1

F
rj
i .

By Theorem 2.11, for any nilpotent group and weight function system sat-
isfying (2.1)-(2.2), we have the explicit volume estimate

#{g ∈ G : ‖g‖F ≤ R} ≍ FF(R).

Example 2.4. Let us return to the Heisenberg group example G = H(3,Z),
Example 2.3, with Fsi (t) = twi with wi > 0 for all t ≥ 1 and 1 ≤ i ≤ 3. Then

FF(R) ≍
{
Rw1+w2+w3 if w3 ≥ w1 + w2

R2(w1+w2) if w3 ≤ w1 + w2.

3 Upper bounds on return probabilities

3.1 A general approach

In this section we discuss how to obtain upper bounds for the return probability
of a measure µ ∈ P�(G, reg), a subset of P(G, reg) which is described below in
Definition 3.9. The main tool is the following technical result. For the proof,
we can follow the proofs of [22, Theorems 4.1 and 4.3] with minor adaptations.

Proposition 3.1. Let G be a countable group equipped with symmetric proba-
bility measures µi, 0 ≤ i ≤ k. Assume that there exists a constant C > 0 such
that for each R > 0 and 0 ≤ i ≤ k, there is a subset Ki(R) ⊂ G such that

∑

x∈G

|f(xh)− f(x)|2 ≤ CREG,µi(f, f), f ∈ L2(G), h ∈ Ki(R). (3.1)

Assume further that there are an integer Q and a positive monotone function F

of regular variation of positive index with inverse F−1 such that

#
(
∪ki=0Ki(R)

)Q ≥ F(R),

where
(
∪ki=0Ki(R)

)Q
= {g = g1 . . . gQ : gi ∈ ∪ki=0Ki(R)} is viewed as a subset

of G. Set µ = (k + 1)−1
k∑
i=0

µi. Then

Λ2,G,µ � 1/F−1 and µ(2n)(e) � 1/F(n).

The next two propositions provide a way to verify assumption (3.1) for the
type of measures of interest to us here.
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Proposition 3.2. Let G be a countable group equipped with a symmetric prob-
ability measure µ supported on a subgroup H equipped with a quasi-norm ‖ · ‖
such that there exist a constant d > 0 and a positive monotone regularly varying
function φ : (0,∞) → (0,∞) of positive index at infinity such that

#{h ∈ H : ‖h‖ ≤ r} ≃ rd, µ(h) ≍
[
φ(1 + ‖h‖)(1 + ‖h‖)d

]−1
.

Then there is a constant C such that, for all f ∈ L2(G), R ≥ 1 and h ∈ H with
‖h‖ ≤ R, we have

∑

x∈G

|f(xh)− f(x)|2 ≤ Cφ(R)EG,µ(f, f).

Proof. First observe that

∑

‖h‖≥r

µ(h) ≃ 1/φ(r). (3.2)

This is proved by summing over A-adic annuli with A large enough so that

#{An−1 ≤ ‖h‖ ≤ An} ≍ #{‖h‖ ≤ An} ≍ Adn.

Next, note that for h, h′ ∈ H , the inequality ‖h′‖ ≥ C0‖h‖ (with C0 ∈ (0, 1/A)
small enough, where A is the constant in the definition of quasi-norm, see Def-
inition 2.1) implies

‖h−1h′‖ ≥ C−1‖h′‖ ≥ C−1C0‖h‖ and µ(h′) ≤ Cµ(h−1h′)

for some constant C ≥ 1. Now, write

∑

x∈G

|f(xh)− f(x)|2

 ∑

|h′|≥C0|h|

µ(h′)




≤ 2
∑

|h′|≥C0|h|

∑

x∈G

(|f(xh)− f(xh′)|2 + |f(xh′)− f(x)|2)µ(h′)

≤ C
∑

h′∈H:|h′|≥C0|h|

∑

x∈G

|f(x)− f(xh−1h′)|2µ(h−1h′)

+ 2
∑

h′∈H,x∈G

|f(xh′)− f(x)|2µ(h′)

≤ C
∑

h′∈H:|h−1h′|≥C−1|h′|

∑

x∈G

|f(x)− f(xh−1h′)|2µ(h−1h′)

+ 2
∑

h′∈H,x∈G

|f(xh′)− f(x)|2µ(h′)

≤ (2 + C)EG,µ(f, f).

This gives the desired inequality.
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Proposition 3.3. Let G be a countable group equipped with symmetric proba-
bility measure µ supported on a subgroup H equipped with a finite generating set
and its word length | · |. Assume that there exist a constant d > 0 and a positive
monotone regularly varying function φ : (0,∞) → (0,∞) of positive index at
infinity such that

#{h ∈ H : |h| ≤ r} ≍ rd, µ(h) ≍
[
φ(1 + |h|)(1 + |h|)d

]−1
.

Then there is a constant C such that, for all f ∈ L2(G), R ≥ 1 and h ∈ H with
‖h‖ ≤ R, we have

∑

x∈G

|f(xh)− f(x)|2 ≤ CΦ(R)EG,µ(f, f),

where Φ(t) = t2/
∫ t
0
sds
φ(s) , t ≥ 1.

Proof. Let ur be the uniform probability measure on {h ∈ H : |h| ≤ r}. Follow
the proof of [23, Proposition A.4] to show that for any f ∈ L2(G) and any
0 < s < r <∞ and h ∈ G with |h| ≤ r, we have

∑

x∈G

|f(xh)− f(x)|2 ≤ C(r/s)2
∑

x∈G

∑

h∈H

|f(xh)− f(x)|2us(h).

Observe that µ ≍
∑∞

0
1

φ(2n)u2n and that, for r ≥ 1,

∑

n:2n≤r

22n

φ(2n)
≃
∫ r

0

sds

φ(s)
.

The desired inequality follows.

Remark 3.4. If φ is regularly varying of positive index γ, then we always have
that Φ(t) ≤ Cφ(t) and φ(t) ≍ Φ(t) if γ ∈ (0, 2). If γ > 2, Φ(t) ≍ t2 which is
much less than φ on (1,∞).

Remark 3.5. The proof of Proposition 3.3 outlined above uses the fact that,
roughly speaking, an element h with |h| = r can be written as a product of
(r/s) elements of length at most s. This property is not necessarily true for an
arbitrary quasi-norm ‖ · ‖ as in Proposition 3.2.

Definition 3.6. Given µ =
∑k

0 µi ∈ P(G, reg) with µi defined in terms of a
regularly varying function φi as in (1.3), 1 ≤ i ≤ k, set

Φ0(t) = max{t, t2}

and, for 1 ≤ i ≤ k,

Φi(t) =
t2

∫ t
0

2s
φi(s)

ds
on [1,∞),

with Φi extended linearly on [0, 1] with Φi(0) = 0.
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Remark 3.7. The exact definition of Φi in the interval [0, 1] is not very important
to us. For convenience, we prefer to have it vanish linearly at 0. Because φi is
increasing, one can check that

Φi ≤ φi on [1,∞) and Φi is increasing on (0,∞).

Further, Φi is regularly varying at infinity of index in (0, 2]. More precisely,
Φi ≍ φi when the index of φi is in (0, 2). When the index of φ is at least 2, then
Φ(t) ≍ t2/ℓ(t) where ℓ is increasing and slowly varying at infinity (i.e., index 0).
In particular, in all cases, Φi(t) � max{t, t2} = Φ0(t), 1 ≤ i ≤ k.

Proposition 3.8. Let G be a countable group. Let µ ∈ P(G, reg) and, referring
to Definitions 1.5 and 3.6, set

Ki(r) = {h ∈ Hi : Φi(|h|i) ≤ r}, 0 ≤ i ≤ k

and, for some fixed integer Q,

K(r) =
{
g ∈ G : g = g1 . . . gQ, gi ∈ ∪k0Kj(r)

}
.

Assume that F is a positive monotone regularly varying function of positive
index at infinity with the property that

∀ r ≥ 1, #K(r) ≥ F(r).

Let F−1 be the inverse function of F. Then

Λ2,G,µ � 1/F−1 and µ(n)(e) � 1/F(n), n = 1, 2, . . . .

Proof. This follows immediately from Propositions 3.1–3.3.

Let us now defined the subset P�(G, reg) of P(G, reg) which is relevant to
us because of condition (2.1) and Definition 2.3 (it requires that the functions
Fs, s ∈ Σ, which are used to define a quasi-norm, be ordered modulo ≃).

Definition 3.9 (P�(G, reg)). A measure µ =
∑k

0 piµi in P(G, reg) with asso-
ciated regularly varying functions φi, 1 ≤ i ≤ k, is in P�(G, reg) if, for each pair
i, j of distinct indices in {1, . . . , k}, either Φi � Φj or Φj � Φi in a neighborhood
of infinity.

3.2 Application to nilpotent groups

The following is a corollary to Proposition 3.8 and Theorem 2.11 (i.e., [22,
Theorems 2.10 and 3.2]).

Theorem 3.10. Assume that G is nilpotent. Let µ ∈ P�(G, reg). Let S0 be
the support of µ0 and Si be a symmetric generating set for the subgroup Hi for
1 ≤ i ≤ k. Let

Σ = (s1, . . . , sm)
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be a tuple of distinct representatives of the set (∪k0Si)\{e} under the equivalence
relation s−1 ∼ s, and set

F =
{
Fσ = max{Φ−1

i : i ∈ {j : σ ∈ Sj}} : σ ∈ Σ
}
.

Let F = FG,F be as in Definition 2.12. Then, we have

Λ2,G,µ(v) � 1/F(v), v ≥ 1, and µ(n)(e) � 1/F(n), n = 1, 2 . . . .

Proof. Theorem 2.11 (i.e., [22, Theorems 2.10 and 3.2]) shows that the hypoth-
esis of Proposition 3.8 are satisfied with F = FG,F, which is given in Definition
2.12. The assumption that µ belongs to P�(G, reg) (instead of P(G, reg)) in-
sures that property (2.1) is satisfied by the functions Fs, s ∈ Σ.

Remark 3.11. In this theorem, whether we choose the set S0 to be an arbitrary
finite symmetric generating set of G or the support of µ0 (as we did in the above
statement) makes no difference. The reason is that Φi � Φ0 for each 1 ≤ i ≤ k.

Remark 3.12. In the case each Hi is a discrete one parameter subgroup of G,
Theorem 3.10 is already contained in [22]. The case when k = 1, p0 = 0, and
H1 = G is also known. The theorem provides a natural extension covering these
two special cases.

Remark 3.13. Let us emphasize here the fact that the choice of the geometry
adapted to µ ∈ P�(G, reg) in the above theorem follows straightforwardly from
the “structure” of the measure µ which is captured by the subgroups Hi and
the regularly varying functions φi, 1 ≤ i ≤ k. We shall see later that this is not
the case when we replace the hypothesis that G is nilpotent by the hypothesis
that G has polynomial volume growth.

Example 3.1. We return again to the Heisenberg example (Example 2.3),
keeping the same notation. We let Hi = 〈si〉 (the subgroup generated by si)
and φi(t) = (1 + t)αi with αi > 0 for 1 ≤ i ≤ 3. Obviously, di = 1, 1 ≤ i ≤ 3,
and, for t ≥ 1,

Φi(t) ≍





tαi if αi ∈ (0, 2)
t2/ log(1 + t) if αi = 2

t2 if αi > 2.

If none of the αi is equal to 2, set α̃i = min{2, αi} and wi = 1/α̃i. In this case,

F(t) ≍
{
tw1+w2+w3 if w3 ≥ w1 + w2

t2(w1+w2) if w3 ≤ w1 + w2.

The best way to treat the cases that include the possibility that αi = 2 is to
introduce a two-coordinate weight system and set

wi = (wi,1, wi,2) =

{
(1/α̃i, 0) if αi 6= 2
(1/2, 1/2) if αi = 2.
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With this notation, the natural order over the functions Fsi = Φ−1
i (in a neigh-

borhood of infinity) is the same as the lexicographical order over the weights
wi = (wi,1, wi,2). Furthermore, we have

F(t) ≍
{
tw1,1+w2,1+w3,1 [log(1 + t)]w1,2+w2,2+w3,2 if w3 ≥ w1 + w2

t2(w1,1+w2,1)[log(1 + t)]2(w1,2+w2,2) if w3 ≤ w1 + w2.

The corresponding probability of return upper bound is already contained in
[22]. Later in this paper we will prove a (new) matching lower bound.

Example 3.2. We continue with the Heisenberg example (Example 2.3), keep-
ing the same basic notation. Now, we let H1 = 〈s1, s3〉 and H2 = 〈s2, s3〉 (these
are two abelian subgroups of the Heisenberg group with d1 = d2 = 2 as each
of these subgroups is isomorphic to Z2). We set again φi(t) = (1 + t)αi with
αi > 0 for 1 ≤ i ≤ 2. The associated Φi, i = 1, 2, are as above. Now, we can
pick Σ = (s1, s2, s3) and set Fsi = Φ−1

i for i = 1, 2 and Fs3 = max{Φ−1
1 ,Φ−1

2 }.
Inspection of the construction of the weight functions on commutators shows
that the function Fs3 will play no role because s3 = [s1, s2] and Fs3 � Fs1Fs2
on a neighborhood of infinity. We introduce the two-coordinate weight system
i ∈ {1, 2},

wi = (wi,1, wi,2) =

{
(1/α̃i, 0) if αi 6= 2
(1/2, 1/2) if αi = 2.

The volume function F is then given by

F(t) ≍ t2(w1,1+w2,1)[log(1 + t)]2(w1,2+w2,2).

3.3 Application to groups of polynomial volume growth

It may at first be surprising that the literal generalization of Theorem 3.10 to
the case of groups of polynomial volume growth is actually incorrect. This is
because the appropriate definition of a weight system (Σ,F) associated with
the data describing a probability measure µ ∈ P�(G, reg) is more subtle in this
case. In order to obtain an appropriate definition, we will make use of a nilpotent
approximation N of the group G — that is, a normal nilpotent subgroup of G
with finite index. We will build related weight systems (ΣG,FG) and (ΣN ,FN )
that are compatible in the sense that

∀ g ∈ H ⊂ G, ‖g‖FG ≍ ‖g‖FN .

This construction will have the additional advantage to allow us to bring to
bear on the polynomial volume growth case some of the nilpotent results of [22].

Let G be a group having polynomial volume growth, µ ∈ P�(G, reg), and
Hi, φi,Φi as in Definitions 1.5 and 3.6. As G has polynomial volume growth,
Gromov’s theorem asserts that G has a nilpotent subgroup N with finite index.
It is well known that one can choose N to be a normal subgroup (it suffices to
replace N by the kernel of the homomorphism G 7→ Sym(N\G) defined by the
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action of G by right-multiplication on the right-cosets Ng, g ∈ G. This kernel
is a subgroup of N because Ng = N only if g ∈ N).

From now on, we assume that N is a normal nilpotent subgroup of G with
finite index and we denote by u0, . . . , un the right-cosets representative so that
G is the disjoint union of the Nui, 0 ≤ i ≤ n, and u0 = e (since N is normal,
these are also left-coset representatives). We are going to use N (a nilpotent
approximation of G) to define a weighted geometry on G that is suitable to
study the random walk driven by µ. Simultaneously, we will define a compatible
geometry on N .

Definition 3.14 (Geometry on G). Let G, Hi, φi, Φi, 1 ≤ i ≤ k, Φ0(r) =
max{r, r2}, and N be as above. Set

Ni = N ∩Hi.

Let S0 be a fixed finite symmetric generating set of G and, for 1 ≤ i ≤ k, let
Si be a symmetric generating set of Ni. Let ΣG be a set of representatives of
(∪k0Si) \ {e} under the equivalence relation g ∼ g−1. For each s ∈ ΣG, set

FG,s = max
{
Φ−1
i : i ∈ {0, . . . , k}, s ∈ Si

}
.

We refer to this system of weight functions on G as (ΣG,FG). For each s ∈ ΣG,
fix i = iG(s) such that

s ∈ Si and FG,s = Φ−1
i ,

and set ΣG(i) = {s ∈ ΣG : iG(s) = i}.

Remark 3.15. In this definition, it is important that the set Si is a generating
set of Hi ∩N , not of Hi itself. It is not hard to see that Ni = Hi ∩N is normal
and of finite index in Hi. Indeed, for any subgroups A,B of a group G, we have
the index relation [A : A ∩ B] ≤ [A ∪ B : B] which we apply here with A = Hi

and B = N .

Definition 3.16 (Geometry on N). Referring to the setting and notation of
Definition 3.14, pick a finite symmetric generating set Ξ0 in N and, for each
1 ≤ i ≤ k, set

Ξi = ∪mℓ=0uℓ Si u
−1
ℓ , 1 ≤ i ≤ k,

where the elements uℓ are the fixed right-coset representatives of N in G. Let
ΣN be a set of representatives of (∪k0Ξi) \ {e} under the equivalence relation
g ∼ g−1. For each s ∈ ΣN , set

FN,s = max
{
Φ−1
i : i ∈ {0, . . . , k}, s ∈ Ξi

}
, s ∈ ΣN .

We refer to this system of weight functions as (ΣN ,FN ). For each s ∈ ΣN , fix
i = iN (s) such that

s ∈ Ξi and FN,s = Φ−1
i ,

and set ΣN (i) = {s ∈ ΣN : iN(s) = i}.
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Remark 3.17. In this definition, it is important that the set Ξi is used to define
(ΣN ,FN ) instead of just the generating set Si of Ni = Hi ∩N .

Remark 3.18. We are abusing notation in denoting our two weight functions
systems by FG and FN . Indeed, each of them depends on the entire data
including G, N , the collection of subgroups Hi, the collection of functions φi,
the choice of Si, 0 ≤ i ≤ k, Ξ0, and the choice of the coset representatives uℓ,
0 ≤ ℓ ≤ m.

One important motivation behind these two definitions is the following re-
sult.

Theorem 3.19. Referring to the setting and notation of Definitions 3.14 and
3.16, there are constants 0 < c ≤ C <∞ such that

∀g ∈ N, c‖g‖FG ≤ ‖g‖FN ≤ C‖g‖FG.

Proof. (1) We first prove that for g ∈ N , ‖g‖FN ≤ C‖g‖FG. For g ∈ N , let
ω = σε11 . . . σ

εp
p , εi ∈ {±1}, σi ∈ ΣG, be a word on the alphabet ΣG ∪ Σ−1

G so
that g = ω in G. Set

g0 = e, gi = σε11 . . . σεii , 0 ≤ i ≤ p,

and write (using g0 = e, gp ∈ N),

g =

p∏

i=1

g̃i−1σ
εi
i (g̃i)

−1.

where, for any g ∈ G, g̃ ∈ {u0, . . . , um} denotes the fixed coset representative

of Ng. Observe that, by definition, x̃y = ˜̃xy and that

g̃i = ˜gi−1σ
εi
i = ˜̃gi−1σ

εi
i .

Setting ji = j if g̃i = uj, we have

g =

p∏

i=1

uji−1σ
εi
i ( ˜uji−1σ

εi
i )−1.

By definition, each factor of this product is in N because x(x̃)−1 ∈ N for any
x ∈ G. If σi ∈ ΣG(ℓ) ⊂ Nℓ ⊂ N , ℓ ∈ {1, . . . , k}, then

˜uji−1σ
εi
i = uji−1

and
uji−1σ

εi
i ( ˜uji−1σ

εi
i )−1 = uji−1σ

εi
i u

−1
ji−1

∈ Ξℓ.

If σi ∈ ΣG(0), then we can write

uji−1σ
εi
i ( ˜uji−1σ

εi
i )−1
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as a word of uniformly bounded length at most K using elements in Ξ0.
Now, we interpret this construction as providing us with a word ω′ over the

alphabet ΣN ∪ Σ−1
N that represents the given element g ∈ N . By construction,

if ξ = uσu−1 ∈ Ξℓ with σ ∈ ΣG(ℓ), 1 ≤ ℓ ≤ k, we have

degξ(ω
′) ≤ degσ(ω) and FG,σ = FN,ξ.

Further, if ξ ∈ Ξ0, then

degξ(ω
′) ≤ K

∑

θ∈ΣG(0)

degθ(ω).

This shows that
∀ g ∈ N, ‖g‖FN ≤ K#ΣG(0) ‖g‖FG.

(2) We next prove that, for g ∈ N , ‖g‖FG ≤ C‖g‖FN . For this part we rely
on the main result of [22]. By [22, Theorem 2.10], there exist an integer Q,
a constant C and a fixed sequence ξ1 . . . , ξQ ∈ ΣN such that any g ∈ N with
‖g‖FN = R can be written in the form

g =

Q∏

1

ξxi

i with xi ∈ Z, |xi| ≤ CFN,ξi(R).

Let ω be the word over the alphabet ΣN ∪ Σ−1
N corresponding to this product.

On the one hand, for each i ∈ {1, . . . , Q} such that ξi ∈ ΣN (j), j ≥ 1, there are
u ∈ {u1, . . . , um} and σ ∈ Sj such that ξi = uσu−1. Hence, for such i, we can
write

ξxi

i = uσxiu−1

and each u is a product of uniformly bounded length at most K over S0. On the
other hand, each ξi ∈ ΣN(0) can also be written as a finite product of uniformly
bounded length at most K using elements in S0. Using these decompositions
in the product corresponding to ω gives us a word ω′ representing of g over the
alphabet ΣG ∪Σ−1

G with

degσ(ω
′) ≤ deguσu−1(ω) if ξ = uσu−1 ∈ ΣN (j), u ∈ {u1, . . . , um}, 1 ≤ j ≤ k,

and
degσ(ω

′) ≤ 2KQ+K
∑

i:ξi∈ΣN (0)

|xi|, if σ ∈ S0.

Hence,
∀ g ∈ N, ‖g‖FG ≤ 2KQ#ΣN(0)‖g‖FN .

The proof of Theorem 3.19 is complete.

Definition 3.20. Let G be a group having polynomial volume growth, µ ∈
P�(G, reg) and Hi, φi, Φi as in Definitions 1.5 and 3.6. Referring to the notation
of Definitions 3.14, 3.16 and 2.12, set

FG,FG = FN,FN
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where FN,FN be the regularly varying function associated with (N,ΣN ,FN) by
Definition 2.12.

Corollary 3.21. Referring to the setting and notation of Definitions 3.14 and
3.20, we have

#{g ∈ G : ‖g‖FG ≤ R) ≍ FG,FG(R).

Furthermore, there exist a finite sequence θi ∈ ΣG \ ΣG(0), 1 ≤ i ≤ Q, and
a constant C such that, for any R ≥ 1 and any element g of G satisfying
‖g‖FG ≤ R, there are elements gi ∈ G, 0 ≤ i ≤ Q, and xi ∈ Z, 1 ≤ i ≤ Q, such
that

g = g0

Q∏

i=1

θ
xj

j gi

with
|xj | ≤ CFG,θj (R), 1 ≤ j ≤ Q and |gi|2S0

≤ CR, 0 ≤ i ≤ Q.

Here |a|S0 is the word length of the element a ∈ G over the generating set S0.

Proof. The volume estimate follows from Theorem 2.11 applied to (N,ΣN ,FN )
together with Theorem 3.19. Theorem 2.11 also gives an explicit description of
the function FN,FN = FG,FG .

Similarly, to prove the product decomposition of an element g ∈ G stated
in the corollary, we use the fact that any such g can be written hu with h ∈ N
and u ∈ {u1, . . . , uk}. Obviously ‖h‖FG ≤ C1‖g‖FG and, by Theorem 3.19,
‖h‖FN ≤ C2‖h‖FG. It then suffices to repeat the argument used in part (2) of
the proof of Theorem 3.19 to obtain the desired product decomposition.

Corollary 3.22. Let G be a group having polynomial volume growth, µ ∈
P�(G, reg) and Hi, φi, Φi as in Definitions 1.5 and 3.6. We have

Λ2,G,µ(v) � 1/F−1(v), v ≥ 1 and µ(n)(e) � 1/F(n), n = 1, 2, . . . ,

where F = FG,FG .

Proof. Using both parts of Corollary 3.21, the stated result follows from Propo-
sition 3.8.

4 Lower bounds on return probabilities

In this section, we derive sharp lower bounds for the return probability in the
case of random walks driven by measures µ ∈ P�(G, reg), when G has polyno-
mial volume growth. According to well-known results recalled with pointers to
the literature in Section 1.3, if F is a given regularly varying function of positive
index, we have the equivalence

∀ v ≥ 1, Λ2,G,µ(v) � 1/F−1(v) ⇐⇒ ∀n = 1, 2 . . . , µ(2n)(e) � 1/F(n).
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Accordingly, one of the simplest methods to obtain a lower bound on µ(2n)(e)
is to find a family of test functions, ζR, R ≥ 1, supported on a set of volume
F(R) and such that

EG,µ(ζR, ζR)
‖ζR‖22

� 1/R.

As µ is a convex combination of measures which are either finitely supported
(µ0) or supported by a subgroup Hi and associated with a regularly varying
function φi, the following two lemmas will be exactly what we need.

Lemma 4.1. Let G be a group of polynomial volume growth. Let Σ = (s1, . . . , sq)
be a generating tuple of distinct elements and let F = {Fs : s ∈ Σ} be a weight
function system so that each Fs and F

−1
s ∈ C∞([0,∞)), and Fs is an increasing

function vanishing at 0 and of smooth regular variation of positive index less than
1 at infinity. Fix A1, A2 and A3 ≥ 1. For any g, h ∈ G, let ω ∈ ∪∞

p=0(Σ∪Σ−1)p

and R ≥ 1 with h = ω in G,

‖g‖F ≤ A1R, ‖h‖F ≤ A2R and F−1
σ (degσ(ω)) ≤ A3R.

Then, we have

|‖gh‖F − ‖g‖F| ≤ CF(A1, A2, A3)max
σ∈Σ

{
R

Fσ(R)
degσ(ω)

}
.

Proof. Each F−1
s is smooth at 0 and of smooth regular variation of degree

greater than 1, so that the derivative [F−1
s ]′ of F−1

s satisfies

sup
[0,T ]

{
[F−1
s ]′

}
≤ Cs

F−1
s (T )

T
, T > 0.

Let

CF(A1, A3) = max

{
Cs
Fs(t) · F−1

s (Fs(A1t) + Fs(A3t))

t(Fs(A1t) + Fs(A3t))
: s ∈ Σ, t > 0

}
.

If ‖gh‖F > ‖g‖F, let ωg ∈ ∪∞
p=0(Σ ∪ Σ−1)p be such that

‖g‖F = max
σ∈Σ

{F−1
σ (degσ(ωg)}.

Set xσ = degσ(ωg) and yσ = degσ(ω), where ω is as in the statement of the
lemma. We have, by Definition 2.3,

|‖gh‖F − ‖g‖F| = ‖gh‖F − ‖g‖F
≤ max

σ∈Σ

{
F−1
σ (xσ + yσ)− F−1

σ (xσ)
}

≤ Cσ
F−1
σ (Fσ(A1R) + Fσ(A2R))

Fσ(A1R) + Fσ(A2R)
yσ

≤ CF(A1, A3)max
σ∈Σ

{(
R

Fσ(R)

)
yσ

}
.
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If, instead ‖gh‖F < ‖g‖F, run the same argument with g′ = gh and h′ = h−1

(and ω replace by ω−1, the formal word inverse of ω). This gives the same
bound with A1 replaced by A1 +A2.

Lemma 4.2. Let G be a group of polynomial volume growth. Let Σ = (s1, . . . , sq)
be a generating tuple of distinct elements, and let F = {Fs : s ∈ Σ} be a weight
function system satisfying (2.1) with Fs and F−1

s ∈ C1([0,∞)) for s ∈ Σ. As-
sume that Fs is an increasing function, vanishing at 0, and of smooth regular
variation of positive index less than 1 at infinity. Let F⋆ = min{Fs : s ∈ Σ}
be the smallest of the weight functions. Let H be a subgroup of G of volume
growth of index d with word length | · |. Let φ be a positive increasing func-
tion on [0,∞) which is also regularly varying function of positive index, and set

Φ(t) = t2/
∫ t
0

2s
φ(s)ds for t ≥ 1. Let µH be a probability measure supported on H

and of the form µH(h) ≍ [(1 + |h|)dφ(1 + |h|)]−1. Assume that there exists A
such that, for any h ∈ H, there is a word θ := θh ∈ ∪∞

p=0(Σ ∪ Σ−1)p such that
h = θ in G and, for each s ∈ Σ,

• either ∀ t ≥ 1, it holds that AFs ◦ F−1
⋆ (

√
t) ≥ Φ−1(t), in which case

degs(θ) ≤ A|h|,

• or degs(θ) ≤ A.

Under these hypotheses the function g 7→ ξR(g) = (R− ‖g‖F)+ satisfies

EG,µH (ζR, ζR)

‖ζR‖22
≤ C

F⋆(R)2
.

Also, if µ0 is a symmetric finitely supported measure,

EG,µ0(ζR, ζR)

‖ζR‖22
≤ C

F⋆(R)2
.

Proof. (1) We first consider µH . LetW (R) be the cardinality of {g : ‖g‖F ≤ R}.
Since ζR is at least R/2 over {‖g‖F ≤ R/2}, we have ‖ζR‖22 ≍ R2W (R). We
now bound

EG,µH (ζR, ζR) =
1

2

∑

g,h

|ζR(gh)− ζR(g)|2µH(h)

from above. Let

Ω = {(g, h) ∈ G×H : ζR(gh) + ζR(g) > 0}.

Obviously, the sum defining EG,µ(ζR, ζR) can be restricted to Ω and, for any
given h,

#{g ∈ G : (g, h) ∈ Ω} ≤ 2W (R).
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We split this sum into two parts depending on whether or not |h| ≥ ρ where ρ
will be chosen later, and write

∑

(g,h)∈Ω:|h|≥ρ

|ζR(gh)− ζR(g)|2µH(h) ≤ 2R2W (R)


∑

|h|≥ρ

µH(h)




≤ CR2W (R)/φ(ρ) ≤ CR2W (R)/Φ(ρ),

where we have used the simple fact that φ ≥ Φ in the last inequality, see
Remark 3.7. On the other hand, consider pairs (g, h) ∈ Ω with |h| < ρ with
ρ = Φ−1

(
F⋆(R)

2
)
. This choice of ρ ensures that, for any σ ∈ Σ such that

AFσ ◦ F−1
⋆ (

√
t) ≥ Φ−1(t) for all t > 1, we have degσ(θ) ≤ Aρ. Thus,

F−1
σ (degσ(θ)) ≤ A′F−1

⋆

(√
Φ(ρ)

)
≤ A′R

and
R

Fσ(R)
≤ A′ R

Φ−1(F⋆(R)2)
.

Since (g, h) ∈ Ω, it follows that all ‖h‖F, ‖g‖F and ‖gh‖F are smaller than A′′R
for some constant A′′ > 0. Combining all the estimates above with the assump-
tions of the lemma (in particular, F⋆ is the smallest of the weight functions)
and Lemma 4.1 yields that

|ζR(gh)− ζR(g)| ≤ |‖gh‖F − ‖g‖F| ≤ C1

(
R

F⋆(R)
+

R

Φ−1(F⋆(R)2)
|h|
)
.

It follows that
∑

(g,h)∈Ω:|h|<ρ

|ζR(gh)− ζR(g)|2µH(h)

≤ 4C2
1W (R)


∑

|h|<ρ

(
R2

F⋆(R)2
+

R2

[Φ−1(F⋆(R)2)]2
|h|2

)
µH(h)




≤ 4C2
1R

2W (R)


 1

F⋆(R)2
+

1

[Φ−1(F⋆(R)2)]2

∑

|h|≤ρ

|h|2µH(h)




≤ C2R
2W (R)

(
1

F⋆(R)2
+

ρ2

Φ(ρ)[Φ−1(F⋆(R)2)]2

)

≤ C2R
2W (R)

F⋆(R)2
.

(2) We next consider µ0. In the case of µ0, for (g, h) ∈ Ω , we have |h| ≤ C
(because h is in the support of µ0), and both ‖g‖F and ‖gh‖F are smaller than
(1 + C)R (because (g, h) ∈ Ω, h is in the support of µ0 and R ≥ 1) for some
constant C > 0. Thus, it follows from Lemma 4.1 that

|ζR(gh)− ζR(g)| ≤ |‖gh‖F − ‖g‖F| ≤ C1

(
R

F⋆(R)

)
.
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Using this in computing EG,µ0(ζR, ζR) yields

∑

(g,h)∈Ω

|ζR(gh)− ζR(g)|2µ0(h) ≤ 4C2
1W (R)

∑

h

R2

F⋆(R)2
µ0(h)

≤ 2C1R
2W (R)

F⋆(R)2
.

Combining all the estimates above yields the desired conclusion.

Theorem 4.3. Let G be a group having polynomial volume growth and µ be
in P�(G, reg). Let Hi, φi,Φi as in Definitions 1.5 and 3.6. Referring to the
notation of Definitions 3.14, 3.16 and 3.20, set F = FG,FG. Then, we have

Λ2,G,µ(v) ≍ 1/F−1(v), µ(n)(e) ≍ 1/F(n).

Proof. By the results mentioned in Section 1.3, it suffices to prove that

Λ2,G,µ(v) ≍ 1/F−1(v).

Corollary 3.22 provides the lower bound Λ2,G,µ(v) � 1/F−1(v) so it suffices to
prove the upper bound. Consider the weight function system associated with
(ΣG,FG), where FG = {Fs, s ∈ ΣG} is as in Definition 3.14. Let w(s) be the
positive index of the increasing regularly varying function Fs. By Proposition
2.8, there are functions F1,s ∈ C1([0,∞)) for all s ∈ ΣG, positive, increasing
and of smooth regular variation of index strictly less than 1 such that F−1

1,s ∈
C1([0,∞)) and F1,s ≍ Fs ◦F−1, where F (t) = (1+ t)w

∗ − 1 and w∗ is chosen so
that w∗ > max{w(s) : s ∈ ΣG}. These functions satisfy (2.3). Let (ΣG,FG,1)
be the associated weight function system and recall that, by construction,

‖g‖FG ≍ ‖g‖1/w
∗

FG,1
.

Let ζR(g) = (R − ‖g‖FG,1)+. For each Hi, µi, 1 ≤ i ≤ k, and s ∈ Si (see
Definition 3.14), we have

F1,s ◦ F−1
1,⋆ (

√
t) ≍ Fs ◦ F−1

⋆ (
√
t) ≥ (1/A)Fs(t) ≥ (1/A)Φ−1

i (t).

Here we have used the simple fact that, because of the definition of the system
FG based on the function Φi, F⋆(t) ≍ min{t,

√
t} (See Remark 3.7 and the

definition of Φ0). Further, since Ni = Hi∩N is of finite index in Hi (See Remark
3.15). Hence, for any h ∈ Hi, there is a word θ := θh ∈ ∪∞

p=0(ΣG ∪ Σ−1
G )p such

that h = θ in G and, for each s ∈ ΣG \ Si, degs(θ) ≤ A.
It follows that we can apply Lemma 4.2 to µi and F1,G. This gives that for

R ≥ 1,
EG,µi(ζR, ζR)

‖ζR‖22
≤ C

F1,⋆(R)2

with F1,⋆(t) ≍ t1/(2w
∗) for all t ≥ 1; that is,

EG,µi(ζR, ζR)

‖ζR‖22
≤ C

R1/w∗
for every R ≥ 1.
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This holds for all i = 1, . . . , k, and also for µ0. Hence it also holds for the convex
combination µ ∈ P�(G, reg); that is,

EG,µ(ζR, ζR)
‖ζR‖22

≤ C

R1/w∗
for every R ≥ 1.

Now, ζR is supported in {‖g‖FG,1 < R} which has volume

#{‖g‖FG,1 ≤ R} ≃ #{‖g‖w∗

FG
≤ R} ≍ F(R1/w∗

),

thanks to Corollary 3.21. It follows that

∀ v ≥ 1, Λ2,G,µ(v) �
1

F−1(v)
.

The proof is complete.

Remark 4.4. Even in the simplest case when G is nilpotent, each Hi is a one
parameter subgroup Hi = 〈si〉 ⊆ G and the measure µi satisfies µi(h) ≍ (1 +
|h|)−1−αi with αi > 0, h = sni and n ∈ Z, (i.e., the basic case studied in [22]),
Theorem 4.3 provides new results, since [22] gives complete two sided bounds
only in the case when all αi are in the interval (0, 2) or all αi are equal to 2.

Example 4.1. We return again to the Heisenberg example (Example 2.3),
keeping the same notation. We let Hi = 〈si〉 (the subgroup generated by si)

and φi(t) = (1 + t)αi with αi > 0 for 1 ≤ i ≤ 3. Let µ =
∑3

i=1 µi. Obviously,
di = 1 and, for t ≥ 1,

Φi(t) ≍





tαi if αi ∈ (0, 2)
t2/ log(1 + t) if αi = 2

t2 if αi > 2.

Introduce the two-coordinate weight system

wi = (wi,1, wi,2) =

{
(1/α̃i, 0) if αi 6= 2
(1/2, 1/2) if αi = 2.

Note that the natural order over the functions Fsi = Φ−1
i (in a neighbor-

hood of infinity) is the same as the lexicographical order over the weights
wi = (wi,1, wi,2) and that

F(t) ≍
{
tw1,1+w2,1+w3,1 [log(1 + t)]w1,2+w2,2+w3,2 if w3 ≥ w1 + w2

t2(w1,1+w2,1)[log(1 + t)]2(w1,2+w2,2) if w3 ≤ w1 + w2.

Theorem 4.3 tells us that

Λ2,H(3,Z),µ(v) ≍
1

F−1(v)
, µ(n)(e) ≍ 1

F(n)
.
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Next consider the case when φi(t) = (1+t)2[log(2+t)]βi with βi ∈ R for i = 1, 2,
and φ3(t) = (1+ t)[log(2+ t)]β3 with β3 ∈ R. In this case, for t ≥ 1 and i = 1, 2,

Φi(t) ≍





t2 log(2 + t)]βi−1 if βi < 1
t2/ log log(4 + t) if βi = 1

t2 if βi > 1,

and
∀ t ≥ 1, Φ3(t) ≍ t[log(2 + t)]β3 .

We need to compare Φ−1
1 Φ−1

2 to Φ−1
3 over (1,∞).

Assume first that β1, β2 ∈ (−∞, 1) so that

Φ−1
1 (t)Φ−1

2 (t) ≍ t[log(2 + t)]−(β1+β2−2)/2

and Φ−1
3 (t) ≍ t[log(2 + t)]−β3 . When 1

2 (β1 + β2 − 2) > β3, the function Φ−1
3

dominates and the volume function F associated with the weight function system
Fsi = Φ−1

i is the product F = Φ−1
1 Φ−1

2 Φ−1
3 . If, instead, 1

2 (β1 + β2 − 2) ≤ β3,

then we have F = (Φ−1
1 Φ−1

2 )2.
In the case when β1, β2 ≥ 1, one can check that

F ≍
{

Φ−1
1 Φ−1

2 Φ−1
3 if β3 < 0,

(Φ−1
1 Φ−1

2 )2 if β3 ≥ 0.

In all cases (including those not discussed explicitly above),

F = Φ−1
1 Φ−1

2 max{Φ−1
3 ,Φ−1

1 Φ−1
2 }.

The following examples illustrate some of the subtleties related to the treat-
ment of groups of polynomial growth that are not nilpotent.

Example 4.2 (Infinite dihedral group). Recall that the infinite dihedral group
D can be presented as 〈u, v : u2, v2〉. This means it is the quotient of the free
group F(u,v) with two generators by the normal subgroup of F(u,v) generated
by u2,v2 (and all the conjugates of these). Obviously, the images u, v of u,v
in the quotient, D, satisfy u2 = v2 = e. Since {u, v} generates D, any element
g can be written uniquely as g = (uv)nuε with n ∈ Z and ε ∈ {0, 1} and also
as g = (uv)mvη with m ∈ Z and η ∈ {0, 1}. For instance vu = (uv)−1. The
Cayley graph looks like this:

Figure 1: Dihedral group: u in blue, v in red.

rrrrrrrrrrrrrrr

This group is not nilpotent because the commutator of (uv)n by u is (uv)2n.
Let z = uv and Z = 〈z〉, the subgroup generated by z. Since z has infinite order,
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this is a copy of Z. It is also a normal subgroup with quotient the group with
two elements {0, 1}. From what we said before, any element g can be written
uniquely g = tnuε and this gives a description of D as the semi-direct product

D = Z ⋊ 〈u〉.

Obviously (from the picture) D has volume growth of degree 1. The sub-
group Z is abelian (hence, nilpotent) with finite index. Even so this example is
relatively trivial, it already illustrates significant differences with the nilpotent
case.

For instance, it is easy to see that Theorem 3.9 does not apply as stated
to this group. Indeed, take µ = (1/2)(µ1 + µ2) ∈ P(D, reg) where µ1, µ2 are
associated to φ1(s) = sα1 , φ2(s) = sα2 on the subgroups 〈u〉, 〈v〉, respectively.
Assume that 0 < α1 ≤ α2 < 2.

On the one hand, since u, v have order 2, it is obvious that this is just a
weighted version of simple random walk on ∆ with generators {u, v}. On the
other hand, we can consider the norm ‖ · ‖ associated with the system {u, v},
Fu(s) = (1+ s)1/α1 − 1, Fu(v) = (1 + s)1/α2 − 1. That would be the norm used
in Theorem 3.9 if ∆ was nilpotent. Obviously, the element g = (uv)nuε as norm
‖g‖ ≈ (|ε|+ |n|)α2 . If they where applicable, Theorems 2.10 and 3.9 would say
µ(2n)(e) ≈ n−1/α2 whereas, obviously, µ(2n)(e) ≈ n−1/2.

Why is it the case that such situation does not appear in the nilpotent case
treated in Theorems 2.10 and 3.9? The reason is algebraic, namely, in any
finitely generated nilpotent group, the torsion elements form a finite normal
subgroup and torsion elements cannot play a significant role in computing the
type of length considered in Theorem 2.10. Obviously, the dihedral group D is
very different from this view point.

Example 4.3. The goal of this example is to construct a multi-dimensional
version of the dihedral group above which will illustrate how our results apply
to groups of polynomial growth that are not nilpotent. Let ∆ be generated by
s, s′, t, t′ which are all of order two (involutions) and which satisfy the following
commutation relations

tt′ = t′t, ss′ = s′s, s′t′ = t′s′, stst′ = st′st, sts′t = s′tst, st′s′t = s′tst′.

Technically, this means that ∆ is the quotient of the free group generated by
four letters s, s′, t, t′ by the normal subgroup generated by the indicated relations
which are all commutation relations between two elements: t and t′ commute
([t, t′] = 1), s and s′ commute ([s, s′] = 1), s′ and t′ commute ([s′, t′] = 1), st
and st′ commutes ([st, st′] = 1), st and s′t commute ([st, s′t] = 1), and st′ and
s′t commutes ([st′, s′t] = 1). The next lemma gives a concrete description of
this group. But in the present case it is possible to obtain a good picture of
what happens.

There are three homomorphisms onto the Dihedral group D, ψ1, ψ2, ψ3, ob-
tained by sending the pair (s′, t) (resp. (s, t), (s, t′)) to (u, v) and all other
generators to the identity. For instance ψ1 is obtained by looking at the ho-
momorphism ψ from the free group F4 (with four generators t, t, s, s′) onto D
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which send s′ to u, t to v, and the other generators to the identity. By construc-
tion, the kernel of this homomorphism contains the defining kernel N∆ of the
group ∆ = F4/N∆. It follows that ψ descends to an surjective homomorphism
ψ1 : ∆ −→ D. We get one such homomorphism for each pair (s′, t), (s, t) and
(s, t′). This proves that the commuting elements st, st′ and s′t each have infinite
order. There are also three copies of the dihedral group 〈s′, t〉, 〈s, t〉 and 〈s, t′〉
in ∆.

Lemma 4.5. Any element g of ∆ can be represented uniquely in the form

g = (s′t)n1(st)n2(st′)n3sε, ε ∈ {0, 1}, n1, n2, n3 ∈ Z

and the commuting elements s′t, st, st′ generate a copy of Z3 as a subgroup of
∆.

Proof. Existence of (n1, n2, n3, ε) can be proved by induction on the length of
words on the generators s, s′, t, t′. For this, it suffices to check that if g has the
desired form, then we can also write gs, gs′, gt, gt′ in the desired form. This is
easy for s (!) and t′. If ε = 1, it is also easy to move t through since st commutes
with st′. If ε = 0, move t by writing t = (ts)s. Finally, s′ commutes with s and
t′ so that

gs′ = (s′t)n1(st)n2s′(st′)n3sε = (s′t)n1(st)n2(s′t)(ts)s(st′)n3sε

= (s′t)n1+1(st)n2−1(st′)n
′

3sε
′

where, on the right, we have used the fact that s(st′)n3sε = (st′)n
′

3sε
′

since any
element in < s, t′ > can be written in that form (of course, one can also compute
explicitly (n′

3, ε
′) as a function of (n3, ε)).

To prove uniqueness, assume an element g in ∆ can be written in two dif-
ferent ways (n1, n2, n3, ε) and (n′

1, n
′
2, n

′
3, ε

′) or, equivalently,

sε
′

(s′t)n1−n
′

1(st)n2−n
′

2(st′)n3−n
′

3sε = 1 in ∆

We consider the images of this by ψ1, ψ2, ψ3. It will be useful to note that in
D = 〈u, v〉, uη(uv)kuη′ = 1 implies k = 0 and also vη(uv)kvη

′

= 1 implies k = 0.
Taking the image by ψ1 gives

vn
′

2(uv)n1−n
′

1vn2 = 1 in the dihedral group.

This implies n1 = n′
1. Taking the image by ψ2 gives

uε
′

(uv)n2−n
′

2un3−n
′

3+ε = 1

in the dihedral group which implies n2 = n′
2. Finally, taking the image by ψ3

gives
uε

′+n2−n
′

2(uv)n3−n
′

3uε = 1

in the dihedral group which implies n3 = n′
3. Obviously, we also must have

ε = ε′.
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Next we show that this writing is (almost) minimizing the degree of each
of the generator s, t, s′, t′ in a word representing g. For this, we first need to
observe that for each element w in the dihedral group 〈u, v : u2, v2〉, there exists
a smallest n ≥ 0 such that w = ωw with ωw = (uv)n or ωw = (uv)−n or
ωw = (uv)nu or ωw = (uv)−nv. Moreover, if ω is any word over {u, v} such that
w = ω then we have

degx(ω) ≥ degx(ωw), x = u, v. (4.1)

This fact is nothing difficult. Each element of D is, uniquely and minimally, a
product iterating between u and v. The four cases mentioned above are exactly
the cases when w starts with u and finishes with v, starts with v and finishes
with u, starts with u and finishes with u, and starts with v and finishes with v.

Now, for any word ω over {s, t, s′, t′} representing g = (n1, n2, n3, ε) and
i = 1, 2, 3, let ψ̄i(ω) be the word obtained in an obvious way by cancelling those
letters that are sent to the identity by ψi. Note that the word ψ̄i(ω) represents
the element ψi(g) in the dihedral group. For x = s, t, s′, t′, we have

degx(ω) ≥ degψi(x)(ψ̄i(ω)) ≥ |ni| − 1

because, for instance, ψ2(g) = tn1(st)n2sn3+ε = tη1(st)n2sη2 with η1, η2 ∈ {0, 1}.
Compare with (4.1) to obtain the desired result. Note that the previous inequal-
ity is optimal since in order to write t in the form (n1, n2, n3, ε) we have to write
t = tss = (0,−1, 0, 1).

Let
θ1 = s′t, θ2 = st, θ3 = st′

be the generators of the subgroup Z3 = 〈θ1, θ2, θ3〉 in ∆. Let

H1 = 〈s′, t〉, H2 = 〈s, t〉, H3 = 〈s, t′〉

be the three copies of the dihedral group. Pick

α1, α2, α3 ∈ (0, 2) and φi(t) = (1 + t)αi .

Let µi be a measure supported on Hi with µi(h) ≍ [(1+ |h|i)φi(1+ |h|i)]−1 and

µ = (1/3)

2∑

1

µi ∈ P(∆, reg).

If ∆ were nilpotent (it is not!), we would obtain an appropriate geometry
by setting Σ = {s, s′, t, t′}, w(σ) = max{1/αi : i ∈ {j : σ ∈ Hi}}, and Fσ(t) =
(1 + t)w(σ) − 1. (See Definition 2.3). Here we have picked a generating set for
each Hi, assigned the weight 1/αi to the generators coming from Hi, reduced
to Σ to avoid repetition and picked the highest available weight for each σ ∈ Σ.
We can compute the associated geometry. We have

w(s) = max{1/α2, 1/α3}, w(t) = max{1/α1, 1/α2},

33



and w(s′) = 1/α1, w(t
′) = 1/α3. Set

w1 = min{w(s′), w(t)} = 1/α1,

w2 = min{w(s), w(t)} = min{max{1/α2, 1/α3},max{1/α1, 1/α2}}
w3 = min{w(s), w(t′)} = 1/α3.

Note that w2 = 1/α2 if and only if α2 ≤ max{α1, α3}. By inspection, using the
lower bound on degrees derived above in terms of the |ni|, we find that if g is
represented by (n1, n2, n3, ε), we have

‖g‖F ≍ max{|n1|1/w1 , |n2|1/w2 , |n3|1/w3 , |ε|}.

Accordingly,
#{‖g‖F ≤ R} ≍ Rw1+w2+w3 .

However, this quasi-norm is not appropriate to study the measure µ.
Now, let us follow carefully Definition 3.14 in order to obtain a quasi-norm

that is adapted to the study of the random walk driven by µ. As a normal
nilpotent subgroup N with finite index in ∆, we take

N = Z3 = 〈s′t, st, st′〉 = 〈θ1, θ2, θ3〉.

We obtain Ni = N ∩ Hi = 〈θi〉 with generating set Si = {θi}. We pick a
generating set S0 = {s, t, s′, t′} of ∆. We form Σ∆ = {θ1, θ2, θ3, , s, t, s′, t′}
equipped with the weight functions system F∆,

Fθi(r) = (1 + r)1/αi − 1, i = 1, 2, 3,

and
Fs(r) = Fs′ (r) = Ft(r) = Ft′ (r) = min{r, r1/2}.

In this system, we can compute (this takes a bit of inspection) that if g is
represented by (n1, n2, n3, ε) then

‖g‖FD ≍ {|n1|1/α1 , |n2|1/α2 , |n3|1/α3 , |ε|}

and #{‖g‖F∆ ≤ R} ≍ Rd with d =
∑3

1 1/αi. Regarding the random walk
driven by µ, we obtain

Λ2,∆,µ(v) ≍ v−1/d, µ(n)(e) ≍ n−d.

Example 4.4. Consider semi-direct product G = Z ⋉ρ Z
2 where k ∈ Z acts

on Z2 by ρk where ρ(n1, n2) = (−n2, n1) (i.e., ρ is the counter-clockwise rota-
tion of 90◦). Concretely, the group elements are elements (k, n1, n2) of Z

3 and
multiplication is given by

(k, n1, n2) · (k′, n′
1, n

′
2) = (k + k′,m1,m2)

where
m = (m1,m2) = n+ ρk(n′), n = (n1, n2), n

′ = (n′
1, n

′
2).
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This group is not nilpotent, but it is of polynomial volume growth of degree
3 with normal abelian subgroup N = 4Z× Z2 because ρ4 = id. Let s, v1, v2 be
canonical generators of Z and Z2. Consider the subgroups

H1 = 〈4s, v1〉, H2 = 〈4s, v2〉,

and set φ(t) = (1 + t)αi , αi ∈ (0, 2), i = 1, 2. Let

µ = (1/3)

3∑

0

µi

with µ0 = 1
21{s,s−1} and

µi((k, n1, n2) ≍ (1 + |k|+ |ni|)−2−αi1Hi , i = 1, 2.

We now describe the geometries FG and FN which are such that

‖g‖FG ≍ ‖g‖FN for all g ∈ N

and are compatible with the random walk driven by µ.
For Si (a generating set of N ∩ Hi = Hi), we take Si = {4s, vi}. For S0,

a generating set of G, we take S0 = {s, v1, v2}. We obtain ΣG = {s, 4s, v1, v2}
with associated Fσ functions Fs(t) = min{t, t1/2} ≍ (1 + t)1/2 − 1 and

F4s(t) = (1 + t)max{1/α1,1/α2} − 1, fvi(t) = (1 + t)1/αi − 1.

Set α = min{α1, α2}. By inspection, for g = (k, n1, n2)

‖(k, n1, n2)‖FG ≍ max{|k|α, |n1|α, |n2|α}.

The same power α appears for both n1, n2 because of the use of the rotation ρ.
Regarding the associated geometry on N , we take Ξ0 = {4s, v1, v2), and

Ξi = {4s, vi, ρ(vi) = ±vj , ρ2(vi) = −vi, ρ3(vi) = ∓vj}, i 6= j, i, j ∈ {1, 2}.

This gives ΣN = {4s, v1, v2} and

Fσ(t) = (1 + t)1/α, σ = 4s, v1, v2.

For g ∈ N with g = (4k, n1, n2),

‖(4k, n1, n2)‖FN ≍ max{|k|α, |n1|α, |n2|α}.

This confirms the fact that ‖g‖FG ≍ ‖g‖FN when g ∈ N . Regarding µ, we have

Λ2,G,µ(v) ≍ v−α/3, µ(n)(e) ≍ n−3/α.
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5 Pseudo-Poincaré inequality and control

We now turn to the extension of some results in [24] to random walk driven
by measures µ ∈ P�(G, reg), when G has polynomial volume growth. Some of
these applications are new even in the case of nilpotent groups.

We recall two definitions from [24] and a general result involving these defi-
nitions. Note that these statements involve the more restrictive notion of norm
rather than the one of quasi-norm.

Definition 5.1. Let µ be a symmetric probability measure on a group G. Let
‖·‖ be a norm with volume function V . Let r : (0,∞) → (0,∞) be a continuous
and increasing function with inverse ρ. Let (Xn)

∞
0 be the random walk on G

driven by µ.

• We say that µ is (‖·‖, r)-controlled if the following properties are satisfied:

1. For all n, µ(2n)(e) ≃ V (r(n))−1.

2. For all ε > 0 there exists γ ∈ (0,∞) such that

Pe

(
sup

0≤k≤n
{‖Xk‖} ≥ γr(n)

)
≤ ε.

• We say that µ is strongly (‖ ·‖, r)-controlled if the following properties are
satisfied:

1. There exists C ∈ (0,∞) and, for any κ > 0, there exists c(κ) > 0
such that, for all n ≥ 1 and g ∈ G with ‖g‖ ≤ κr(n),

c(κ)V (r(n)))−1 ≤ µ(2n)(g) ≤ CV (r(n))−1.

2. There exist ε, γ1 ∈ (0,∞) and γ2 ≥ 1, such that for all n, τ with
1
2ρ(τ/γ1) ≤ n ≤ ρ(τ/γ1),

inf
x:‖x‖≤τ

Px

(
sup

0≤k≤n
{‖Xk‖} ≤ γ2τ ; ‖Xn‖ ≤ τ

)
≥ ε.

Proposition 5.2 ([24, Propositin 1.4]). Let ‖ · ‖ be a norm on G. Assume that
r : (0,∞) → (0,∞) is continuous and increasing with inverse ρ and that the
symmetric probability measure µ is strongly (‖ · ‖, r) -controlled. Then, for any
n and τ such that γ1r(2n) ≥ τ , we have

inf
x:‖x‖≤τ

Px

(
sup

0≤k≤n
‖Xk‖ ≤ γ2τ ; ‖Xn‖ ≤ τ

)
≥ ε1+2n/ρ(τ/γ1).

Another key notion is that of pseudo-Poincaré inequality (see [9]).
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Definition 5.3. Let G be a discrete group equipped with a symmetric prob-
ability measure ν, a quasi-norm ‖ · ‖ and a continuous increasing function
r : (0,∞) → (0,∞) with inverse ρ. We say that ν satisfies a pointwise (‖ · ‖, r)-
pseudo-Poincaré inequality if, for any f with finite support on G,

∀ g ∈ G,
∑

x∈G

|f(xg)− f(x)|2 ≤ Cρ(‖g‖)Eν(f, f).

Proposition 5.4. Let G be a group of polynomial volume growth and µ ∈
P�(G, reg), see Definition 3.9. Let (ΣG,FG) be a geometry adapted to µ as in
Definition 3.14. Then the symmetric probability measure µ satisfies a pointwise
linear (i.e., r(t) = t) ‖ · ‖FG-pseudo-Poincaré inequality.

Proof. This follows from Proposition 3.3 and Corollary 3.21 via a simple tele-
scopic sum argument and the Cauchy-Schwarz inequality for finite sums.

Theorem 5.5. Let G be a group of polynomial volume growth and µ be a prob-
ability in P�(G, reg). Let (ΣG,FG) be a geometry adapted to µ as in Definition
3.14. Let

F = FG,FG

be as in Definition 3.20. Let FG,2 be a system of functions related to the system
FG as in Proposition 2.8(c) so that, for each σ ∈ ΣG,

F2,σ is convex, F2,σ ≍ Fσ ◦ F−1 and F (t) = (1 + t)w∗ − 1

with w∗ > 0 as in Proposition 2.8. Then ‖·‖FG,2 is a norm on G, and it satisfies
‖ · ‖FG,2 ≍ ‖ · ‖w∗

FG
over G. Set

V (R) = #{‖g‖FG,2 ≤ R}.

With this notation, the following properties are satisfied:

(1) For all R ≥ 1, V (R) ≍ F(R1/w∗) and, for all n,

µ(n)(e) ≍ 1/F(n) ≍ 1/V (nw∗).

(2) There exists a constant C1 such that, for all g ∈ G, f ∈ L2(G),

∑

x∈G

|f(xg)− f(x)|2 ≤ C1‖g‖1/w∗

FG,2
Eµ(f, f).

(3) There exists a constant C2 such that, for all n,m ∈ N and x, y ∈ G,

|µ(n+m)(xy)− µ(n)(x)| ≤ C2


m
n

+
‖y‖1/2w∗

FG,2√
n


µ(n)(e).

(4) There exists η ∈ (0, 1] such that, for all n ≥ 1 and g ∈ G with ‖g‖FG,2 ≤
ηnw∗ , we have

µ(n)(g) ≍ 1/V (nw∗).
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(5) The symmetric probability measure µ is (‖ ·‖FG,2 , r)-controlled with r(t) =
tw∗ .

(6) The symmetric probability measure µ is strongly (‖ · ‖FG,2 , r)-controlled
with r(t) = tw∗ .

Proof. The first two items are results that have already been proved above and
which are now stated in terms of FG,2 instead of FG. The point in doing this is
that ‖ · ‖FG,2 is a norm whereas ‖ · ‖FG might only be a quasi-norm. The third
item (regularity) follows from the first two and Appendix A, see Proposition
A.3. Item (4) immediately follows from (1) and (3).

Given the relation between ‖ · ‖FG and ‖ · ‖FG,2 , item (5) follows from (1),
the estimate on Λ2,G,µ stated in Theorem 4.3 and [19, Lemma 4.1].

To prove item (6), observe that the norm ‖ · ‖FG,2 is well-connected in the
sense of [24, Definition 3.3] (this is a rather weak property satisfied by any such
norm), and that the pointwise pseudo-Poincaré inequality stated as item (2)
holds. Because of these properties and [24, Proposition 3.5], (‖ ·‖FG,2 , r)-control
(that is, item (5)) implies strong (‖ · ‖FG,2 , r)-control (item (6)).

Note that, by the symmetry of µ, ‖µ(2n)‖∞ = µ(2n)(e). Since n 7→ ‖µ(n)‖∞
is obviously non-increasing, the on-diagonal estimate in Theorem 5.5(1) implies

‖µ(n)‖∞ ≍ 1/F(n). (5.1)

6 Hölder continuity of caloric functions

In this section, we place ourselves in the context of Theorem 5.5. Namely,
we consider a group G, finitely generated and of polynomial volume growth,
equipped with a probability measure µ ∈ P�(G, reg). Having chosen a normal
nilpotent subgroup N of finite index in G, we construct the quasi-norm ‖ ·
‖FG as in Definitions 3.14 and the associated function F = FG,FG introduced
in Definition 3.20 so that #{g ∈: ‖g‖FG ≤ R} ≍ F(R), see Corollary 3.21.
Consider further the norm ‖ · ‖FG,2 and positive real w∗ as in Theorem 5.5 so
that ‖ · ‖FG,2 ≍ ‖ · ‖w∗

FG
. For any x ∈ G and r > 0, let

B(x, r) = {z ∈ G : ‖x−1z‖FG,2 < r}.

Also, for any x ∈ G and A ⊂ G, let

‖x−1A‖FG,2 = inf
y∈A

‖x−1y‖FG,2

denote the distance between x and A with respect to ‖ · ‖FG,2 .
The goal of this section is to prove the Hölder regularity of bounded solutions

of the discrete parabolic equation (1.1). More precisely, given a (discrete) time
interval I = [0, N ] and a subset A of G, we say that a real valued bounded
function q defined on I ×G is a solution of (1.1) in I ×A if

q(n+ 1, x)− q(n, x) = [q(n, ·) ∗ (µ− δe)](x), n, n+ 1 ∈ I, x ∈ A,
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or, equivalently

q(n+ 1, x) = q(n, ·) ∗ µ(x), n, n+ 1 ∈ I, x ∈ A.

for all n with n, n+ 1 ∈ I and all x ∈ A. Note that this definition requires q to
be defined over all of G at all times in I. This is natural in the present context
since, typically, the measure µ has infinite support. Because such a solution q is
bounded and defined for each k ∈ I on all of G, it is always possible to extend
it forward in time.

Let (Xn)
∞
0 denote the random walk driven by µ started at X0. For any

subset A ⊂ G, define

τA = inf{n ≥ 0 : Xn /∈ A}, σA = inf{n ≥ 1 : Xn ∈ A}.

The argument developed below is mainly based on that of [2, Theorem 4.9],
which in turn is the discrete analog of that for [6, Theorem 4.14], and makes
use of the following notion of caloric function (we followed the definition from
[6, 2], though co-caloric might be more appropriate, see [11, page 263]).

Let Υ = Z+ × G. We will make use of the Υ-valued Markov chain Zk :=
(Vk, Xk) where Vk = V0 + k. Write P(i,x) for the law of Zk started at (i, x) and
let Fi = σ{Zk : k ≤ i}. A bounded function u(k, x) on Υ is said to be caloric
on D ⊂ Υ, if k 7→ u(Vk∧τD , Xk∧τD ) is a martingale, where

τD = inf {k ≥ 0 : (Vk, Xk) /∈ D} .

In the case V0 = 0 and D = I × A = [k1, k2] × A, k1 < k2, the condition that
k 7→ u(Vk∧τD , Xk∧τD) is a martingale is equivalent to

u(k − 1, x) = [u(k, ·) ∗ µ](x), k, k − 1 ∈ I, x ∈ A.

This is the “backward version” of the parabolic discrete equation (1.1) in the
sense that, for any N , q(k, x) = u(N − k, x) is a solution of (1.1) in J × A,
J = [N − k2, N − k1] (and vice versa). In particular, for any fixed integer N
and bounded function f on G, the functions

(k, x) 7→ µ(N−k)(x) and (k, x) 7→ f ∗ µ(N−k)(x)

are caloric functions on [0, N ]×G.

Lemma 6.1. Given any δ > 0, there exists a constant κ := κ(δ) > 0 such that
for any x, y ∈ G and A ⊂ G with min

{
‖x−1A‖FG,2 , ‖y−1A‖FG,2

}
≥ κnw∗ ,

Px(Xn = y, σA ≤ n) ≤ δ/F(n).

Proof. By the strong Markov property of Xn and (5.1), we have

Px(Xn = y, σA ≤ [n/2]) = Ex

[
1{σA≤[n/2]}PXσA

(Xn−σA = y)
]

≤ c1
F(n− [n/2])

Px(σA ≤ [n/2])

≤ c2
F(n)

Px(σA ≤ [n/2]).
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Furthermore, due to Theorem 5.5(5), by choosing κ := κ(δ) > 0 large enough,
we have

Px(σA ≤ [n/2]) ≤ Px

(
sup

0≤k≤[n/2]

‖x−1Xk‖FG,2 ≥ κnw∗

)
≤ δ/(2c2),

which yields that

Px(Xn = y, σA ≤ [n/2]) ≤ δ/(2F(n)). (6.1)

We now consider Px(Xn = y, [n/2] ≤ σA ≤ n). If the first hitting time of A
is between time [n/2] and time n, then the last hitting time of A before time n
is larger than [n/2]. So, setting σ̂A = sup{k ≤ n : Xk ∈ A}, we have

Px (Xn = y, [n/2] ≤ σA ≤ n) ≤ Px (Xn = y, [n/2] ≤ σ̂A ≤ n) .

We claim that by time reversal,

Px(Xn = y, [n/2] ≤ σ̂A ≤ n) = Py(Xn = x, σA ≤ n− [n/2]).

To see this, observe that the symmetry of the transition probability p(x, y) :=
µ(x−1y) implies that we have, for any [n/2] ≤ k ≤ n,

Px(Xk = zk, Xk+1 = zk+1, · · · , Xn = y)

= pk(x, zk)p(zk, zk+1) · · · p(zn−1, y)

= Py(X1 = zn−1, · · · , Xn−k = zk, Xn = x),

where pk(x, z) := Px(Xk = z) = µ(k)(x−1y). Summing over all zk ∈ A and
zk+1, · · · , zn−1 /∈ A, we have

Px(Xk ∈ A,Xk+1 /∈ A, · · · , Xn−1 /∈ A,Xn = y)

= Py(X1 /∈ A, · · · , Xn−k−1 /∈ A,Xn−k ∈ A,Xn = x).

Further, summing over [n/2] ≤ k ≤ n, this yields that

Px([n/2] ≤ σ̂A ≤ n,Xn = y) = Py(0 ≤ σA ≤ n− [n/2], Xn = x).

This proves the desired assertion. Arguing as in the first part of the proof, we
find that

Px([n/2] ≤ σ̂A ≤ n,Xn = y) = Py(0 ≤ σA ≤ n− [n/2], Xn = x) ≤ δ/(2F(n)).

Therefore, the lemma follows from the estimate above and (6.1).

Proposition 6.2. Let η ∈ (0, 1] be the constant in Theorem 5.5(4). For all n ≥
1, there exist constants c1 ∈ (0,∞) and θ ∈ (0, 1) such that for any x, y, z ∈ G
with max

{
‖x−1z‖FG,2, ‖y−1z‖FG,2

}
≤ ηnw∗/2 and r ≥ (n/θ)w∗ ,

Px

(
Xn = y, sup

0≤k≤n
‖z−1Xk‖FG,2 ≤ r

)
≥ c1

F(n)
.
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Proof. Note that since ‖x−1y‖FG,2 ≤ ‖x−1z‖FG,2 + ‖y−1z‖FG,2 ≤ ηnw∗ , we have
by Theorem 5.5(4) that

Px(Xn = y) ≥ c0
F(n)

.

Let δ = c0/2 in Lemma 6.1. Then for all r > (κ+1)nw∗ (where κ is the constant
in Lemma 6.1 associated with this δ), we have by Lemma 6.1 that

Px(Xn = y, sup
0≤k≤n

‖z−1Xk‖FG,2 ≤ r)

= Px(Xn = y)−Px(Xn = y, sup
0≤k≤n

‖z−1Xk‖FG,2 > r)

≥ Px(Xn = y)−Px(Xn = y, σB(z,r)c ≤ n)

≥ c0/(2F(n)),

where in the last inequality we used the facts that

‖x−1B(z, r)c‖FG,2 ≥ r − ‖x−1z‖FG,2 ≥ (κ+ η)nw∗ − ηnw∗/2 ≥ κnw∗

and, similarly, ‖y−1B(z, r)c‖FG,2 ≥ κnw∗ . This proves the desired assertion with

θ = (κ+ 1)−1/w∗ .

The following is an immediate consequence of the last proposition.

Corollary 6.3. Let η ∈ (0, 1] be the constant in Theorem 5.5(4). There exist
constants θ ∈ (0, 1) and c1 > 0 such that for every z ∈ G, n ≥ 1, and A ⊂
B(z, ηnw∗/2),

Px
(
Xn ∈ A, τB(z,(n/θ)w∗) > n

)
≥ c1

#A

F(n)
for every x ∈ B(z, ηnw∗/2).

The following is a key proposition concerning the space-time process Zk =
(Vk, Xk) = (V0 + k,Xk) on Υ = Z+ ×G discussed before Lemma 6.1.

Proposition 6.4. Let η ∈ (0, 1] be the constant in Theorem 5.5(4), and θ ∈
(0, 1) be the constant in Corollary 6.3. Let m be the counting measure on Υ,
and set

C0 = 23+4w∗/(η(θ ∧ θw∗)) and C1 = ηθw∗/21+4w∗ . (6.2)

For every δ ∈ (0, 1) and γ ≥ C0, there is a constant c0 = c0(δ, C0) > 0 (in-
dependent of γ) such that for any x0 ∈ G, n0 ≥ 0, R > 1 with θR1/w∗ ≥ 1
and

A ⊂
[
n0 + [ 12θ(γR)

1/w∗ ], n0 + [ 12θ(γR)
1/w∗ ] + [θR1/w∗ ]

]
×B(x0, C1γR)

satisfying
m(A)

[θR1/w∗ ] ·#B(x0, C1γR)
≥ δ,

we have

Pz(σA < τQ(n0,x0,γR)) ≥ c0 for every z ∈
[
n0, n0 + [θR1/w∗ ]

]
×B(x0, R).
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Here Q(n0, x0, r) :=
[
n0, n0 + [θr1/w∗ ]

]
×B(x0, r), and by abusing the notation,

σA := inf{k ≥ 1 : Zk ∈ A}.

Proof. First note that by the definition (6.2) of C0, C0 ≥ 8w∗+1/(η(θ ∧ θw∗),
and so for any γ ≥ C0,

[θ(γR)1/w∗ ] > 8[θR1/w∗ ].

Let A be the subset of Υ = Z+ × G in the proposition. For j ∈ N, let Aj =
{x ∈ G : (j, x) ∈ A}. There exists some

k ∈
[
n0 + [ 12θ(γR)

1/w∗ ], n0 + [ 12θ(γR)
1/w∗ ] + [θR1/w∗ ]

]

so that

#Ak ≥ m(A)

[θR1/w∗ ]
≥ δ ·#B(x0, C1γR). (6.3)

Note that for any z = (n, x) ∈
[
n0, n0 + [θR1/w∗ ]

]
×B(x0, R),

5

8
[θ(γR)1/w∗ ] ≥ k − n ≥ 1

8
[θ(γR)1/w∗ ]. (6.4)

In particular,

η(k − n)w∗/2 ≥ C1γR ≥ 4R and ((k − n)/θ)w∗ < γR. (6.5)

It follows from Theorem 5.5(1) and (6.4) that #B(x0, γR) ≍ F(k − n). Hence
we have by (6.3), (6.5) and Corollary 6.3 that

P(n,x)

(
σA < τQ(n0,x0,γR)

)
≥ Px(Xk−n ∈ Ak, τB(x0,γR) > k − n) ≥ c0.

This completes the proof of the proposition.

The following is a special case of the Lévy system formula for Markov chains.
For any (k, x) ∈ Υ and A ⊂ Υ, define NA(k, x) = P(k,x)(X1 ∈ A(k + 1)) if
(k, x) /∈ A and 0 otherwise.

Lemma 6.5. For the Υ-valued Markov chain (Vk, Xk), let A ⊂ Υ and

Jn = 1A(Vn, Xn)− 1A(V0, X0)−
n−1∑

k=0

NA(Vk, Xk).

Then {Jn∧σA ;n ∈ N} is a martingale.

Proof. See [3, Lemma 3.2] for the proof.

We also need the following lemma.
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Lemma 6.6. For r > 0, there exists a constant c1 > 0 such that

Ex(τB(x,r)) ≤ c1r
1/w∗ .

Proof. By (5.1) and Theorem 5.5(1), for any x, y ∈ G and n ≥ 1, we have

Py(τB(x,r) > n) ≤ Py(Xn ∈ B(x, r)) ≤ c1
F(n)

F(r1/w∗).

By taking n = c2r
1/w∗ for a proper constant c2 > 0, Py(τB(x,r) > n) ≤ 1/2.

Using the Markov property at time kn for k = 1, 2, · · · ,
Px(τB(x,r) > (k + 1)n) ≤ Ex

(
PXkn

(τB(x,r) > n); τB(x,r) > kn
)

≤ 1

2
Px(τB(x,r) > kn).

By induction,
Px(τB(x,r) > kn) ≤ 2−k

for k = 1, 2, · · · . With this choice of n, we obtain that

ExτB(x,r) ≤
∞∑

k=1

knPx((k − 1)n < τB(x,r) ≤ kn) ≤ n

∞∑

k=1

k2k−1 =: cn,

which proves our result.

Proposition 6.7. There is a constant c0 > 0 such that for any s ≥ 2r and
x ∈ G,

Px(XτB(x,r)
/∈ B(x, s)) ≤ c0

(r
s

)1/w∗

.

Proof. Applying Lemma 6.5 with A = Z+×B(x, s)c at stopping times n∧τB(x,r)

and then letting n→ ∞, we see that

Px(XτB(x,r)
/∈ B(x, s)) = Ex



τB(x,r)−1∑

k=0

NB(x,s)c(Xk)




= Ex



τB(x,r)−1∑

k=0

∑

y∈B(x,s)c

µ(X−1
k y)




≤ ExτB(x,r) sup
z∈B(x,r)

∑

y∈B(x,s)c

µ(z−1y)

≤ c1r
1/w∗s−1/w∗ ,

where in the last inequality we used Lemma 6.6 and the fact that
∑

‖h‖FG,2
≥r

µ(h) ≤ c2r
−1/w∗ , r > 0. (6.6)

Note that, (6.6) can be obtained following the same line of reasoning as for (3.2),
by using Theorem 5.5(1), ‖ · ‖FG,2 ≍ ‖ · ‖w∗

FG
, FN,s = Φ−1

i (see Definition 3.16)
and Remark 3.7.
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From now, we take θ ∈ (0, 1) and C0, C1 be the constants in Corollary 6.3
and (6.2), respectively. For n ∈ N, x ∈ G and r > 1 with θr1/w∗ ≥ 1, define

Q(n, x, r) = [n, n+ [θr1/w∗ ]]×B(x, r).

The proof of the following theorem is similar to the proofs of [6, Theorem 4.14]
and [2, Theorem 4.9]. We remark that we also took this opportunity to correct
an error in selecting subsets A and A′ in the proofs of [6, Theorem 4.14] and [2,
Theorem 4.9]. Such a correction was previously made in the proof of [7, Theorem
6.3] on Hölder regularity of caloric functions for certain diffusion processes. Our
proof is based on Propositions 6.4 and 6.7.

Theorem 6.8. Let C0 > 0 be the constant in (6.2). There are constants
C > 0 and β > 0 such that for any R > 1 with θR1/w∗ ≥ 1 (where θ is the
constant in Corollary 6.3) and bounded caloric function q in Q(0, x0, C0R) =
[0, [θ(C0R)

1/w∗ ]]×B(x0, C0R), we have

|q(m1, x)− q(m2, y)| ≤ C‖q‖∞
( |m1 −m2|w∗ + ‖x−1y‖FG,2

R

)β

for all (m1, x), (m2, y) ∈ Q(0, x0, R), and

‖q‖∞ = sup
(i,x)∈[0,[θ(C0R)1/w∗ ]]×G

q(i, x).

In particular, we have

∑

x∈G

|µ(m1)(x)− µ(m2)(xy)| ≤ C

( |m1 −m2|w∗ + ‖y‖FG,2

nw∗

0

)β

for all y ∈ G and m1,m2 ≥ n0 ≥ 1.

Proof. Recall that Zk = (Vk, Xk) is the space-time process of X , where Vk =
V0 + k. Without loss of generality, assume that 0 ≤ q(z) ≤ ‖q‖∞ = 1 for all
z ∈ [0, [θ(C0R)

1/w∗ ]]×G.
By Proposition 6.4, there exists a constant c1 ∈ (0, 1) such that if x0 ∈ G,

n0 ≥ 0, r > 1 with θr1/w∗ ≥ 1, γ ≥ C0, and

A ⊂
[
n0 + [ 12θ(γr)

1/w∗ ], n0 + [ 12θ(γr)
1/w∗ ] + [θr1/w∗ ]

]
×B(x0, C1γr)

satisfying
m(A)

[θr1/w∗ ] ·#B(x0, C1γr)
≥ 1/3,

then

Pz(σA < τQ(n0,x0,γr)) ≥ c1 for z ∈
[
n0, n0 + [θr1/w∗ ]

]
×B(x0, r). (6.7)

44



Here C1 = ηθw∗/21+4w∗ ∈ (0, 1) as defined in (6.2), where η ∈ (0, 1] is the
constant in Theorem 5.5(4). On the other hand, according to Proposition 6.7,
there is a constant c2 > 0 such that if any x ∈ G, and s ≥ 2r, then

Px(XτB(x,r)
/∈ B(x, s)) ≤ c2(r/s)

1/w∗ . (6.8)

Let η0 = 1− (c1/4) and

ρ = C−1
0 ∧ (η0/2)

w∗ ∧ (c1η0/(8c2))
w∗ < 1.

Note that for every (n0, x) ∈ Q(0, x0, R), q is caloric inQ(n0, x, R) ⊂ Q(0, x0, C0R).
We will show that

sup
Q(n0,x,ρ2kR)

q − inf
Q(n0,x,ρ2kR)

q ≤ ηk0 (6.9)

for all k ≤ K0, where K0 is the largest integer k so that θ(ρ2kR)1/w∗ ≥ 1.
For notational convenience, we write Qi for Q(n0, x, ρ

iR) and τi = τQ(n0,x,ρiR).
Define

ai = sup
Q2i

q, bi = inf
Q2i

q.

Clearly bi − ai ≤ 1 ≤ ηi0 for all i ≤ 0. Now suppose that bi − ai ≤ ηi0 for all
i ≤ k and we are going to show that bk+1 − ak+1 ≤ ηk+1

0 as long as k+1 ≤ K0.
Observe that Q2k+2 ⊂ Q2k+1 ⊂ Q2k and ak ≤ q ≤ bk on Q2k. Define

Q′
2k+1 =

[
n0 + [ 12θ(ρ

2k+1R)1/w∗ ], n0 + [ 12θ(ρ
2k+1R)1/w∗ ] + [θ(ρ2k+2R)1/w∗ ]

]

×B(x0, C1ρ
2k+1R)

and
A′ =

{
z ∈ Q′

2k+1 : q(z) ≤ (ak + bk)/2
}
.

It is clear that Q′
2k+1 ⊂ Q2k+1. We may suppose that

m(A′)

[θ(ρ2k+2R)1/w∗ ] ·#B(x0, C1ρ2k+1R)
≥ 1/2.

Otherwise, we use 1− q instead of q. Let A be a compact subset of A′ such that

m(A)

[θ(ρ2k+2R)1/w∗ ] ·#B(x0, C1ρ2k+1R)
≥ 1/3.

For any given η0 > 0, pick z1, z2 ∈ Q2(k+1) so that q(z1) ≥ bk+1 − ε and
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q(z2) ≤ ak+1 + ε. Then, according to (6.7), (6.8) and (6.9),

bk+1 − ak+1 − 2ε

≤ q(z1)− q(z2)

= Ez1 [q(ZσA∧τ2k+1
)− q(z2)]

= Ez1 [q(ZσA)− q(z2);σA < τ2k+1]

+Ez1 [q(Zτ2k+1
)− q(z2);σA > τ2k+1, Zτ2k+1

∈ Q2k]

+

∞∑

i=1

Ez1 [q(Zτ2k+1
)− q(z2);σA ≥ τ2k+1, Zτ2k+1

∈ Q2(k−i) \Q2(k+1−i)]

≤
(
ak + bk

2
− ak

)
Pz1(σA < τ2k+1) + (bk − ak)Pz1(σA ≥ τ2k+1)

+

∞∑

i=1

(bk−i − ak−i)Pz1(Zτ2k+1
/∈ Q2(k+1−i))

≤ (bk − ak)

(
1− Pz1(σA < τ2k+1)

2

)
+

∞∑

i=1

c2η
k
0 (ρ

1/w∗/η0)
i

≤ (1− c1/2)η
k
0 + 2c2η

k−1
0 ρ1/w∗

≤ (1− c1/2)η
k
0 + c1η

k
0/4 = ηk+1

0 .

Since ε is arbitrary, we have bk+1−ak+1 ≤ ηk+1
0 , and this proves the claim (6.9).

For z = (i, x) and w = (j, y) in Q(0, x0, R) with i ≤ j, let k be the largest
integer such that

‖z − w‖ := (|j − i|/θ)w∗ + ‖x−1y‖FG,2 ≤ ρ2kR.

Then log(‖z − w‖/R) ≥ 2(k + 1) log ρ, w ∈ Q(n, x, ρ2kR) and

|q(z)− q(w)| ≤ ηk0 = ek log η0 ≤ c3

(‖z − w‖
R

)log η0/(2 log ρ)

.

This proves the first desired assertion.

Fix n0 ≥ 1, N0 ≥ 2 and a bounded function u on G with ‖u‖∞ = 1. Set
q(n, x) =

∑
z u(z)pN0−n(z, x) = u ∗ µ(N0−n)(x). This function q is a caloric

function on [0, N0−n0] (for example see [6, Lemma 4.5]), and is bounded above
by ‖u‖∞ = 1. Take R > 1 such that θw∗R = nw∗

0 . (Note that in particular
θR1/w∗ ≥ 1 so the first assertion will apply.) Let m1,m2 ∈ [n0, N0] with m1 >
m2 and x1, x2 ∈ G. Assume first that

|m1 −m2|w∗ + ‖x−1
1 x2‖FG,2 < θw∗R = nw∗

0 (6.10)

and so (N0−m2, x2) ∈ Q(N0−m1, x1, R) ⊂ [0, N0−n0]×G. Applying the first
assertion to this caloric function q(n, x) with (N0 −m1, x1), (N0 −m2, x2) and
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Q(N0 −m1, x1, R) in place of (m1, x), (m2, y) and Q(0, x0, R) respectively, we
have

|u ∗ µ(m1)(x−1z)− u ∗ µ(m2)(y−1z)| ≤ c

nβw∗

0

(
|m1 −m2|w∗ + ‖x−1

1 x2‖FG,2

)β
.

This inequality is also trivially true when (6.10) does not hold. So the inequality
above holds for every m1,m2 ∈ [n0, N0] and x1, x2 ∈ G for all n0 ≥ 1 and
N0 ≥ 2. This proves the second assertion after taking the supremum over all u
with ‖u‖∞ = 1.

Remark 6.9. From (6.8) we can get that

|µ(m1)(x) − µ(m2)(y)| ≤ c

nβw∗

0 F(n0)

(
|m1 −m2|w∗ + ‖x−1y‖FG,2

)β

for any x, y ∈ G and m1,m2 ≥ n0 ≥ 1. However, this assertion is weaker than
that in Theorem 5.5(3).

As an easy application of the theorem, we have the following.

Corollary 6.10. The pair (G,µ) has the (weak) Liouville property, namely, all
bounded µ-harmonic functions on G are constant. Moreover there are constants
C, β > 0 such that, for any x0 ∈ G,R > 1 and any bounded function u defined
on G and µ-harmonic in B(x0, R) = {z ∈ G : ‖x−1

0 z‖FG,2 ≤ R}, we have

∀x, y ∈ B(x0, R/2), |u(x)− u(y)| ≤ C

(‖x−1y‖FG,2

R

)β
‖u‖∞. (6.11)

Remark 6.11. For finitely generated nilpotent groups and any probability mea-
sure µ, the weak Liouville property was proved in [12]. In the case of symmetric
probability measures on finitely generated nilpotent groups, the strong Liou-
ville property (i.e., all non-negative µ-harmonic functions are constant) follows
from [18]. Because any finitely generated group of polynomial growth contains
a nilpotent subgroup of finite index, these two results extend to groups of poly-
nomial growth (given a symmetric measure on a group of polynomial volume
growth G, one constructs a symmetric measure on a nilpotent subgroup of finite
index N so that the restriction to N of any harmonic function on G is harmonic
on N). In addition, for finitely generated group of polynomial volume growth
and measures µ ∈ P�(G, reg) as treated here, the weak Liouville property fol-
lows also from a more general and direct argument given in [13, Corollary 2.3].
The different methods used in these papers do not provide estimates such as
(6.11).

A Space-time regularity for µ
(n)

This section provides details concerning the intrinsic regularity afforded to the
iterated convolutions of a symmetric measure, providing a straightforward ex-
tension and complement to [15, Theorem 4.2].
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Lemma A.1. Fix ε ∈ (0, 1] and α > 0. If µ is symmetric and the spectrum of
f 7→ f ∗µ on L2(G) is contained in [−1+ ε, 1], then there exists a constant Cε,α
such that

∀ f ∈ L2(G), ∀n = 1, 2, . . . , ‖f ∗ (δe − µ)α ∗ µ(n)‖2 ≤ Cε,αn
−α‖f‖2.

Proof. This is a simple consequence of spectral theory and calculus. Indeed,
(using the spectral resolution Eλ of the (self-adjoint) operator of convolution by
µ), spectral theory shows that ‖f ∗ (δe − µ)α ∗ µ(n)‖2 ≤M‖f‖2, where

M = sup
λ∈Jε

{|1− λ|α|λ|n}, Jε = [−1 + ε, 1].

The local local maxima of the function λ 7→ |1− λ|α|λ|n on Jε are at −1+ ε or
n/(α+ n) so that

M ≤ max

{
(1− ε)n(2 − ε)α,

(
n

α+ n

)n(
α

α+ n

)α}
≤ Cε,αn

−α.

Lemma A.2. Fix ε ∈ (0, 1]. If µ is symmetric and the spectrum of f 7→ f ∗ µ
on L2(G) is contained in [−1 + ε, 1], then there exists a constant Cε such that,
for all pairs of positive integers u, v such that n ≥ u+ 2v, we have

‖µ(n+m) − µ(n)‖∞ ≤ Cε
m

u
µ(2v)(e).

Proof. It suffices to prove this with m = 1. To that end, observe that

‖µ(n+1) − µ(n)‖∞ ≤ ‖µ(u+v+1) − µ(u+v)‖2‖µ(v)‖2
= ‖µ(v) ∗ (µ(u+1) − µ(u))‖2‖µ(v)‖2
≤ Cε,1u

−1‖µ(v)‖22.

The result follows because ‖µ(v)‖22 = µ(2v)(e).

Proposition A.3. Fix ε ∈ (0, 1]. Let G be a discrete group equipped with a
symmetric probability measure µ, a quasi-norm ‖·‖ and a continuous increasing
function r : (0,∞) → (0,∞) with inverse ρ. Assume µ satisfies a pointwise
(‖ · ‖, r)-pseudo-Poincaré inequality with constant C and that the spectrum of
f 7→ f ∗ µ on L2(G) is contained in [−1 + ε, 1]. Then there exists a constant
Cε such that for all positive integers n,m, u, v such that n = u + 2v and all
x, y ∈ G, we have

|µ(n+m)(xy)− µ(n)(x)| ≤ Cε

(
m

u
+

√
Cρ(‖y‖)

u

)
µ(2v)(e).
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Proof. It suffices to prove the case m = 0 (for m > 0, use the previous lemma to
reduce to the case m = 0). By the Cauchy-Schwarz inequality and the assumed
Poincaré inequality,

|µ(n)(xy)− µ(n)(x)| ≤ ‖µ(u+v)(·y)− µ(u+v)(·)‖2‖µ(v)‖2
≤ [Cρ(‖y‖)Eµ(µ(u+v), µ(u+v))]1/2‖µ(v)‖2
≤ [Cρ(‖y‖)]1/2‖µ(v) ∗ (δe − µ)1/2 ∗ µ(u)‖2]‖µ(v)‖2

≤ Cε,1/2

√
Cρ(‖y‖)

u
‖µ(v)‖22

= Cε,1/2

√
Cρ(‖y‖)

u
µ(2v)(e).
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