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Chapter 1

Brownian Motion with Darning

1.1 What is Brownian motion with darning?

Let X be Brownian motion on Rd. For a nearly Borel set A ⊂ Rd, a point x is said to be
regular for A if Px(σA = 0) = 1. Here σA := inf{t > 0 : Xt ∈ A} is the first hitting time of A
by Brownian motion X. We use Ar to denote all the regular points of A. A nearly Borel set
A in Rd is said to be polar if Px(σA <∞) = 0 for all x ∈ Rd. It is well-known that for every
nearly Borel set A, A \ Ar is polar (see [16, Proposition 6.3 on p.44]). It is also known that
when d = 1, Ar = A (see [16, Proposition 3.2 on p.30]). Lebesgue showed that when d = 2,
any connected subset B of R2 that contains at least two points is non-polar and B ⊂ Br

(see [16, Proposition 7.2 on p.47]).

Suppose that E a domain (open connected subset) of Rd, and K1, . . . , KN are quasi-
separated non-polar finely closed relatively compact subsets of E. Let D = E \ ∪Nj=1Kj.
Intuitively speaking, Brownian motion with darning on D∗ := D∪{a∗1, . . . , a∗N} is a Brownian
motion in E by “shorting” each Kj into a single point a∗j . Sometimes we also use K∗

j to
denote the point a∗j . For such a purpose, we may assume without loss of generality1 that
Kj ⊂ Kr

j . But for the convenience of describing the topology on D∗, in this notes we assume
that each Kj is compact but put no assumptions on the regular points of Kj, that is, we do
not assume Kj ⊂ Kr

j .

Formally, by identifying each Kj with a single point a∗j , we can get an induced topological
spaceD∗ := D∪{a∗1, . . . , a∗N} from E, with a neighborhood of each a∗j defined as (U∩D)∪{a∗j}
for some neighborhood U of Kj in E. Let m be the Lebesgue measure on D, extended to
D∗ by setting m(K∗) = 0, where K∗ := {a∗1, . . . , a∗N}.

Definition 1.1.1 Brownian motion with darning (BMD in abbreviation)X∗ is anm-symmetric
diffusion on D∗ such that

1In general, note that (cf. [2, Lemma A.2.18(i)]) Kj \Kr
j is semipolar and hence polar. Thus for every

x ∈ Kj ∩ Kr
j , since σKj = σKj∩Kr

j
∧ σKj\Kr

j
, Px(σKj∩Kr

j
= 0) = Px(σKj = 0) = 1; that is, every point of

Kj ∩Kr
j is regular for Kj ∩Kr

j . So we can take Kj ∩Kr
j as new Kj , which is non-polar and finely closed

(rather than closed) since E \Kj is finely open.

1



2 CHAPTER 1. BROWNIAN MOTION WITH DARNING

(i) its part process in D has the same law as Brownian motion in D;

(ii) it admits no killings on K∗.

Observe that it follows from the m-symmetry of X∗ and the fact that m(K∗) = 0 that
BMD X∗ spends zero Lebesgue amount of time (i.e. zero sojourn time) at K∗. We point
out that D can be disconnected.

Example 1.1.2 (One dimensional examples) Let E = R.

(i) N = 1 and K = [0, 1]. In this case, D∗ ∼= R and BMD X∗ on D∗ is just the standard
BM on R (see Figure 1.1).

Figure 1.1: Example 1.1.2(i)

(ii) N = 1 and K = [0, 1/3] ∪ [2/3, 1]. D∗ is homeomorphic to a knotted curve (see Figure
1.2) and X∗ is BM on this graph.

Figure 1.2: Example 1.1.2(ii)

(iii) N = 1 and K = {−1, 0, 1, 2}. The graph D∗ has three knots hanging at the same point
(see Figure 1.3). BMD X∗ is BM on this graph.

Figure 1.3: Example 1.1.2(iii)

(iv) N = 2, K1 = {−1, 1} and K2 = {0, 2}. D∗ is a graph consisting a circle and a line
passing the center of the circle (see Figure 1.4). BMD X∗ is BM on this graph.
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Figure 1.4: Example 1.1.2(iv)

(v) N = 1 and K is the Cantor subset of the unit interval [0, 1]. D∗ is a graph with infinite
degree (see Figure 1.5). BMD X∗ is BM on this graph.

Figure 1.5: Example 1.1.2(v)

Example 1.1.3 (Multidimensional examples) Let E = Rd with d ≥ 2.

(i) N = 1 and K is a non-polar connected compact subset of Rd. See Figure 1.6.

Figure 1.6: Example 1.1.3(i)

(ii) N = 1 and K = ∂B(0, 1). D∗ is homeomorphic to he plane with a sphere sitting on
top of it. See Figure 1.7.

(iii) N = 2, K1 = B(0, 1) and K2 = B(x0, 1) for some x0 ∈ Rd with |x0| ≥ 2. See Figure
1.8.

(iv) N = 2, K1 = ∂B(0, 1) and K2 = ∂B(x0, 2) for some x0 ∈ Rd with |x0| ≥ 4. D∗ is
homeomorphic to the plane with a sphere sitting on top of it. See Figure 1.9.

(v) N = 1, K = B(0, 1) ∪B(x0, 1) for some x0 ∈ Rd with |x0| ≥ 2.

(vi) N = 1 and K = ∂B(0, 1)∪∂B(x0, 2) for some x0 ∈ Rd with |x0| ≥ 4. D∗ is homeomor-
phic to the D∗ in (iv) but with two points where the spheres touch the plane identified
into one point.

(vii) d = 2, N = 1 and K is the Siepinski gasket or Siepinkski carpet in R2.
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Figure 1.7: Example 1.1.3(ii)

Figure 1.8: Example 1.1.3(iii)

Remark 1.1.4 (i) BMD with darning on (E \K)∗ when K is a fractal-like set might be
an interesting subject to study from the fractal geometry point of view.

(ii) One can also do darning (or shorting) for symmetric diffusions on Rd as well as on
general state spaces. In fact, one can do darning for a large family of non-symmetric
(possibly discontinuous) Markov processes. See [2, 4, 5, 6, 9]. The results developed
in this lecture notes (except the conformal invariance property for planar BMD) can
be easily adapted to be applicable to symmetric diffusions on general state spaces. 2

1.2 Existence and Uniqueness

In this section, we show that BMD always exists and is unique in law.
As mentioned earlier, BMD on D∗ can be intuitively thought of as obtained from Brow-

nian motion on E by “shorting” each Kj. The Dirichlet form for the part process XE

of Brownian motion X killed upon leaving domain E is (D,W 1,2
0 (E)), where D(u, v) =

1
2

∫
E
∇u(x) · ∇v(x)dx and W 1,2

0 (E) is the
√
D1-completion of C∞

c (E). Here for α > 0,

Dα(u, u) := D(u, u) + α
∫
E
u(x)2dx. The quadratic form (D,W 1,2

0 (E)) is a regular Dirichlet

form in L2(E; dx). For u ∈ W 1,2
0 (E), its energy measure

µ⟨u⟩(dx) = |∇u(x)|2dx,

which is the same as its strongly local part µc⟨u⟩(dx) as the Dirichlet form (D,W 1,2
0 (E)) is

strongly local.
Think D(u, u) as the energy for the potential (or voltage) u on E. “Shorting” on Kj

means u is constant D-q.e. on Kj. Denote by (E∗,F∗) the Dirichlet form for BMD X∗ on
D∗. Then intuitively,

F∗ = {u ∈ W 1,2
0 (E) : u is constant D-q.e. on each Kj}

and E∗(u, v) = D(u, v) for u, v ∈ F∗. Denote K = ∪Nj=1Kj and σK := inf{t > 0 : XE
t ∈ K}.

It is well known that for every u ∈ W 1,2
0 (E) and α > 0, Hα

Ku(x) := Ex
[
e−ασKu(XE

σK
)
]
is in
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Figure 1.9: Example 1.1.3(iv)

W 1,2
0 (E) and u −Hα

Ku ∈ W 1,2
0 (D). Moreover, u −Hα

Ku is the Dα-orthogonal projection of
u into the closed subspace W 1,2

0 (D) of W 1,2
0 (E). Define for each j,

uj(x) := Ex
[
e−σK ; XE

σK
∈ Kj

]
.

Since Kj is compact, uj = H1
Kf for any f ∈ C∞

c (E) with f = 1 on Kj and f = 0 on other
Ki’s, so it is an element inW 1,2

0 (E) that isD1-orthogonal toW
1,2
0 (D). For u ∈ F∗ ⊂ W 1,2

0 (E),
since u takes constant value, denoted as u(Kj), D-q.e. on each Kj, we have

H1
Ku(x) =

N∑
j=1

Ex
[
e−σKu(XE

σK
); XE

σK
∈ Kj

]
=

N∑
j=1

u(Kj)uj(x).

As each Kj is non-polar, one has

F∗ = linear span of W 1,2
0 (D) and {uj, j = 1, . . . , N}

and for u, v ∈ F∗,

E∗(u, v) = D(u, v) =
1

2

∫
D

∇u(x) · ∇v(x)dx.

In the last equality, we used the fact that

µc⟨u⟩(∪Nj=1Kj) =

∫
∪N
j=1Kj

|∇u(x)|2dx = 0 for any u ∈ F∗,

due to the following result that is valid for any quasi-regular Dirichlet form.

Theorem 1.2.1 Let (E ,F) be a generic quasi-regular Dirichlet form on L2(E;m), where E
is a Lusin space. Suppose that u ∈ bF . Then the push forward measure ν of µc⟨u⟩ under map
u defined by

ν(A) := µc⟨u⟩(u
−1(A)), A ∈ B(R),

is absolutely continuous with respect to the Lebesgue measure on R. This in particular implies
that µc⟨u⟩ does not charge on level sets of u. Here µc⟨u⟩ is the Revuz measure for ⟨Mu,c⟩, the
predictable quadratic variation of the continuous partMu,c of the square-integrable martingale
Mu appeared in Fukushima’s decomposition of u(Xt)− u(X0).
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Proof. It suffices to show that for any compact set K ⊂ R having zero Lebesgue measure,
ν(K) = 0. Let K be a compact set having zero Lebesgue measure. There exists a sequence
{φk, k ≥ 1} of continuous functions having compact support in R such that |φk| ≤ 1,
limk→∞ φk(r) = 1K(r) on R, and∫ ∞

0

φk(r)dr =

∫ 0

−∞
φk(r)dr = 0 for k ≥ 1.

The last display implies that each Φk(x) :=
∫ x
0
φk(r)dr is a C1 function with compact

support, Φk(0) = 0 and |Φ′
k(x)| ≤ 1. Hence Φk(u) is a normal contraction of u and so

Φk(u) ∈ F with E(Φk(u), Φk(u)) ≤ E(u, u). Since limk→∞ Φk(r) = 0 on R, by dominated
convergence theorem, Φk(u) → 0 in L2(E;m). Thus by Banach-Saks Theorem (see, e.g., [2,
Theorem A.4.1]), taking the Cesàro mean sequence of a suitable subsequence of {φk, k ≥ 1},
and then redefining them as {φk, k ≥ 1} if necessary, we may and do assume that Φk(u) is
E1-convergent to 0 ∈ F . Now by Fatou’s lemma and [2, Theorems 4.3.3(iii) and 4.3.7], we
have

ν(K) ≤ lim
k→∞

∫
R
φk(r)

2ν(dr) = lim
k→∞

∫
E

φk(u(x))
2µc⟨u⟩(dx)

= lim
k→∞

2Ec(Φk(u), Φk(u)) ≤ 2 lim
k→∞

E(Φk(u), Φk(u)) = 0.

This completes the proof. 2

Now we define

F∗ = linear span of W 1,2
0 (D) and {uj|D, j = 1, . . . , N} (1.2.1)

and for u, v ∈ F∗,

E∗(u, v) =
1

2

∫
D

∇u(x) · ∇v(x)dx. (1.2.2)

Observe that

F∗ =
{
u|D : u ∈ W 1,2

0 (E), u is constant D-q.e. on each Kj

}
(1.2.3)

and

W 1,2
0 (D) ⊂ F∗ ⊂ W 1,2(D) :=

{
f ∈ L2(D; dx) : ∇f ∈ L2(D; dx)

}
.

Clearly, (E∗,F∗) is a Dirichlet form on L2(D; dx) = L2(D∗;m).

Theorem 1.2.2 The quadratic form (E∗,F∗) defined by (1.2.1)-(1.2.2) is a regular Dirichlet
form on L2(D∗;m). It is strongly local and each a∗j has positive capacity. Consequently, there
is an m-symmetric diffusion X∗ on D∗ that starts from every point in D∗ and admits no
killings on D∗. The diffusion X∗ is BMD on D∗ and every a∗j is regular for itself.
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Proof. Let C = {u ∈ C∞
c (E) : u is constant on each Kj}. By defining u(a∗j) to be the

value of u on Kj, we can view C as a subspace of Cc(D
∗) ∩ F∗. Since C is an algebra

that separates points in D∗, by Stone-Weierstrass theorem, C is uniformly dense in C∞(D∗).
Next we show C is E∗

1 -dense in F∗. For this, it suffices to establish that each uj can be
E1-approximated by elements in C. Let fj ∈ C∞

c (E) so that fj = 1 on Kj and fj = 0 on Ki

for i ̸= j. Note that uj = H1
Kfj = fj − (fj −H1

Kfj) is a D1-orthogonal decomposition with
fj − H1

Kfj ∈ W 1,2
0 (D). Since (D,W 1,2

0 (D)) is a regular Dirichlet form on L2(D; dx), there
is a sequence {gk, k ≥ 1} ⊂ C∞

c (D) that is D1-convergent to fj −H1
Kfj. Let vk := fj − gk,

which is in C and E∗
1 -convergent to uj. Thus we have established that (E∗,F∗) is a regular

Dirichlet form on L2(D∗;m). Clearly it is strongly local and its part Dirichlet form on D
is (D,W 1,2

0 (D)). So there is an m-symmetric diffusion X∗ on D∗ associated with (E∗,F∗),
whose part process in D is the killed Brownian motion in D. The diffusion X∗ is a BMD
on D∗. Since Brownian motion XE in E starting from x ∈ D visits each Kj with positive
probability, X∗ starting from x ∈ D visits each a∗j with positive probability. This implies
that each a∗j has positive capacity. Consequently, X

∗ can be refined to start from every point
in D∗. That each a∗j is regular for itself follows from the general fact that for any nearly
Borel measurable set A, A \ Ar is semipolar and hence m-polar. 2

We point out that in the above theorem, we do not assume that every point of Kj is
a regular point for Kj. If Kj ⊂ Kr

j for every j = 1, . . . , N , then each uj is a continuous
functions in C∞(E) that takes constant value 1 on Kj and zero on other Ki. From it, one
concludes immediately that C1 := {u ∈ W 1,2

0 (E) ∩ C∞(E) : u is constant on each Kj}, after
defining u(a∗j) to be the value of u on Kj for each u ∈ C1, is a core of (E∗,F∗) and so (E∗,F∗)
is a regular Dirichlet form.

Every function in a regular Dirichlet form is known to admit a quasi-continuous version
(see, e.g., [2]). We assume throughout this notes that every function u in the domain of a
regular Dirichlet form is always represented by its quasi-continuous version.

Theorem 1.2.3 BMD on D∗ is unique in law.

Proof. It suffices to show that if X∗ is a BMD on D∗, its associated quasi-regular Dirichlet
form (E ,F) on L2(D∗;m) has to be (E∗,F∗). First note that according to the definition of
BMD, each a∗j is non-polar for X∗ and that the part Dirichlet form (E ,FD) of (E ,F) in D

is (D,W 1,2
0 (D)) (see [2, Theorem 3.3.8]). By the E1-orthogonal projection (see [2, Theorem

3.2.2]), for every u ∈ F , H1
K∗u(x) := Ex

[
e−σ

∗
u(X∗

σ∗)
]
∈ F and u−H1

K∗u ∈ W 1,2
0 (D). Here

K∗ := {a∗1, . . . , a∗N} and σ∗ := inf{t > 0 : X∗
t ∈ K∗}. Now

H1
K∗u(x) =

N∑
j=1

u(a∗j)Ex
[
e−σ

∗
;X∗

σ∗ = a∗j
]

for x ∈ D.

By the continuity of X∗, the definition of a∗j and the fact that X∗,D has the same distribution
as the subprocess of XE killed upon leaving D, we see that

Ex
[
e−σ

∗
;X∗

σ∗ = a∗j
]
= Ex

[
e−σE ;XE

σK
∈ Kj

]
= uj(x) for x ∈ D.
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It follows then H1
K∗u =

∑N
j=1 u(a

∗
j)uj(x). As each a

∗
j is non-polar,

{(u(a∗1), . . . , u(a∗N));u ∈ F} = RN

and so F = F∗. Note that (E ,F) is strongly local so for every bounded u ∈ F = F∗,

E(u, u) = 1

2
µc⟨u⟩(D

∗) =
1

2
µc⟨u⟩(D) +

N∑
j=1

µc⟨u⟩(a
∗
j) =

1

2
µc⟨u⟩(D),

where in the last equality, we used Theorem 1.2.1 with A = {u(a∗j); j = 1, . . . , N}. For every
relatively compact open subset U of D, there is a ψ ∈ C∞

c (D) so that ψ = 1 on U . Note
that uψ ∈ FD =W 1,2

0 (D) and uψ = u on U . As (E ,FD) = (D,W 1,2
0 (D)), by the strong local

property of the energy measure µc⟨u⟩ (see [2, Proposition 4.3.1]), we have

µc⟨u⟩(dx) = µc⟨uψ⟩(dx) = |∇(uψ)(x)|2dx = |∇u(x)|2dx on U.

Consequently, we have µc⟨u⟩(dx) = |∇u(x)|2dx on D. So E(u, u) = 1
2

∫
D
|∇u(x)|2dx for every

bounded u ∈ F and hence for every u ∈ F . This completes the proof that (E ,F) = (E∗,F∗).
2

Remark 1.2.4 (i) The above procedure of constructing BMD works almost word for word
for darning holes for symmetric diffusions on general state spaces. We will use this
extension without further mention in Theorems 1.3.2 and 1.3.3.

(ii) Let D be a Euclidean domain in Rd. In [11], Fukushima considered via Dirichlet
form technique a process that amounts to darning reflected Brownian motion on D by
“shorting” ∂D. 2

Theorem 1.2.5 Let φj(x) := Px(XE
σK

∈ Kj), j = 1, . . . , N , and (E∗,F∗
e ) the extended

Dirichlet form of (E∗,F∗). Then

F∗
e = linear span of W 1,2

0,e (D) and {φj|D, j = 1, . . . , N},

E∗(u, v) =
1

2

∫
D

∇u(x) · ∇v(x)dx for u, v ∈ F∗.

Here W 1,2
0,e (D) denotes the extended Dirichlet space of (D,W 1,2

0 (D)).

Proof. Clearly, W 1,2
0,e (D) ⊂ F∗

e . Let fj ∈ C∞
c (E) so that fj = 1 on Kj and supp[fj]∩Ki = ∅

for any i ̸= j. Then ϕj(x) = HKfj(x) := Ex
[
fj(X

E
σK

)
]
. Since for α ∈ (0, 1), Hα

kfj ∈ F∗ with

E∗
α(H

α
Kfj,H

α
Kfj) ≤ E∗

α(fj, fj) ≤ Dα(fj, fj)
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and that limα→0H
α
Kfj = HKfj = φj on D, we conclude that φj ∈ F∗

e . Hence we have shown

F∗
e ⊃ linear span of W 1,2

0,e (D) and {φj|D, j = 1, . . . , N},

Now suppose that u ∈ F∗
e . Then there is an E∗-Cauchy sequence {wk, k ≥ 1} in F∗ that

converges to u m-a.e. on D∗. For each k ≥ 1, there is fk ∈ W 1,2
0 (D) so that

wk(x) = fk(x) +
N∑
j=1

wk(a
∗
j)uj(x) = fk(x) +

N∑
j=1

wk(a
∗
j)(uj(x)− φj(x)) +

N∑
j=1

wk(a
∗
j)φj(x).

Note that hk :=
∑N

j=1wk(a
∗
j)φj ∈ Fe which is E∗-orthogonal (or equivalently, D-orthogonal)

to W 1,2
0,e (D), while gk := fk +

∑N
j=1wk(a

∗
j)(uj − φj) ∈ W 1,2

0,e (D) due to the fact that uj −
φj = limα→0(H

1
Kfj − Hα

Kfj) and H1
Kfj − Hα

Kfj ∈ W 1,2
0 (D). Thus {gk, k ≥ 1} is a D-

Cauchy sequence in the transient Dirichlet form (D,W 1,2
0 (D)) in L2(D; dx) and so gk → g

in the Hilbert space (W 1,2
0,e (D),D) and a.e. on D for some g ∈ W 1,2

0,e (D). Consequently,
hk → h := u− g m-a.e. on D∗ as k → ∞. It follows then wk(a

∗
j) converges to some constant

cj as k → ∞ because {φj(x), j = 1, . . . , N} are linearly independent functions on D. We

thus conclude that h =
∑N

j=1 cjφj. As u = g + h, this completes proof of the theorem. 2

Remark 1.2.6 Let W 1,2
0,e (E) be the extended Dirichlet space of (D,W 1,2

0 (E)). Then we
conclude by the same argument as those in the second paragraph of this section that

F∗
e =

{
u|D : u ∈ W 1,2

0,e (E), u is constant D-q.e. on each Kj

}
.

1.3 Localization Properties

Suppose that E is a domain in Rd and K1, . . . , KN are disjoint non-polar compact subsets
of E. Suppose also that E1 is a subdomain of E that contains K1, . . . , Kl for some l ≤ N
and that E1 ∩ Kj = ∅ for j > l. Let D = E \ ∪Nj=1Kj and D1 = E1 \ ∪lj=1Kj. Set
D∗ := D ∪ {a∗1, . . . , a∗N} and D∗

1 = D1 ∪ {a∗1, . . . , a∗l }, and let X∗ be BMD on D∗.

Theorem 1.3.1 The part process X∗,D∗
1 of X∗ killed upon leaving D∗

1 is the BMD on D∗
1.

Proof. We will present two proofs for this theorem.
(i) Using Theorem 1.2.3 and by checking the definition of BMD in D∗

1, we see immediately
that X∗,D∗

1 is the BMD on D∗
1.

(ii) We now present a second proof by using Dirichlet form characterization of BMD in
D∗

1. Let (E∗,F∗) and (E ,F) be the Dirichlet forms of BMD in D∗ and D∗
1, respectively.

Recall from (1.2.3) that

F∗ =
{
u|D : u ∈ W 1,2

0 (E), u is constant D-q.e. on each Kj

}
.
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It is known that X∗,D∗
1 has Dirichlet form (E∗,F∗

D∗) on L2(D∗
1;m), where

F∗
D∗

1
:= {u ∈ F∗ : u = 0 E∗-q.e. on D∗ \D∗

1}.

Since each a∗j has positive capacity and (E∗,F∗
D) = (D,W 1,2

0 (D)), we conclude that

F∗
D∗

1
=

{
u|D : u ∈ W 1,2

0 (E), u is constant D-q.e. on Kj for j = 1, . . . , l

and u = 0 D-q.e. on E \ E1

}
= F .

So (E∗,F∗
D∗

1
) = (E ,F), which establishes that X∗,D∗

1 is the BMD on D∗
1. 2

The next theorem says one can darn (or short) holes one by one.

Theorem 1.3.2 Let Y be BMD on O∗ := (E \ ∪N−1
j=1 Kj) ∪ {a∗1, . . . , a∗N−1} by darning (or

shorting) the first N − 1 holes. Let Z be the diffusion with darning on D∗ obtained from Y
by shoring KN to a single point a∗N . Then Z is BMD on D∗.

Proof. Let D1 = E \ ∪N−1
j=1 Kj and denote by (E ,F) the Dirichlet form of Y on L2(D∗

1;m).
In view of (1.2.3) and Theorem 1.2.1,

F =
{
u|D1 : u ∈ W 1,2

0 (E), u is constant D-q.e. on Kj for j = 1, . . . , N − 1
}

and

E(u, v) = 1

2

∫
D1

∇u(x) · ∇v(x)dx.

The Dirichlet form (Ẽ , F̃) on L2(D∗;m) for Z is

F̃ = {u|D : u ∈ F , u is constant E-q.e. on KN}
=

{
u|D : u ∈ W 1,2

0 (E), u is constant D-q.e. on Kj for j = 1, . . . , N
}

= F∗

and, in view of Theorem 1.2.1, for u, v ∈ F̃ ,

Ẽ(u, v) = E(u, v) = 1

2

∫
D

∇u(x) · ∇v(x)dx.

This shows that (Ẽ , F̃) = (E∗,F∗), which completes the proof of the theorem. 2

Theorem 1.3.3 Let K = A ∪ B be the union of two disjoint non-polar compact subsets of
E. Let Y be BMD on (E \A)∗ by darning A, and Z the diffusion with darning on (E \K)∗

obtained from Y by darning (or shoring) A∗ ∪ B. Then Z is BMD on (E \K)∗ by darning
K into one single point.



1.4. CONFORMAL INVARIANCE OF PLANAR BMD 11

Proof. Let (E ,F) and (Ẽ , F̃) be the Dirichlet forms for the processes Y and Z on L2((E \
A)∗;m) and L2((E \K)∗;m), respectively. Note that

F =
{
u|E\A : u ∈ W 1,2

0 (E), u is constant D-q.e. on A
}
,

E(u, v) =
1

2

∫
E\A

∇u(x) · ∇v(x)dx for u, v ∈ F ,

while

F̃ =
{
u|E\K : u ∈ F , u is constant E-q.e. on A∗ ∪B

}
=

{
u|E\K : u ∈ W 1,2

0 (E), u is constant D-q.e. on K = A ∪B
}
= F∗,

Ẽ(u, v) = E(u, v) = 1

2

∫
E\K

∇u(x) · ∇v(x)dx = E∗(u, v) for u, v ∈ F̃ .

Here (E∗,F∗) is the Dirichlet form for BMD X∗ on (E \ K)∗. This proves that Z has the
same distribution as BMD X∗ on (E \K)∗. 2

One can also prove the above two theorems just by using the definition of BMD on D∗.

1.4 Conformal Invariance of Planar BMD

In this section, we assume the dimension d = 2, E is a domain in R2 and K1, . . . , KN are
disjoint non-polar compact subsets of E. Let K = ∪Nj=1Kj and D = E \K and X∗ be BMD
in D∗ = D ∪ {a∗1, . . . , a∗N}.

Theorem 1.4.1 Let K̂ = ∪Ni=1K̂i, where {K̂1, . . . , K̂N} is a second set of disjoint non-polar

compact subsets of a domain Ê in R2. Suppose that ϕ is a conformal map from E \K onto

Ê \ K̂ that, for each i ≥ 1, ϕ maps the E \ K-portion of any neighborhood of Ki into the

Ê \ K̂-portion of a neighborhood of K̂i, and vice versa. Identify the compact set K̂i with

a single point â∗i and equip D̂∗ := (Ê \ K̂) ∪ {â∗1, . . . , â∗N} the topology induced from Ê by

identifying each set K̂i into one point â∗i . Define ϕ(a∗i ) = â∗i , 1 ≤ i ≤ N . Then ϕ is a

topological homeomorphism from D∗ onto D̂∗. Moreover, ϕ(X∗) is, up to a time change,

BMD on D̂∗.

Proof. In view of Theorem 1.3.1, we may assume that the domain E is bounded with smooth
boundary and that ϕ extends continuously to ∂E to be a homeomorphism from ∂E to ∂Ê.
Let m̂ be the Lebesgue measure on D̂ := Ê \ K̂ extended to D̂∗ by setting m̂({â∗i }) = 0 for
i = 1, . . . , N . BMD X∗ = (X∗

t ,P∗
z) on D

∗ is an extension of the absorbing Brownian motion
in D to D∗ and is m-symmetric. By Theorem 1.2.5, the extended Dirichlet space (F∗

e , E∗)
of X∗ is given by {

F∗
e =

{
f +

∑N
i=1 ciφi|D : f ∈ W 1,2

0,e (D), ci ∈ R
}
,

E∗(u, v) = 1
2

∫
D
∇u(x) · ∇v(x)dx for u, v ∈ F∗

e ,
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where φi(x) := Px(XE
σK

∈ Ki) for x ∈ D.

We define a Markov process Y = (Yt,PYw)w∈D̂∗ on D̂∗ by

Yt = ϕ(X∗
t ), PYw = Pϕ−1(w), w ∈ D̂∗. (1.4.1)

Y is clearly a diffusion process on D̂∗. We claim that Y , after a time change, is actually a
BMD on D̂∗.

Denote by {Pt, t > 0} and {P Y
t , t > 0} the transition function of X∗ and Y , respectively.

It then hold that P Y
t f(w) = Pt(f ◦ ϕ)(ϕ−1(z)) for w ∈ D̂∗. Let ψ = ϕ−1 be the inverse

map from D̂∗ to D∗ and let µ(dw) = |ψ′(w)|21D̂(w)dw, which is extended to D̂∗ by setting

µ(K̂∗) = 0. Recall the change-of-variables formula that for any function u ≥ 0 defined on
D, ∫

D̂

u(ψ(w))µ(dw) =

∫
D

u(z)dz,

The above in particular implies that µ(D̂) = |D| is finite. From the change-of-variable
formula, we immediately obtain ∥P Y

t f∥L2(D̂;µ) = ∥Pt(f ◦ ϕ)∥L2(D;m) and

(P Y
t f, g)L2(D̂;µ) = (PX

t (f ◦ ϕ), g ◦ ϕ)L2(D;m),

from which the µ-symmetry of Y follows. Let (EY ,FY ) be the Dirichlet form of Y on

L2(D̂∗;µ). For f ∈ L2(D̂;µ), we let t ↓ 0 in the equality

t−1(f − P Y
t f, f)L2(D̂∗;µ) = t−1(f ◦ ϕ− PX

t (f ◦ ϕ), f ◦ ϕ)L2(D∗;m)

to see that f ∈ FY if and only if f ◦ ϕ ∈ F∗, and in this case,

EY (f, f) =
1

2

∫
D

|∇(f ◦ ϕ)|2(z)dx

=
1

2

∫
D

|∇f |2(ϕ(z))|ϕ′(z)|2dz = 1

2

∫
D̂

|∇f(w)|2dw.

The above identity also implies that f ∈ FY
e if and only if f ◦ ϕ ∈ F∗

e , and

EY (f, f) = E∗(f ◦ ϕ, f ◦ ϕ) = 1

2

∫
D̂

|∇f(w)|2dw for f ∈ FY
e .

Let (Ê∗, F̂∗) and F̂∗
e denote the Dirichlet form and extended Dirichlet space of BMD on D̂∗.

We then conclude from Theorem 1.2.5 that FY
e = F̂∗

e . Since the finite measure µ(dz) on D∗

is mutually absolutely continuous with respect to m̂ on D∗, we have by [2, Theorem 5.2.7]

that Y is a time-change of BMD X̂∗ on D∗ (and vice verse). 2
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1.5 Zero Flux Characterization of Generator

The L2-generator (L,D(L)) of (E∗,F∗) is defined as follows: u ∈ D(L) if and only if u ∈ F∗

and there is some f ∈ L2(D; dx) = L2(D∗;m) so that

E∗(u, v) = −
∫
D

f(x)v(x)dx for every v ∈ F∗. (1.5.1)

We denote the above f as Lu. In view of (1.2.1), condition (1.5.1) is equivalent to

1

2

∫
D

∇u(x) · ∇v(x)dx = −
∫
D

f(x)v(x)dx for every v ∈ C∞
c (D) (1.5.2)

and

1

2

∫
D

∇u(x) · ∇uj(x)dx = −
∫
D

f(x)uj(x)dx for every j = 1, . . . , N. (1.5.3)

(1.5.2) says that ∆u exists on D in the distribution sense and f = 1
2
∆u ∈ L2(D; dx). Let us

define the flux N (u)(a∗j) of u at a∗j by

N (u)(a∗j) =

∫
D

∇u(x) · ∇uj(x)dx+
∫
D

∆u(x)uj(x)dx. (1.5.4)

Then (1.5.3) is equivalent to

N (u)(a∗j) = 0. for every j = 1, . . . , N. (1.5.5)

Hence we have established the following.

Theorem 1.5.1 A function u ∈ F∗ is in D(L) if and only if the distributional Laplacian
∆u of u exists as an L2-integrable function on D and u has zero flux at every a∗j . Moreover,
for u ∈ D(L), Lu = 1

2
∆u on D.

Note that when ∂Kj is smooth for j = 1, . . . , N , the by Green-Gauss formula, we have

N (u)(a∗j) =

∫
∂K

∂u(x)

∂n
uj(x)σ(dx),

where n is the unit outward normal vector field of D on ∂D and σ is the surface measure on
∂D. Since uj(x) = 1 on Kj and uj(x) = 0 on Ki with i ̸= j,

N (u)(a∗j) =

∫
∂Kj

∂u(x)

∂n
σ(dx). (1.5.6)

Fix some fj ∈ F∗ so that fj(a
∗
j) = 1 and fj(a

∗
i ) = 0 for i ̸= j; that is, fj ∈ W 1,2

0 (E) so
that fj = 1 D-q.e. on Kj and fj = 0 D-q.e. on Ki for i ̸= j.



14 CHAPTER 1. BROWNIAN MOTION WITH DARNING

Theorem 1.5.2 Suppose that u ∈ W 1,2(D) with ∆u ∈ L2(D; dx) in the distributional sense.
Then

N (u)(aj) =

∫
D

∇u(x) · ∇fj(x)dx+
∫
D

∆u(x)fj(x)dx. (1.5.7)

Proof. Assume that the distributional ∆u of u exists and is in L2(D; dx). Since fj − uj ∈
W 1,2

0 (D), one has∫
D

∇(fj(x)− uj(x)) · ∇u(x)dx+
∫
D

(fj(x)− uj(x))∆u(x)dx = 0,

which establishes (1.5.7). 2

Suppose that E is bounded. Then it is well known that the first eigenvalue of the Dirichlet
Laplacian in E is strictly positive; that is, there is λ1 > 0 so that

D(f, f) ≥ λ1

∫
E

f(x)2dx for f ∈ W 1,2
0 (E).

In view of Theorem 1.2.1 and (1.2.1), this in particular implies that

E∗(u, u) ≥ λ1

∫
D

u(x)2dx for u ∈ F∗.

It follows that (E∗,F∗) is transient and for every f ∈ L2(D; dx), there is u ∈ F∗ so that
E∗(u, v) = −

∫
D
f(x)v(x)dx for every v ∈ F∗. We denote this u by G∗f . It is easy to see (cf.

[2]) that G∗ is the 0-order resolvent of X∗ and G∗f(x) = Ex
[∫∞

0
f(X∗

s )ds
]
on D∗.

Theorem 1.5.3 If E is bounded, then for every f ∈ L∞(D)(= L∞(D;m)), G∗f ∈ D(L)
with LG∗f = −f .

Proof. For f ∈ L2(D; dx), by the strong Markov property of X∗, we have for x ∈ D,

G∗f(x) = GDf(x) + Ex
[∫ ∞

σK∗

f(X∗
s )ds

]
= GDf(x) +

N∑
j=1

G∗f(a∗j)Ex
[
X∗
σK∗ = a∗j

]
= GDf(x) +

N∑
j=1

G∗f(a∗j)φj(x). (1.5.8)

Since D = E \ K is bounded, GD(L
∞(D)) ⊂ L∞(D) ⊂ L2(D). In view of (1.5.8), G∗

has the same property. Hence the resolvent equation G∗f = G∗
1f + G∗

1(G
∗f) yields that

G∗f ∈ D(L) with LG∗f = −f . 2
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1.6 Harmonic Functions and Zero Period Property

Definition 1.6.1 A function u defined on a connected open subset O of D∗ is said to be
X∗-harmonic or BMD-harmonic on O if for every relatively compact open subset O1 of O,

Ex
[
|u
(
X∗
τO1

)
|
]
<∞ and u(x) = Ex

[
u
(
X∗
τO1

)]
for every x ∈ O1. (1.6.1)

Here τO1 := inf{t ≥ 0 : X∗
t /∈ O1}.

Clearly, the restriction to O ∩D of any X∗-harmonic function on O is harmonic there in
the classical sense (i.e. with respect to Brownian motion) and so u is continuous in O ∩D.
It follows that X∗-harmonic functions in O1 is locally bounded.

Proposition 1.6.2 If u is X∗-harmonic in a connected open subset O of D∗, then u is E∗-
quasi-continuous on O. In fact, for every relatively compact open subset O1 of O, there is
some function f ∈ F∗ so that u = f m-a.e. in O1.

Proof. Without loss of generality, we may assume that ∂O1 ⊂ D. Since u is harmonic in
O ∩D, u is C∞-smooth in O ∩D. Let φ ∈ C∞

c (D) so that φ = 1 in a neighborhood of ∂O1.
Note that uφ ∈ C∞

c (D) ⊂ F∗ and

u(x) = Ex
[
(uφ)(X∗

τO1
)
]
= HD∗\O1(uφ)(x) for x ∈ O1.

Since uφ is bounded and compactly supported in D, HD∗\O1(uφ) ∈ F∗
e ∩ L2(D∗;m) = F∗.

It follows that u is E∗-quasi-continuous in O. 2

Lemma 1.6.3 Suppose that u is X∗-harmonic in a connected open subset O of D∗. Then
limO∩D∋x→z u(x) = u(a∗j) for D-q.e. z ∈ Kj ∩ ∂(O ∩D) whenever a∗j ∈ O.

Proof. Suppose that a∗j ∈ O. Let O1 be a relatively compact connected open subset of O
so that O ∩ K∗ = {a∗j}. By Proposition 1.6.2, there is a function f ∈ F∗ so that u = f

m-a.e. in a neighborhood of O1. By Theorem 1.2.2, f is the restriction to D of a function
f̃ ∈ W 1,2

0 (E) that takes constant value D-q.e. on each Ki. Let {Dk; k ≥ 1} be an increasing
sequence of smooth subdomains of D ∩O1 so that Dk ⊂ Dk+1 and ∪k≥1Dk = O1 ∩D. Since
f is harmonic in O ∩D, we have for x ∈ O1 ∩D,

u(x) = f(x) = lim
k→∞

Ex
[
f(XτDk

)
]
= Ex

[
f(XτO1∩D

)
]

= Ex
[
f(XτO1∩D

);XτO1∩D
∈ D ∩ ∂O1

]
+ u(a∗j)Px

(
XτO1∩D

∈ Kj

)
.

Since Kj \Kr
j is semipolar, we conclude limO∩D∋x→z u(x) = u(a∗j) for D-q.e. z ∈ Kj ∩∂(O∩

D). 2

If Kr
j ⊂ Kj for every a

∗
j ∈ O, then every function u that is X∗-harmonic in a connected

open subset O of D∗ is continuous in O. In particular, such u is a harmonic function in
O ∩D, taking boundary value u(a∗j) on each Kj whenever a

∗
j ∈ O.
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Theorem 1.6.4 Suppose that D1 and D2 are two connected subsets of D∗ and that D1∩D2 ̸=
∅. If u is X∗-harmonic in Di for i = 1, 2, then u is X∗-harmonic in D1 ∪D2.

Proof. Let O be a relatively compact open subset of D1 ∪ D2. Let {U (i)
k ; k ≥ 1} be an

increasing sequence of relatively compact open subsets whose union is Di and ∂U
(i)
k is a

smooth subset in D for i = 1, 2. Since {U (1)
k ∪ U (2)

k ; k ≥ 1} forms an open cover for O, there

is some k0 ≥ 1 so that O ⊂ U
(1)
k0

∪ U
(2)
k0

. For notational simplicity, denote U
(i)
k0

by Ui for
i = 1, 2. Note that Oi := O ∩ Ui is a relatively compact open subset of Di, i = 1, 2. We
claim that for every x ∈ O, u(x) = Ex

[
u(X∗

τO
)
]
. In the following we show that the above

holds for every x ∈ O1. The case for x ∈ O2 is analogous.
Let {θt; t ≥ 0} be the shift operator for BMD X∗ on D∗. We use {Ft; t ≥ 0} to denote

the minimal augmented natural filtration generated by X∗. Define a sequence of stopping
times as follows. T1 := τO1 , T2 := τO2 , and for k ≥ 1,

T2k+1 := T2k + τO1 ◦ θT2k and T2k+2 := T2k+1 + τO2 ◦ θT2k+1
.

In view of (1.5.8), Ex [τO] is a bounded function on O and so τO < ∞ Px-a.s. for every
x ∈ O. Note that Tk ≤ τO for every k ≥ 1. Since u is X∗-harmonic in both D1 and D2, we
have for x ∈ O1, Px-a.s.

u(X∗
Tk
) = EX∗

Tk+1

[
u(X∗

Tk+1
)|FTk

]
for every k ≥ 1.

In other words, {u(X∗
Tk
); k ≥ 1} is an {FTk}k≥1-martingale under Px for every x ∈ O1. Let

T := limk→∞ Tk. Since u is bounded and E∗-quasi-continuous on O, we have

u(x) = lim
k→∞

Ex
[
u(X∗

Tk
)
]
= Ex [u(X∗

T )] .

We next show that T = τO. Clearly T ≤ τO Px-a.s.. On {T < τO}, X∗
T (ω) ∈ O = O1 ∪ O2,

say, X∗
T (ω) ∈ O2. There is some large k0 = k0(ω) so that X∗

Tk
(ω) ∈ O2 for all k ≥ k0. This is

impossible as for even k ≥ k0, X
∗
Tk
/∈ O2. So we must have T = τO Px-a.s. and consequently,

u(x) = Ex
[
u(X∗

τO
)
]
for every x ∈ O1. This shows that u is X∗-harmonic in O for every

relatively compact subdomain O of D1 ∪D2 and so u is X∗-harmonic in D1 ∪D2. 2

Let O be a connected open subset of E and v is a harmonic function in O ∩D. Suppose
that Kj ∈ O. Let U be any relatively compact C1-smooth subdomain of O that contains Kj

and that Ki ∩ U = ∅ for any i ̸= j. We define

the period of v at a∗j (or around the compact set Kj) :=

∫
∂U

∂v(x)

∂n
σ(dx),

where n is the inward normal vector field of U on ∂U and σ is the surface measure on ∂U .
Note that by the Green-Gauss formula and the harmonicity of v in O ∩D, the value on the
right hand side is independent of the choice of the subdomain U . Note that E \ K1 may
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be connected or disconnected; see Example 1.1.3(i) and (ii) for these two concrete cases.
The next result says that locally an X∗-harmonic function can be expressed as the Green
potential of a bounded function with compact support that is supported away from that
region.

Lemma 1.6.5 Suppose that v is an X∗-harmonic function in an open subset O1 of D∗. For
any relatively compact open subset O2 ⊂ O1, there is a compactly supported bounded function
f on D∗ with supp[f ] ∩O2 = ∅ such that v = G∗f in O2.

Proof. Let Λi = {j : a∗j ∈ Oi} for i = 1, 2. There is an open subset U1 of E and a relatively
compact open subset U2 of U1 so that ∪j∈Λi

Kj ⊂ Ui and Ui ∩D = Oi ∩D for i = 1, 2. Take
some ψ ∈ C∞

c (U1) so that 0 ≤ ψ ≤ 1 with ψ = 1 on U2. Define f(x) = −1
2
1D(x)∆(ψv)(x).

Note that f ∈ L∞(D; dx) and f = 0 on D \ (O1 \ O2). Hence G∗f ∈ F∗ is X∗-harmonic in
(U2 ∩ D) ∪ {a∗i , i ∈ Λ2} and so is w := ψv − G∗f . On the other hand, (1.5.8) implies that
w is harmonic and hence X∗-harmonic in D. Thus by Theorem 1.6.4, w is X∗-harmonic in
D∗. Since both ψv and G∗f vanish on ∂E = ∂D∗, so is w. Thus by maximum principle for
the bounded X∗-harmonic function w on D∗ (note that a∗j ’s are interior points of D∗), we
have w = 0 on D∗, and in particular v = G∗f in O2. 2

Theorem 1.6.6 Let O be a connected open subset of D∗. An E∗-quasi-continuous function
v is X∗-harmonic in O if and only if v is harmonic in D ∩O and the period of v at a∗i is 0
for every i such that a∗i ∈ O.

Proof. The assertion trivially holds if O does not contain any a∗i . In view of Theorem 1.3.1
and Theorem 1.6.4, without loss of generality, we may and do assume that E is bounded
with smooth boundary ∂E, D∗ = O and that D∗ contains exactly one a∗1 (that is, K consists
of exactly one compact set K1).

Since we do not assume that K ⊂ Kr, the function u1 may not be continuous on K and
hence {x ∈ E : u1(x) > 1 − ε} may not be an open set that decreases to K as ε ↓ 0. We
will construct a continuous function ψ1 on E taking values in [0, 1] that is 1 precisely on K,
smooth in D and the open set {x ∈ E : u1(x) > 1− ε} decreases to K as ε ↓ 0. For this, we
first recall a result about the regularized distance function. Let dK(x) denote the Euclidean
distance between x and K. By [18, Theorem 2, p. 171], there exists a C∞-smooth function
δK(x) in K

c and constants c1 > c2 > 0 so that

c2dK(x) ≤ δK(x) ≤ c1dK(x) and |∇δK(x)| ≤ c1 for every x ∈ Kc.

Clearly, δK(x) extends to be a continuous function on Rd after setting δK(x) = 0 for x ∈ K.
Let U1 and U2 be relatively compact open subsets of E such that K1 ⊂ U1 ⊂ U1 ⊂ U2 ⊂
U2 ⊂ E so that δK(x) < 1 for x ∈ U2. Take some ψ ∈ C∞

c (U2) so that 0 ≤ ψ ≤ 1 with ψ = 1
on U1. Define

ψ1(x) = (1− δK(x))ψ. (1.6.2)
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Clearly, ψ1 ∈ C∞
c (U2) with 0 ≤ ψ1 ≤ 1 ψ1(x) = 1 if and only if x ∈ K1.

Suppose that v is X∗-harmonic in D∗. For ε ∈ (0, 1), let ηε be the boundary of the
connected component of {x ∈ E : ψ1(x) > 1− ε} that contains K1. By Sard’s theorem (see,
e.g., [15]), there is a set N0 having zero Lebesgue measure so that for every ε ∈ (0, 1) \ N0,
ηε is a C∞-smooth (d − 1)-dimensional hypersurface. Take a decreasing sequence {εn, n ≥
1} ∈ (0, 1) \ N0 with limn→∞ εN = 0. Since {x ∈ E : ψ1(x) > 1 − εn} decreases to K1, we
may assume that each ηεn is contained inside U1. Call the connected component of Rd \ ηε
that contains K1 the interior of ηε.

By Lemma 1.6.5, there is a bounded compactly supported function f onD∗ with supp[f ]∩
U1 = ∅ so that v = G∗f in U1. By the Green-Gauss formula, Theorems 1.5.1, 1.5.2 and 1.5.3,
we have

period of v at a∗1 = lim
n→∞

∫
ηεn

∂G∗f(ξ)

∂nξ
σ(dξ)

= lim
n→∞

1

1− εn

∫
ηεn

∂G∗f(ξ)

∂nξ
ψ1(ξ)σ(dξ)

= lim
n→∞

1

1− εn

∫
D\int(ηN )

(∇ψ1 · ∇G∗f + ψ1∆G
∗f) dx

=

∫
D

∇ψ1(x) · ∇G∗f(x)dx+

∫
D

ψ1(x)∆G
∗f(x)dx

= 2N (G∗f)(a∗1) = 0.

Here n denote the unit inward normal vector field on ηεn for the interior of ηεn .
Conversely, assume that v is an E∗-quasi-continuous function on D∗ that is harmonic in

D and has zero period at a∗1. Let the relatively compact open subsets U1 ⊂ U2 of E, the
smooth function ψ and the smooth curves ηεn be defined as above. Set φ(x) = Px(σa∗1 <∞).
Observe that φ ∈ W 1,2(D) and the function w := ψv − v(a∗1)φ is smooth in D, vanishing
D-q.e. on ∂D. So w = GDf ∈ W 1,2

0 (D), where f = −1D(x)12∆w(x). We have therefore

ψv = w + v(a∗1)φ ∈ F∗ with ∆(ψv) ∈ L2(D; dx).

Since v has zero period at a∗1, we have by the Green-Gauss formula that

0 = lim
n→∞

∫
ηεn

∂v(ξ)

∂nξ
σ(dξ) = lim

n→∞

∫
ηεn

∂(ψv)(ξ)

∂nξ
σ(dξ)

= lim
n→∞

1

1− εn

∫
ηεn

∂(ψv)(ξ)

∂nξ
ψ1(ξ)σ(dξ)

= lim
n→∞

1

1− εn

∫
D\int(ηN )

(∇ψ1 · ∇(ψv) + ψ1∆(ψv)) dx

=

∫
D

∇ψ1(x) · ∇(ψv)(x)dx+

∫
D

ψ1(x)∆(ψv)(x)dx

= 2N (ψv)(a∗1),
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where the last equality is due to Theorem 1.5.2. Hence we conclude by Theorem 1.5.1 that
ψv ∈ D(L).

Let g := −1D(x)12∆(ψv)(x), which is smooth and compactly supported. Define w1 =
G∗g, which by Theorem 1.5.3, is in D(L) ⊂ F∗ with Lw1 = −g. Since

E∗(ψv − w1, u) = −(L(ψv − w1), u) = −1

2
(∆(ψv − w1) = 0 for every u ∈ F∗,

and that (E∗,F∗) is transient, we have ψv = w = G∗g. Since g = 0 and v = ψv = G∗g on
U1, v is X

∗-harmonic in U1. This together with Theorem 1.6.4 implies that v is X∗ harmonic
in D∗. 2

Remark 1.6.7 Let Y be Brownian motion in E reflected on compact sets Kj, j = 1, . . . , N .
Then harmonic functions of Y in D = E \K have zero normal derivatives at Kj ∩ ∂D and
hence zero period around each Kj. However these harmonic functions typically do not take
constant values on Kj ∩ ∂D. BMD-Harmonic functions in O ⊂ D∗ takes constant values
on Kj whenever a

∗
j ∈ O. This property is important for the Riemann mapping theorem in

multiply connected domains in C ∼= R2; see Section 1.10.

1.7 Harmonic Conjugate

Throughout this section, the dimension d = 2. The next theorem is a consequence of
Theorem 1.6.6. Note that in multiply connected planar domains, classical harmonic functions
(i.e. with respect to Brownian motion) in D can only locally be realized as the imaginary
(or real) part of an analytic function in D. Theorem 1.7.1 shows that BMD is the right tool
to study complex analysis in multiply connected domains in R2.

Theorem 1.7.1 Suppose that D := E \K is connected. If v is X∗-harmonic on D∗, then
−v

∣∣
D
admits a harmonic conjugate u on D uniquely up to an additive real constant in D so

that f(z) = u(z) + iv(z), z ∈ D, is an analytic function in D.

Proof. Fix some z0 ∈ D and the value u(z0). For any z ∈ D, define

u(z) = u(z0)−
∫
γ

∂v(ξ)

∂nξ
σ(dξ), (1.7.1)

where γ is a C2-smooth simple curve in D that connects z0 to z, σ(dξ) is the arc-length
measure along γ and n the unit normal vector field along γ in the counter-clockwise direction
(that is, if γ is parameterized by (x(t), y(t)), then n is the unit vector pointing to the same
direction as (y′(t),−x′(t))). By the zero period property of v, the value of v(x) is independent
of the choice of the smooth C2 simple curve γ that joins z0 to z and hence well defined. One
checks easily that (u, v) satisfies the Cauchy-Riemann equation and hence f(z) := u(z)+iv(z)
is an analytic function in D. 2
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1.8 Boundary Process

Let µ be the counting measure on K∗ = {a∗1, . . . , a∗N}. Since each a∗j has positive capacity
with respect to the Dirichlet form (E∗,F∗), µ is a smooth measure with respect to the BMD
X∗. Let Aµ be the positive continuous additive functional (PCAF in abbreviation) of X∗

having µ as its Revuz measure. Define its inverse

τt = inf{s > 0 : Aµs > t}.

The time changed process Yt := X∗
τt is the trace (boundary) process of X∗ on K∗. It is a

µ-symmetric continuous-time finite state Markov chain on K∗. Let (Ě∗, F̌∗) be the Dirichlet
form of Y on K∗. It is known that F̌∗

e = F∗
e |K∗ , F̌∗ = F̌e∩L2(K∗;µ), which is just L2(K∗, µ)

as K∗ is finite, and

Ě∗(u, v) = E∗(HK∗u,HK∗v) =
N∑

i,j=1

u(a∗i )u(a
∗
j)E∗(φi, φj) for u, v ∈ F̌∗.

It follows that Y has infinitesimal generator LY in L2(K∗;µ)

LY v(k) = −
N∑
j=1

E∗(φi, φj)v(j) for v ∈ RN .

In other words, (qij := −E∗(φi, φj))1≤i,j≤N is the Q-matrix for the finite-state Markov chain

Y , which in particular implies that qkj ≥ 0 for every pair k ̸= j and
∑N

j=1 qkj ≤ 0 for every
1 ≤ k ≤ N . We can also check the above property directly. Note that for i ̸= j,

qij = −Ě∗(1{a∗i },1{a∗j})

=
1

4

(
E∗(1{a∗i } − 1{a∗j},1{a∗i } − 1{a∗j})− Ě∗(1{a∗i } + 1{a∗j},1{a∗i } + 1{a∗j})

)
≥ 1

4

(
E∗(|1{a∗i } − 1{a∗j}|, |1{a∗i } − 1{a∗j}|)− Ě∗(1{a∗i } + 1{a∗j},1{a∗i } + 1{a∗j})

)
=

1

4

(
E∗(1{a∗i } + 1{a∗j},1{a∗i } + 1{a∗j})− Ě∗(1{a∗i } + 1{a∗j},1{a∗i } + 1{a∗j})

)
= 0,

while

N∑
j=1

qij = −
N∑
k=1

Ě∗(1{a∗i },1{a∗k})

= −
N∑
k=1

E∗(HK∗1{a∗i },HK∗1{a∗k}) = E∗(HK∗1{a∗i },HK∗1K∗)

= −D(φi,HK1K) ≤ 0
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as HK1K(x) = Px(σK < ∞) is the zero-order equilibrium potential of K in E and φi ≥ 0.
Let

κi =
N∑
j=1

E∗(1{a∗i },1{a∗k}) = −
N∑
k=1

qik.

Then for u ∈ F̌∗ = L2(K∗;µ),

Ě∗(u, u) =
1

2
(u(a∗i )− u(a∗j))

2qij +
N∑
i=1

u(a∗i )
2κi. (1.8.1)

Hence we have the following.

Theorem 1.8.1 The boundary process X̌∗ on K∗ is a Markov chain on K∗ with Q-matrix
(qij); that is, X̌

∗ is a continuous-time symmetric Markov chain on K∗ with jumping inten-
sities qij for i ̸= j and killing rates κi.

1.9 Green Function and Poisson Kernel

Recall that G∗ is the 0-resolvent of BMD X∗ in D∗ and GD is the Green function of Brownian
motion XD in D. The next theorem gives the explicit expression for the Green function
G∗(x, y) of X∗.

Theorem 1.9.1 Let Φ(z) = (φ1(x), . . . , φN(z)) and A an N × N-matrix whose (i, j)-
component pij is the period of φj around the compact set Ki. Then A is symmetric and
invertible. For any Borel measurable function f ≥ 0 on D∗,

G∗f(x) =

∫
D

G∗(x, y)f(y)m(dy),

where

G∗(x, y) = GD(x, y) + 2Φ(x)A−1 · Φ(y) for x ∈ D∗and y ∈ D. (1.9.1)

Proof. For any f ∈ Cc(D), by Theorem 1.5.3 and (1.5.8), G∗f is X∗-harmonic in O :=
D∗ \ supp[f ] and that

G∗f(x) = GDf(x) +
N∑
j=1

G∗f(a∗i )φj(z). (1.9.2)

By the same reasoning for the construction of the function ψ1 in (1.6.2), for each i ∈
{1, . . . , N}, there is a ψi ∈ Cc(E) so that 0 ≤ ψ1 ≤ 1, ψi ∈ C∞

c (D), ψi(x) = 1 if and only
if x ∈ Ki, and that ψi and ψj have disjoint support for i ̸= j. Now fix i ∈ {1, . . . , N}. For
ε ∈ (0, 1), let ηε be the boundary of the connected component of {x ∈ E : ψi(x) > 1−ε} that
containsKi. Again by Sard’s theorem, there is a setNi having zero Lebesgue measure so that
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for every ε ∈ (0, 1)\Ni, ηε is a C
∞-smooth (d−1)-dimensional hypersurface. Take a decreas-

ing sequence {εn, n ≥ 1} ∈ (0, 1) \ Ni with limn→∞ εN = 0. Since {x ∈ E : φi(x) > 1− εn}
decreases to Kj, we may assume that each ηεn is contained inside O. Let us call the con-
nected component of Rd \ ηε that contains Ki the interior of ηε. Since f ∈ Cc(D), G∗f is
X∗-harmonic in a neighborhood of a∗i and so it has zero period at a∗i by Theorem 1.6.6.
Moreover,

GDf ∈ W 1,2
0,e (D) with ∆GDf = −2f. (1.9.3)

By computing the period of both side of (1.9.2) at a∗i , we deduce from the Green-Gauss
formula that

N∑
i=1

pijG
∗f(a∗j) = − lim

n→∞

∫
ηεn

∂GDf(y)

∂n
σ(dy)

= − lim
n→∞

1

1− εn

∫
ηεn

∂GDf(y)

∂n
ψi(y)σ(dy)

= − lim
n→∞

1

1− εn

∫
D\int(ηεn )

(ψi(y)∆GDf(y) +∇ψi(y) · ∇GDf(y)) dy

= 2

∫
D

ψi(y)f(y)dy −
∫
D

∇ψi(y) · ∇GDf(y)dy. (1.9.4)

Since ψi − φi is a bounded function in W 1,2
0,e (D), by (1.9.3),∫

D

∇(ψi − φi)(y) · ∇GDf(y)dy = 2

∫
D

(ψi(y)− φi(y))f(y)dy.

Thus we have from (1.9.4) that

N∑
i=1

pijG
∗f(a∗j) = 2

∫
D

φi(y)f(y)dy −
∫
D

∇φi(y) · ∇GDf(y)dy

= 2

∫
D

φi(y)f(y)dy.

In the last equality we used the fact that GDf ∈ W 1,2
0,e (D) and φi isD-orthogonal toW 1,2

0,e (D).
Since {φi; 1 ≤ i ≤ N} are linearly independent as functions on D and a∗i ’s are non-polar,
the above identity implies that A is invertible and

(Gf ∗(a∗1), . . . , G
∗f(a∗N))

tr = 2A−1

∫
D

Φ(y)trf(y)dy.

Here the superscript “tr” stands for vector transpose. This together with (1.9.2) establishes
(1.9.1). Since G∗(z, ζ) is symmetric in x and ζ, it follows from (1.9.1) that A−1 is symmetric
and so is A. This completes the proof of the theorem. 2

We call the kernel G∗(x, y) the Green function of X∗ in D∗.
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Lemma 1.9.2 For each x ∈ D∗, y → G∗(x, y) extends to be an E∗-quasi-continuous X∗-
harmonic function on D∗ \ {x}. If Kj ⊂ Kr

j for each j, then y → G∗(x, y) extends to be a
continuous X∗-harmonic function on D∗ \ {x}.

Corollary 1.9.3 For each j ∈ {1, . . . , N}, the period of y 7→ GD(x, y) and y 7→ G∗(a∗i , y)
around Kj are −2φj(x) and 2δij, respectively.

Proof. Computing the period around Kj on both sides of (1.9.1), we have by Theorem 1.6.6
and Lemma 1.9.2 that for x ∈ D, the period of y 7→ GD(x, y) around Kj equals

−2Φ(x)A−1 · (pj1, . . . , pjn) = −2Φ(x) · ej = −2φj(x).

Here ej denotes the unit vector in the positive direction of the xj-axis. Since G∗(a∗j , y) =
2Φ(a∗j)A−1 · Φ(y), its period around Kj is

2Φ(a∗i )A−1 · (pj1, . . . , pjn) = 2Φ(a∗i ) · ej = 2φj(a
∗
i ) = 2δij.

2

Without loss of generality, we may and do assume that ∂E is smooth. We use σ to denote
the Lebesgue surface measure on ∂E. Define

K∗(x, z) :=
1

2

∂G∗(x, z)

∂nz
for x ∈ D∗ and z ∈ ∂E.

Here nz denotes the inward normal vector field for E on ∂E. Since y 7→ G∗(x, y) vanishes
continuously on ∂E, K∗(x, z) ≥ 0 for x ∈ D∗ and z ∈ ∂E. Note that for each fixed z ∈ ∂E,
x 7→ K∗(x, z) is an X∗-harmonic function in D∗. We call K∗ the Poisson kernel of X∗. For
each z ∈ ∂D, define

KD(x, z) =

{
1
2
∂GD(x,z)
∂nz

for x ∈ D,

0 for x ∈ K∗,

which is the classical Poisson kernel for Brownian motion in D (more precisely, on the part
of ∂E ⊂ ∂E). By (1.9.1), we have for x ∈ D∗ and z ∈ ∂E,

K∗(x, z) = KD(x, z) + Φ(x)A−1 · ∂Φ(z)
∂nz

. (1.9.5)

Recall that X is Brownian motion in Rd.

Lemma 1.9.4 For every bounded continuous function f on ∂E,

Ex[f(XτD);XτD ∈ ∂E] =

∫
∂E

KD(x, z)f(z)σ(dz) for x ∈ D.
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Proof. When D is a bounded smooth domain, this is a classical result. So the main point of
the proof is to take care of the case when ∂Kj may be non-smooth and that E may be possibly
unbounded. We first assume that f ∈ Cb(∂E) is nonnegative. Let Dk be an increasing
sequence of bounded smooth subdomains of D so that ∪k≥1Dk = D, Dk∩Kj = ∅, the relative
interior of ∂E∩∂Dk+1 contains ∂E∩∂Dk and ∂E ⊂ ∪k≥1∂Dk. Clearly GDk

(x, y) ≤ GD(x, y)
and limk→∞GDk

(x, y) = GD(x, y) for x, y ∈ D. For x ∈ Dk and z ∈ ∂Dk, define

KDk
(x, z) =

∂GDk
(x, z)

∂n
(k)
z

,

where n
(k)
z is the unit inward normal vector field of Dk on ∂Dk. It is well known (cf. [16])

that

Ex[f(XτDk
);XτDk

∈ ∂E] =

∫
∂E∩∂Dk

KDk
(x, z)f(z)σ(dz) for every x ∈ Dk. (1.9.6)

By the strong Markov property of X, one has

GD(x, y) = GDk
(x, y) + Ex

[
GD(XτDk

, y);XτDk
∈ D

]
for x ∈ Dk and y ∈ D. (1.9.7)

For each z ∈ ∂E, let ε > 0 so that B(z, 2ε) ∩ Dc = ∅. Fix some y0 ∈ B(z, ε) ∩ D. By the
boundary Harnack principle for Brownian motion, there is a constant c ≥ 1 so that

GD(x, y)

GD(x, y0)
≤ c

δ∂E(y)

δ∂E(y0)
for every x ∈ B(z, 2ε)c ∩D and y ∈ B(z, ε).

Here δ∂E(y) denotes the Euclidean distance between y and ∂E. Taking y → z along the
normal direction at z gives

KD(x, z)

GD(x, y0)
≤ c

δ∂E(y0)
for every x ∈ B(z, 2ε)c ∩D. (1.9.8)

It follows from (1.9.7)

KD(x, z) = KDk
(x, z) + Ex

[
KD(XτDk

, z);XτDk
∈ D

]
for x ∈ D and z ∈ ∂E ∩ ∂Dk.

Similarly, for x ∈ Dk and z ∈ ∂E ∩ ∂Dk,

KDk+1
(x, z) = KDk

(x, z) + Ex
[
KDk+1

(XτDk
, z);XτDk

∈ Dk+1

]
≥ KDk

(x, z).

Thus in view of (1.9.8), we have

KD(x, z) =↑ lim
k→∞

KDk
(x, z) for x ∈ D and z ∈ ∂E.

Now taking k → ∞ in (1.9.6), we have by the monotone convergence theorem that the
theorem holds for nonnegative f ∈ Cb(∂E) and hence for general f ∈ Cb(∂E). 2
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Theorem 1.9.5 (i) For each x ∈ D∗,
∫
∂E
K∗(x, z)σ(dz) ≤ 1; the equality holds if E is

bounded.

(ii) For every bounded measurable function f on ∂E, the function

H∗f(x) :=

∫
∂E

K∗(x, z)f(z)σ(dz), z ∈ D∗

is well defined and is a bounded X∗-harmonic function in D∗. Moreover, for any point
z ∈ ∂E at which f is continuous,

lim
x→z,x∈D

H∗f(x) = f(z). (1.9.9)

(iii) For every bounded continuous function f on ∂E,

Ex[f(X∗
ζ−);X

∗
ζ− ∈ ∂E] =

∫
∂E

K∗(x, z)f(z)σ(dz) for every x ∈ D∗. (1.9.10)

Proof. (i) Let Uj be relatively compact smooth sub-domains of E so thatKj ⊂ Uj, U i∩U j =
∅ for i ̸= j. When E is bounded, it follows from (1.9.5) and the Green-Gauss formula that
for x ∈ D∗∫

∂E

K∗(x, z)σ(dz) =

∫
∂E

KD(x, z)σ(dz) + Φ(x)A−1 ·
∫
∂E

∂Φ(z)

∂nz
σ(dz)

=

∫
∂E

KD(x, z)σ(dz) + Φ(x)A−1 ·
N∑
j=1

∫
∂Uj

∂Φ(z)

∂nz
σ(dz)

=

∫
∂E

KD(x, z)σ(dz) + Φ(x)A−1 · A1

=

∫
∂E

KD(x, z)σ(dz) +
N∑
i=1

φi(x)

= Px(XτD ∈ ∂E) +
N∑
i=1

Px(XτD ∈ Ki)

= 1.

We used Lemma 1.9.4 for the second to the last equality.
When E is unbounded, let {Ek, k ≥ 1} be an increasing sequence of bounded smooth

subdomains of E so that ∪k≥1Ek = E, ∪k≥1∂Ek = ∂E, the relative interior of ∂Dk+1 ∩ ∂E
contains ∂Dk ∩ ∂E, and that Uj ⊂ E1 for j = 1, . . . , N . Let Dk := Ek \ K, D∗

k = Dk ∪
{a∗1, . . . , a∗N}. The Green function of Brownian motion X in Dk is denoted by GDk

and
the Green function of the BMD in D∗

k is denoted as G∗
Dk

. Similar notations applies to the
Poisson kernels KDk

and K∗
Dk

. Recall from Theorem 1.3.1 that the part process X∗,D∗
k of
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BMD X∗ in D∗ killed upon leaving D∗
k is the BMD in D∗

k. By the same argument as that
for (1.9.7)-(1.9.8), we have for every z ∈ ∂E, there is ε > 0 and y0 ∈ D ∩B(z, ε) so that

K∗(x, z)

G∗(x, y0)
≤ c

δ∂E(y0)
for every x ∈ B(z, 2ε)c ∩D (1.9.11)

and that

K∗(x, z) = K∗
Dk

(x, z) + Ex
[
K∗(X∗

τD∗
k

, z);X∗
τD∗

k

∈ D∗
]

for x ∈ D∗
k and z ∈ ∂E ∩ ∂Dk.

Similar relation holds with K∗
Dk+1

and D∗
k+1 in place of K∗ and D∗ and thus we have

K∗
Dk+1

(x, z) ≥ K∗
Dk

(x, z) for x ∈ D∗
k and z ∈ ∂E ∩ ∂Dk.

It follows from the above two displays that

K∗(x, z) =↑ lim
k→∞

K∗
Dk

(x, z) for x ∈ D∗ and z ∈ ∂E. (1.9.12)

By Fauto’s lemma, for every z ∈ D∗,∫
∂E

K∗(x, z)σ(dx) ≤ lim
k→∞

∫
∂E∩∂Ek

K∗
Dk

(x, z)σ(dx) ≤ lim
k→∞

∫
∂Ek

K∗
Dk

(x, z)σ(dx) = 1.

This establishes (i).
(ii) The first part follows from the fact that for each z ∈ ∂E, x 7→ K∗(x, z) isX∗-harmonic

in D∗, (i) and Fubini’s theorem. It follows from (1.9.5) that

Hf(x) =

∫
∂E

KD(x, z)f(z)σ(dz) +
N∑
j=1

cjφj(x),

for some constants c1, . . . , cN . Defining f(z) = cj for z ∈ Kj, we then have by Lemma 1.9.4
that Hf(x) = Ex [f(XτD)] for x ∈ D. Property (1.9.9) now follows from the corresponding
result for Brownian motion.

(iii) Clearly by the strong Markov property of X∗, h(x) := Ex[f(X∗
ζ−)] is a bounded X∗-

harmonic function in D∗. Since the part process X∗,D of X∗ in D is just the Brownian motion
killed upon leaving D, we conclude from the corresponding classical result for Brownian
motion that h is continuous up to the boundary ∂D∗ = ∂E with boundary value f . On the
other hand, we know from (ii) that Hf is also a bounded X∗-harmonic function in D∗ that
is continuous up to the boundary ∂D∗ = ∂E with the same boundary value f . Thus when E
is bounded, by the maximum principle, we must have h = Hf . When E is unbounded, let
Ek be an increasing sequence of bounded smooth domains approximating E as in the proof
of (i) above, Dk = Ek \K and D∗

k = D ∪ {a∗1, . . . , a∗N}. Define τ ∗k := inf{t > 0 : X∗
t /∈ D∗

k}.
Since

Ex[f(X∗
τ∗k−

);X∗
τ∗k−

∈ ∂E] =

∫
∂E

K∗
Dk

(x, z)f(z)σ(dz) for every x ∈ D∗,

and limk→∞ f(X∗
τ∗k−

)1{X∗
τ∗
k
−∈∂E} = f(X∗

ζ−)1{X∗
ζ−∈∂E} Px-a.s., we have by (1.9.12) and the

monotone convergence theorem that (1.9.10) holds for nonnegative f ∈ Cb(∂E) and hence
for general f ∈ Cb(∂E). The proof of the theorem is now complete. 2
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1.10 Applications to Complex Analysis

The classical Riemann mapping theorem asserts that any simply connected planar domain
can be conformally mapped onto the upper half space H. The Riemann mapping theorem
also holds for multiply connected domains. BMD can be used to give an “explicit” comformal
mapping that maps multiply connected planar domains into the canonical slit domains.

In this section, let d = 2. Denote by H the upper half plane in C ∼= R2. We consider the
set

D = H \K, where K =
N∪
j=1

Kj, (1.10.1)

for mutually disjoint compact continua K1, · · · , KN contained in H such that for H \Kj is
connected for each j. Let K∗ = {a∗1, · · · , a∗N} obtained from H by regarding each continuum
Kj as a one point a∗j . Denote by ZH = (ZH

t ,PH
z ) the absorbing Brownian motion on H and

by Z∗ = (Z∗
t ,P∗

z) the BMD on D∗ = D ∪K∗.
For r > 0, let Γr = {z = x+ iy : y = r} and

v∗(z) := lim
r→∞

r · P∗
z(σΓr <∞), z ∈ D∗. (1.10.2)

Theorem 1.10.1 (i) The function v∗ on D∗ is well defined and is Z∗-harmonic on D∗.

(ii) v∗
∣∣
D
admits a unique harmonic conjugate u∗ such that f(z) = u∗(z)+ iv∗(z), z ∈ D, is

analytic on D and

f(z) = z +
a

z
+ o(

1

z
), z → ∞ (1.10.3)

for some positive constant a.

(iii) Suppose that each ∂Ki is a piecewise Lipschitz curve. Then the analytic function f is

a conformal mapping from H \
∪N
i=1Ki onto H \

∪N
i=1 C̃i, where C̃i, 1 ≤ i ≤ N , are

mutually disjoint horizontal line segments in H.

We refer the reader to [7] for a proof of the above theorem. We remark here that the
way of constructing v∗ in the above theorem is due to G. Lawler [14], where the excursion
reflected Brownian motion on the N -connected domain is utilized in place of BMD. The
condition “each ∂Ki is a piecewise Lipschitz curve” imposed in Theorem 1.10.1(iii) is a
technical assumption. It can be dropped with some extra work.

The complex Poisson kernelK∗
D(x, z) presented in the previous section plays an important

role for the chordal Komatu-Loewner equation in multiply connected domains. See [7] for
details.
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Chapter 2

Boundary Trace of Symmetric
Markov Processes

Time change is one of the most basic and very useful transformations for Markov processes,
which has been studied by many authors. The following is a prototype of the problem that
will be studied in this chapter.

Example 2.0.2 Suppose X is a Lévy process in Rn that is the sum of a Brownian motion
in Rn and an independent rotationally symmetric α-stable process in Rn, where n ≥ 1 and
α ∈ (0, 2). The Dirichlet form associated with X is (E ,W 1,2(Rn)), where

E(f, g) = 1

2

∫
Rn

∇f(x) · ∇g(x)dx+ 1

2

∫
Rn×Rn

(f(x)− f(y))(g(x)− g(y))
c(n, α)

|x− y|d+α
dxdy

for f, g ∈ W 1,2(Rn). Denote by B(x, r) the open ball in Rn centered at x ∈ Rn with radius
r. Its Euclidean closure is denoted by B(x, r). Let F = B(0, 1) ∪ ∂B(x0, 1), where x0 ∈ Rn

with |x0| = 3. What is the trace process of X on the closed set F? See Figure 2.1.

Figure 2.1: Example 2.0.2

More precisely, let µ(dx) := 1B(0,1)(x) dx+σ∂B(x0,1)(dx), where σ∂B(x0,1) denotes the Lebesgue

surface measure of ∂B(x0, 1). It is easy to see that µ is a smooth measure ofX and it uniquely
determines a positive continuous additive functional Aµ = {Aµt , t ≥ 0} of X having µ as its
Revuz measure. Define its inverse

τt := inf{s > 0 : Aµs > t} for t ≥ 0.

Then the time-changed process Yt := Xτt is a µ-symmetric Markov process on F , which can
be regarded as the trace process of X on F . So the more precise question is

Question: Can we characterize the time-changed process Y ?

In this Chapter, we will answer the above question in the general setting of a symmetric
Markov process and a quasi-closed set F .

29
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2.1 Preliminaries

Let E be a Lusin space, m a σ-finite measure on it andX anm-symmetric right process on E.
Let (E ,F) be the Dirichlet form on L2(E;m) associated with X, which is known to be quasi
regular. In view of the quasi homeomorphism method (see [2, §1.4], without loss of generality,
we may and do assume that E is a locally compact separable metric space, m is a positive
Radon measure on E with supp[m] = E, (E ,F) is a regular symmetric Dirichlet form in
L2(E;m), and X = (Xt,Px, ζ) is an m-symmetric Hunt process associated with (E ,F). We
will use (E ,Fe) to denote the extended Dirichlet space of (E ,F) and E1 := E + (· , ·)L2(E;m).
The expectation with respect to the probability measure Px will be denoted as Ex. We
will use the convention that any function defined on E is extended to E∂ := E ∪ {∂} by
taking value 0 at the cemetery point ∂ that is added to E as a one-point compactification.
Every element u in Fe then admits a quasi continuous version and we will assume that
functions in Fe are always represented by their quasi continuous versions. In the sequel, the
abbreviations CAF, PCAF and MAF stands for “continuous additive functional”, “positive
continuous additive functional” and “martingale additive functional”, respectively, whose
definitions can be found both in [2]. We also refer readers to the above book for notions
such as m-polar and E-quasi everywhere (E-q.e. in abbreviation) as well as for the following
facts.

Consider a Lévy system (N(x, dy), H) for the m-symmetric Hunt process X on E. The
Revuz measure of the PCAF H of X will be denoted as µH . We define

J(dx, dy) = N(x, dy)µH(dx) and κ(dx) = N(x, {∂})µH(dx) (2.1.1)

as the jumping measure and the killing measure ofX (or, equivalently, of (E ,F)). For square-
integrable martingales M and N , we use [M ] to denote the quadratic variation process of
M , and define their quadratic covariation process [M,N ] by ([M + N ] − [M − N ])/4. The
dual predictable projection of [M ] and [M,N ] are denoted as ⟨M⟩ and ⟨M,N⟩, respectively.
For u ∈ Fe, the following Fukushima’s decomposition holds:

u(Xt)− u(X0) =M
[u]
t +N

[u]
t , t ≥ 0,

where M [u] is a MAF of X of finite energy and N [u] is a CAF of X having zero energy. Let
M [u],c be the continuous martingale part ofM [u],M [u],j andM [u],k be the purely discontinuous
martingales with

M
[u],j
t −M

[u],j
t− = (u(Xt)− u(Xt−))1{t<ζ} and M

[u],k
t −M

[u],k
t− = −u(Xζ−)1{t=ζ},

respectively. Then M
[u],c
t +M [u],j +M [u],k is an orthogonal decomposition of M

[u]
t . ⟨M [u]⟩,

⟨M [u],c⟩, ⟨M [u],j⟩ and ⟨M [u],k⟩ are PCAFs of X. We use µ⟨u⟩, µ
c
⟨u⟩, µ

j
⟨u⟩ and µk⟨u⟩ to denote

their Revuz measures on E, respectively. Then

µ⟨u⟩ = µc⟨u⟩ + µj⟨u⟩ + µk⟨u⟩. (2.1.2)
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It is known that

µj⟨u⟩(dx) =

∫
E

(u(x)− u(y))2J(dx, dy) and µk⟨u⟩(dx) = u(x)2κ(dx). (2.1.3)

For u ∈ bFe, it holds that∫
E

f(x)µ⟨u⟩(dx) = 2E(u, uf)− E(u2, f) for f ∈ bFe. (2.1.4)

Let {Pt, t ≥ 0} be the transition semigroup of X.

The following facts are well-known; see [2, Chapter 4]. For u ∈ L2(E;m), u ∈ F if and
only if supt>0

1
t
(u− Ptu, u)L2(E;m) <∞; and for u ∈ F ,

E(u, u) = lim
t→0

1

t
(u− Ptu, u)L2(E;m)

= lim
t→0

1

2t
Em

[
(u(Xt)− u(X0))

2
]
+ lim

t→0

1

2t

∫
E

u(x)2(1− Pt1(x))m(dx). (2.1.5)

Moreover, for u ∈ Fe,

lim
t→0

1

t

∫
E

u(x)2(1− Pt1(x))m(dx) =

∫
E

u(x)2κ(dx), (2.1.6)

and

lim
t→0

1

t
Em

[
(u(Xt)− u(X0))

2
]
= µc⟨u⟩(E) + µj⟨u⟩(E) + µk⟨u⟩(E). (2.1.7)

It follows from (2.1.6) and (2.1.7) that for u ∈ Fe,

lim
t→0

1

t
Em

[
(u(Xt)− u(X0))

2; t < ζ
]
= µc⟨u⟩(E) +

∫
E×E

(u(x)− u(y))2J(dx, dy). (2.1.8)

By (2.1.5) and (2.1.7), the following Beurling-Deny decomposition holds for the Dirichlet
form (E ,F),

E(u, u) =
1

2
µc⟨u⟩(E) +

1

2
µj⟨u⟩(E) + µk⟨u⟩(E)

=
1

2
µc⟨u⟩(E) +

1

2

∫
E×E

(u(x)− u(y))2J(dx, dy) +

∫
E

u(x)2κ(dx) for u ∈ Fe.

The above Beurling-Deny decomposition can be regarded as the analogy to symmetric
Markov processes of the Lévy-Khinchin formula for Lévy processes. It characterizes the
continuous part, the pure jumping part and the killings of the strong Markov process X.
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2.2 Time Changes and Trace Dirichlet Forms

Given a PCAF A of the Hunt process X with exceptional set N , let µ = µA be its Revuz
measure and define the support F of A by

F = {x ∈ E \N : Px(R = 0) = 1}, (2.2.1)

where R(ω) := inf{t > 0 : At(ω) > 0}. It is known (see [2, (A.3.11) and Theorem 3.3.3])
that F is a nearly Borel finely closed set with respect to the Hunt process X|E\N and thus is
quasi closed. We denote F ∪ {∂} by F∂ regarding it as a topological subspace of E∂. Recall
that X∞(ω) is defined to be ∂. The right continuous inverse τt of the PCAF A is defined by

τt(ω) =

{
inf{s : As(ω) > t} if t < Aζ(ω)−(ω),
∞ if t ≥ Aζ(ω)−(ω).

We let
X̌t(ω) = Xτt(ω)(ω), t ≥ 0, ζ̌(ω) = Aζ(ω)−(ω).

It is known (see [2, Theorem A.3.9]) that X̌ = (X̌t, ζ̌, {Px}x∈F∂
) is a right process with state

space (F∂,B
∗(F∂)), which is called the time-changed process of the Hunt process X by the

PCAF A. Here b∗(F∂) is the σ-field of nearly Borel measurable subsets of F∂.
Define

HFg(x) = Ex [g(XσF );σF <∞] , x ∈ E, g ∈ B+(F ). (2.2.2)

The following result is known, due to M. L. Silverstein [17] (and complemented by P.J.
Fitzsimmons [10]). See [2, Theorems 5.2.1, 5.2.2 and 5.2.15].

Theorem 2.2.1 X̌ is an µ-symmetric right process whose associated quasi-regular Dirichlet
form (Ě , F̌) on L2(F ;µ) is given by

F̌ = Fe

∣∣
F
∩ L2(F ;µ) and Ě(u|F , v|F ) = E(HFu,HFv) for u, v ∈ Fe. (2.2.3)

Moreover, the extended Dirichlet space F̌e of (Ě , F̌) is given by F̌e = Fe

∣∣
F
.

Recall that by [2, Theorem 3.4.8], it holds for u ∈ Fe thatH|u| <∞ q.e. on E, HFu ∈ Fe

and
E(HFu, v) = 0 for every v ∈ Fe,E\F . (2.2.4)

A quasi-support of a measure µ is the smallest (up to E-q.e. equivalence) quasi closed set
outside which the measure does not charge. The the support F of A defined in (2.2.1) is a
quasi-support for the Revuz measure µA of A (see [2, Theorem 5.2.1(i)]. Conversely, for a

non-E-polar quasi-closed st F , denote by
◦
SF the totality of positive Radon measures on E

charging no E-polar set whose quasi support is F . By [2, Lemma 5.2.9],
◦
SF ̸= ∅; in fact For

any strictly positive L1(E;m)-integrable function g,

µ(B) := Pgm(XσF ∈ B, σF <∞) (2.2.5)
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is a measure in
◦
SF . Take any µ ∈

◦
SF and let Aµ be the PCAF of X having Revuz measure

µ. The time changed process of X by the inverse of Aµ can be called trace process of X on
F . Trace process on F is not unique. In view of Theorem 2.2.1 (with state space F in place
of E), two trace processes on F are related to each other by a time change. Note every quasi
closed set is finely closed q.e. Since we are only concerned with assertions holding q.e., we
may and do assume F is finely closed.

Our goal is to derive the Buerling-Deny decomposition for the extended Dirichlet space
F̌e of the trace Dirichlet form (Ě , F̌) on F , as it yields information on the diffusive, jumping
and killing part of the trace process X̌.

Let E0 := E \ F , and for simplicity, denote HF by H. For u ∈ Fe,

Ě(u|F , u|F ) = E(Hu,Hu)
= 1

2
µ⟨Hu⟩(E) +

1
2
µk⟨Hu⟩(E)

= 1
2
µc⟨Hu⟩(F ) +

1
2
µj⟨Hu⟩(F ) + µk⟨Hu⟩(F )

+1
2
µ⟨Hu⟩(E0) +

1
2
µk⟨Hu⟩(E0)

= 1
2
µc⟨Hu⟩(F ) +

1
2

∫
E×F

(Hu(x)− u(y))2J(dx, dy) +

∫
F

u(x)2κ(dx)

+1
2
µ⟨Hu⟩(E0) +

1
2
µk⟨Hu⟩(E0)

= 1
2
µc⟨Hu⟩(F ) +

1
2

∫
F×F

(u(x)− u(y))2J(dx, dy) +

∫
F

u(x)2κ(dx)

+1
2

∫
E0×F

(Hu(x)− u(y))2J(dx, dy) + 1
2
µ⟨Hu⟩(E0) +

1
2
µk⟨Hu⟩(E0).

(2.2.6)

For the remaining part of this chapter, we investigate the last three terms and their
probabilistic meanings. Denote by X0 the part process of X killed upon leaving E0. Its α-
order potential will be denoted by U0

α. During the investigation, we need to evaluate ν(E0)
from its potential U0ν. Since E(U0ν, f) =

∫
E0
f(x)ν(dx) for f ∈ FE0 , heuristically, ν(E0)

is the limit of E(U0ν, f) by taking bounded nonnegative f ∈ F+
E0

that increases to 1. This
calls on the introduction of the energy functional, which can be viewed as an extension of
the energy form E in certain sense.

2.3 Energy Functional

In this section, we introduce the notion of energy functional. Though we will only need it
for part process X0, since it has independent interest, we formulate it and study its basic
properties for a general transient symmetric right process.

In this section, let E be a Hausdorff topological space whose Borel field is generated by
continuous functions, m be σ-finite measure on E with supp[m] = E, (E ,F) be a quasi-
regular Dirichlet form on L2(E;m), and X = (Xt,Px, ζ) be an m-symmetric special Borel
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standard process on E that is properly associated with the form (E ,F). Our basic additional
assumption in this section is the transience of (E ,F), or, equivalently that of X. {Pt; t ≥ 0}
and {Rα;α > 0} will denote the transition function and resolvent kernel of X, respectively.
The 0-order resolvent kernel R0 will be denoted by R.

Let S(E) be the space of smooth measures on E for (E ,F): ν ∈ S(E) if and only if ν is
a Borel measure on E charging no E-polar set and there is an E-nest {Fk, k ≥ 1} such that

ν(Fk) <∞ for each k. We write as ν ∈ S
(0)
0 (E) if ν ∈ S(E) and, for some constant C > 0.∫

E

|v(x)|ν(dx) ≤ C∥v∥E , ∀v ∈ Fe,

or, equivalently, there exists a function Uν ∈ Fe such that

E(Uν, v) =
∫
E

v(x)ν(dx) for every v ∈ Fe. (2.3.1)

ν ∈ S
(0)
0 (E) is called a measure of finite 0-order energy integral and Uν is called the 0-order

potential of ν ∈ S
(0)
0 (E).

For α > 0, the α-order potential Uαν of ν ∈ S
(0)
0 (E) is also well defined as an element of

F satisfying the above equation with Eα, F in place of E , Fe, respectively.
We now introduce the notion of an energy functional for the m-symmetric Borel standard

process X properly associated with (E ,F). We denote by ⟨ν, f⟩ or ⟨f, ν⟩ the integral
∫
E
fdν

for a measure ν and a function f , and by (f, g) the integral
∫
E
fg dm for functions f , g on

E whenever they make sense.
A universally measurable function f defined q.e. on E will be called q.e. excessive relative

to X if it is finite excessive q.e. in the sense that, for some E-polar set N ⊂ E and every
x ∈ E \N ,

0 ≤ f(x) <∞, Ptf(x) ↑ f(x) as t ↓ 0. (2.3.2)

Without loss of generality, we can take asN a properly exceptional set in the above definition.
A q.e. excessive function f is called q.e. purely excessive if

lim
t→∞

Ptf(x) = 0, ∀x ∈ E \N, (2.3.3)

for some E-polar set N . We denote by S(E) the totality of q.e. excessive functions on E
relative to X and

Spur(E) := {f ∈ S(E) : f is q.e. purely excessive}.

For any f ∈ Spur(E) and g ∈ S(E), we define

L(f, g) := ↑ lim
t↓0

1

t
(f − Ptf, g) (2.3.4)

and call it the energy functional. Here ↑ limt↓0 means that it is an increasing limit as t ↓ 0.
In fact, if we denote (f − Ptf, g) by e(t), then for s, t > 0,

e(t+ s) = e(t) + (Ptf − Pt+sf, g) = e(t) + (Pt(f − Psf), g)



2.3. ENERGY FUNCTIONAL 35

= e(t) + (f − Psf, Ptg). (2.3.5)

This subadditivity implies that (2.3.4) is an increasing limit.
It also holds that

L(f, g) = ↑ lim
α↑∞

α(f − αRαf, g), (2.3.6)

where ↑ limα↑∞ means that it is an increasing limit as α ↑ ∞. This is because

α(f − αRαf, g) =

∫ ∞

0

e−t(t/α)−1(f − Pt/αf, g) tdt.

The notion L is a special case of the energy functional of a purely excessive measure and an
excessive function in the context of a general right process.

Lemma 2.3.1 (i) For any f ∈ Spur(E), let N ⊂ E be an X-properly exceptional set outside
which (2.3.2) and (2.3.3) hold. Put

ft(x) =
1

t
(f(x)− Ptf(x)), x ∈ E \N. (2.3.7)

Then, for each x ∈ E \N ,

Rft(x) =
1

t

∫ t

0

Psf(x)ds ↑ f(x) t ↓ 0.

(ii) For any g ∈ S(E), there exists an increasing sequence of non-negative universally mea-
surable functions {gn, n ≥ 1} such that for q.e. x ∈ E,

Rgn(x) ↑ g(x) as n ↑ ∞.

Proof. (i) For each T > 0, we have for every t ∈ (0, T )∫ T

0

Psft(x)ds =
1

t

∫ T

0

Psf(x)ds−
1

t

∫ T+t

t

Psf(x)ds

=
1

t

∫ t

0

Psf(x)ds−
1

t

∫ T+t

T

Psf(x)ds.

Since the last term is bounded by PTf(x), we get by letting T → ∞ the identity Rft(x) =
1
t

∫ t
0
Psf(x)ds, which in turn increases to f(x) as t ↓ 0.

(ii) Take a strictly positive m-integrable Borel function h on E. Rh is X-excessive and
strictly positive on E. We shall show that Rh ∈ Spur(E). By [2, Proposition 2.1.3], Rh <∞
m-a.e. and so E-q.e. by [2, Theorem A.2.13 and Theorem 2.1.3]. Further, Rh is q.e. purely
excessive because PtRh(x) =

∫∞
t
Psh(x)ds ≤ Rh(x) <∞ q.e.

We now let vn = g ∧ (nRh). Then vn ∈ Spur(E) and vn increases to g as n → ∞. By
(i), R(vn)t increases to vn as t ↓ 0. Since R(vn)t(x) =

1
t

∫ t
0
Psvn(x)ds increases as n ↑ and t ↓

and admits g as the supremum in two variables (n, t), we see that Rgn ↑ g q.e. as n → ∞
for gn = (vn)1/n. 2
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Theorem 2.3.2 The energy functional L defined by (2.3.4) enjoys the following properties:

(i) If f = Rh for some h ∈ B∗
+(E) and f < ∞ q.e. on E, then f ∈ Spur(E) and

L(f, g) = (h, g)E for every g ∈ S(E).

(ii) If f1, f2 ∈ Spur(E) satisfy f1 ≤ f2, m-a.e. on E, then

L(f1, g) ≤ L(f2, g) for every g ∈ S(E).

(iii) If fn, f ∈ Spur(E) with fn ↑ f as n→ ∞, then

L(fn, g) ↑ L(f, g) as n ↑ ∞ for every g ∈ S(E).

(iv) For f ∈ Spur(E), g ∈ S(E),

L(f, g) = sup{(h, g) : Rh ≤ f, h ∈ B∗
+(E)}.

(v) If f ∈ Spur(E) and f equals the 0-order potential Uν of some measure ν ∈ S
(0)
0 (E),

then
L(f, g) = ⟨ν, g⟩ for every g ∈ S(E).

(vi) If f, g ∈ Spur(E), then L(f, g) = L(g, f).

Proof. (i) In this case, we see in the same way as in the proof of Lemma 2.3.1(ii) that
f ∈ Spur(E). Since, for any g ∈ S(E),

(ft, g)E =
1

t

(∫ t

0

Pshds, g

)
↑ (h, g) as t ↓ 0,

we get (i).
(ii) and (iii) For any g ∈ S(E), choose a sequence {gn} as in Lemma 2.3.1(ii). By symmetry
of R and Lemma 2.3.1, we interchange the order of taking increasing limits to get for any
f ∈ Spur(E)

L(f, g) = lim
t↓0

lim
k→∞

(ft, Rgk) = lim
k→∞

lim
t↓0

(Rft, gk) = lim
k→∞

(f, gk),

from which follow (ii) and (iii) immediately.
(iv) Let f ∈ Spur(E), g ∈ S(E). If Rh ≤ f for h ∈ B∗

+(E), then (i) and (ii) imply
(h, g)E = L(Rh, g) ≤ L(f, g). Since ft ≥ 0 and Rft ↑ f as t ↓ 0, we obtain from (i) and (iii)
that (ft, g)E = L(Rft, g) ↑ L(f, g) as t ↓ 0, yielding (iv).
(v) Let hα = α(Uν − αRαUν), α > 0. We can then deduce from the resolvent identity that
hα = αUαν. Take a strictly positive function w ∈ B∗

+(E) ∩ L2(E;m) and put gk = g ∧ (kw).
Then we have

(hα, gk) = αEα(Uαν,Rαgk) = α⟨ν,Rαgk⟩.
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The second identity in the above holds because Rαgk is an E-quasi-continuous element of F
due to the proper association of X with (E ,F). We let k → ∞ to get (hα, g)E = α⟨ν,Rαg⟩E.
It follows that

(hα, g) ↑ ⟨ν, g⟩ as α ↑ ∞,

which yields (v) in view of (2.3.6).

(vi) Define fs =
1
s
(f − Psf), gt =

1
t
(g − Ptg) and look at the identity

(Rfs, gt) = (fs, Rgt).

By virtue of Lemma 2.3.1 and (2.3.4), the right hand side increases to (fs, g) as t ↓ 0, which
then increases to L(f, g) as s ↓ 0. Changing the order of the increasing limits, the left hand
side converges to L(g, f). 2

2.4 Trace Dirichlet Forms and Feller Measures

We return to the setting and convention made at the beginning of this chapter: we consider
an m-symmetric irreducible Hunt process X = (Xt,Px) whose Dirichlet form (E ,F) on
L2(E;m) is regular and every element in Fe is represented by its quasi continuous version
already. The transition function and resolvent kernel of X are denoted by {Pt; t ≥ 0} and
{Rα;α > 0}, respectively.

Let F be a nearly Borel and finely closed subset F of E having positive E1-capacity. Set
E0 = E \ F . Let

τ0 := τE0 = inf{t ∈ [0, ζ] : Xt /∈ E0}, (2.4.1)

so that τ0 = σF ∧ ζ Px-a.s. for x ∈ E0, where σF := inf{t > 0 : Xt ∈ F}. The part process
X0 of X on E0 is then defined by X0 = (X0

t , ζ
0, Px)x∈E0 , where

ζ0(ω) =: τ0(ω) and X0
t (ω) =

{
Xt(ω) for t < ζ0(ω);

∂ for t ≥ ζ0(ω).
(2.4.2)

We refer the following facts about the basic properties of X0 to Section 5.5 of [2]. The
part process X0 is an m-symmetric standard process on E0. The Dirichlet form (E0,F0) of
X0 on L2(E0;m) can be identified with the part of (E ,F) on E0:

F0 = {u ∈ F : u = 0 E-q.e. on F} and E0 = E|F0×F0 . (2.4.3)

(E0,F0) is a transient quasi-regular Dirichlet form on L2(E0;m) and the standard process X0

is properly associated with it. Therefore, X0 can be considered as a special Borel standard
process by restricting it to the complement of its suitable properly exceptional set if necessary.
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A set N ⊂ E0 is E0-polar if and only if it is E-polar, and a function on E0 os E-quasi-
continuous if and only if it is E0-quasi-continuous. The extended Dirichlet space F0

e of
(E0,F0) is given by

F0
e = {u ∈ Fe : u = 0 E-q.e. on F}. (2.4.4)

Every element in F0
e is represented by its quasi continuous and hence E0-quasi-continuous

version. Let S(E0), S
(0)
0 (E0) denote the spaces of smooth measures and measures of finite 0-

order energy integrals on E0, respectively. The 0-order potential of ν ∈ S
(0)
0 (E0) is designated

by U0ν.
The transition function, the resolvent kernel, and the 0-order resolvent kernel of X0 will

be denoted by {P 0
t ; t ≥ 0}, {R0

α;α > 0}, and R0, respectively. S(E0) (resp. Spur(E0)) will
denote the space of X0-q.e. excessive functions (resp. X0-q.e. purely excessive functions)
on E0. Finally we define the energy functional L0(f, g), f ∈ Spur(E0), g ∈ S(E0), for X

0 by
(2.3.4).

For α ≥ 0, let Hα denote the α-order hitting measure of F ; that is,

Hα(x,B) = Ex
[
e−ατ01B(Xτ0); τ0 <∞

]
for x ∈ E0 and B ∈ B(F ).

When α = 0, H0 will simply be denoted by H. Since F is a finely closed set, Hα(x, ·) is
carried by F . For f ∈ B∗

+(F ), define

Hαf(x) := Ex[e−ατ0f(Xτ0); τ0 <∞] for x ∈ E.

It is easy to check by using the Markov property of X0 that for any α, β ≥ 0,

Hαf(x)−Hβf(x) + (α− β)R0
αH

βf(x) = 0, x ∈ E0, f ∈ bB∗(F ). (2.4.5)

For any f ∈ B∗
+(F ) and α ≥ 0, Hαf is α-excessive with respect to the part process X0

because, for each x ∈ E0,

e−αtP 0
t H

αf(x) = Ex[e−ατ0f(Xτ0); t < τ0 <∞] ↑ Hαf(x) as t ↓ 0. (2.4.6)

Therefore, Hf ∈ Spur(E0) whenever f ∈ bB∗
+(F ). In particular, Hu is a member of Spur(E0)

for any u ∈ (Fe)+.

Define q(x) := 1−H1(x) = Px(τ0 = ζ). For f, g ∈ bB+(F ), define

U(f ⊗ g) := L0(Hf,Hg) and V (f) := L0(Hf, q). (2.4.7)

By Theorem 2.3.2, U is a symmetric bimeasure on F × F and V is a measure on F . U will
be called the Feller measure for F and V will be called the supplementary Feller measure
for F . Notice that q ∈ S(E0) but q is not necessarily a member of Spur(E0).

Recall that for u ∈ Fe, the following Fukushima’s decomposition holds uniquely:

u(Xt)− u(X0) =M
[u]
t +N

[u]
t for t ≥ 0,
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where M [u] is a martingale additive functional of X having finite energy and N [u] is a con-
tinuous additive functional of X having zero energy. In the sequel, we will use µ⟨u⟩ to denote
the Revuz measure for the predictable quadratic variation ⟨M [u]⟩ for the square integrable
martingale M [u].

Let (N(x, dy), H) denote a Lévy system for the m-symmetric Hunt process X on E. The
Revuz measure of the PCAF H of X will be denoted as µH . As before, we define

J(dx, dy) := N(x, dy)µH(dx) and κ(dx) := N(x, {∂})µH(dx)

as the jumping measure and the killing measure of X (or, equivalently, of (E ,F)).

Lemma 2.4.1 (i) For any u ∈ bFe, let w = H(u2)− (Hu)2. Then w ∈ bF0
e ∩Spur(E0) and

w = U0ν with ν = µ⟨Hu⟩|E0 ∈ S
(0)
0 (E0).

(ii) Assume that m(E0) <∞. Then

µ⟨Hu⟩(E0) +

∫
E0

(Hu)2(x)κ(dx)

= lim
α→∞

α(Hα1, w)E0 +

∫
F

u(x)2V (dx). (2.4.8)

Proof. By Cauchy-Schwarz inequality, w ≥ 0. Since bFe is an algebra and w = 0 q.e. on
F , we have w ∈ bF0

e . For v ∈ bF0
e , vHu ∈ F0

e and so by (2.1.4) and (2.2.4),

E0(w, v) = −E((Hu)2, v) =
∫
E

v(x)µ⟨Hu⟩(dx)− 2E(vHu,Hu)

=

∫
E

v(x)µ⟨Hu⟩(dx) =

∫
E0

v(x)ν(dx).

This proves that w = U0ν and w is an excessive function in F0. Clearly,

lim
t→∞

P 0
t w(x) = 0 for x ∈ E0.

Therefore w ∈ Spur(E0).
We next show the identity (2.4.8). We have by Theorem 2.3.2(v), (vi) that

ν(E0) = L0(w, 1) = L0(w,H1) + L0(w, q) = L0(H1, w) + L0(w, q). (2.4.9)

Thus by (2.3.6) and (2.4.5),

µ⟨Hu⟩(E0) = lim
α→∞

α(Hα1, w)E0 + L0(w, q). (2.4.10)

On the other hand, owing to the assumption that m(E0) <∞, the boundedness of u and
the symmetry of {P 0

t }, we have

L0(w, q) = L0(H(u2), q)− lim
t↓0

1

t
((Hu)2, q − P 0

t q)E0
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=

∫
F

u(x)2V (dx)−
∫
E0

Hu(x)2κ(dx),

where the last equality is due to the following lemma. This together with (2.4.10) yields
2.4.8. 2

Observe that as As q(x) = 1−H1(x) = Px(τ0 = ζ),

q(x)− P 0
t q(x) = Px(τ0 = ζ)− Px(τ0 = ζ, t < τ0) = Px(t ≥ τ0 = ζ).

Lemma 2.4.2 For u ∈ bFe,

lim
t→0

1

t

∫
E0

Hu(x)2Px(t ≥ τ0 = ζ)m(dx) =

∫
E0

Hu(x)2κ(dx).

Proof. Write Px(t ≥ τ0 = ζ) = q1(t, x) + q2(t, x), where{
q1(t, x) = Px(t ≥ τ0 = ζ, Xζ− ∈ E0),

q2(t, x) = Px(t ≥ τ0 = ζ, Xζ− = ∂).

Since Hu ∈ Fe and q2(t, x) ≤ Px(t ≥ ζ,Xζ− = ∂), it follows from [2, Proposition 4.2.3] that
⟨(Hu)2, q2(t, ·)⟩E0 = o(t), while we get from the Lévy system formula with T = t ∧ τ0, h = 1
and f(x, y) = 1E0(x)1{∂}(y) that

q1(t, x) = Ex

[ ∑
s≤t∧τ0

1E0(Xs−)1{∂}(Xs)

]

= Ex
[∫ t∧τ0

0

1E0(Xs)N(Xs, {∂})dHs

]
.

By noting that At :=
∫ t∧τ0
0

1E0(Xs)N(Xs, {∂})dHs is the PCAF of X0 with Revuz measure
1E0(x)κ(dx), we get

lim
t→0

1

t
((Hu)2, q1(t, ·))E0 = lim

t→0

1

t

∫
E0

(Hu)2(x)Ex[At]m(dx)

= lim
t→0

∫
E0

(
1

t

∫ t

0

P 0
s

(
(Hu)2

)
(x)ds

)
κ(dx).

Since (Hu)2 ≤ Hu2, one has 1
t

∫ t
0
P 0
s ((Hu)

2) (x)ds ≤ Hu2(x), which we will show to
be integrable with respect to the killing measure κ. Hence by the dominated convergence
theorem, we obtain from the above display that

lim
t→0

1

t
((Hu)2, q1(t, ·))E0 =

∫
E0

(Hu)2(x)κ(dx).
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This combined with (2.4.10) proves identity (2.4.8) provided that∫
E0

Hu2(x)κ(dx) <∞.

We now show that
∫
E0

Hu2(x)κ(dx) <∞. Note that asHu2 = (Hu)2+U0ν andHu ∈ Fe,

it suffices to show that U0ν is integrable on E0 with respect to κ. Intuitively,∫
E0

U0ν(x)κ(dx) =

∫
E0

U0κ|E0(x)ν(dx) ≤
∫
E0

U0κE0(x)ν(dx) ≤ ν(E0) <∞.

Here κE0(dx) := κ|D(dx) + N(x, F )µH(dx)|D is the killing measure for the part process
X0 and so U0κE0(x) = Px(X0

ζ0− ∈ E0) ≤ 1 for x ∈ E0. To show it rigorously, we use
approximation. As κ is a smooth measure of X, there is (cf. [2, Theorem 2.3.15]) an E-nest
{Fk} with 1Fk

·κ ∈ S0, k ≥ 1 and so that 1F 0
k
·κ ∈ S0(E0) for F

0
k = Fk∩E0, k ≥ 0. The Revuz

correspondence (see [2, Proposition 4.1.10] then implies that x 7→ Ex
[∫ τ0

0
e−αt1Fk

(Xt)dAt
]

is an E0-quasi-continuous version of the potential U0
α(1F 0

k
· k) ∈ F0 for each α > 0. Since

ν = µ⟨Hu⟩|E0 ∈ S
(0)
0 (E0) and Ex[Aτ0 ] = q1(∞, x) ≤ 1 for q.e. x ∈ E0, we have∫
E0

U0
αν(x)κ(dx) = lim

k→∞

∫
E0

U0
αν(x)(1F 0

k
· κ)(dx)

= lim
k→∞

E0
α(U

0
αν, U

0
α(1Fk

κ))

= lim
k→∞

∫
E0

Ex
[∫ τ0

0

e−αt1Fk
(Xt)dAt

]
ν(dx)

≤ ν(E0) = µ⟨Hu⟩(E0) ≤ 2E(u, u) <∞.

As α ↓ 0, U0
αν increases to U0ν q.e. on E0 and so we conclude by the monotone convergence

theorem that
∫
E0
U0ν(x)κ(dx) <∞. The proof of the lemma is now complete. 2

For α > 0, define the α-order Feller measure Uα on F × F by

Uα(f ⊗ g) := α(Hαf,Hg)E0 for f, g ∈ bB+(F ). (2.4.11)

By (2.4.5), it is easy to see that Uα is symmetric in f, g ∈ bB+(F ). It follows from Hαg =
Hg − αR0

αHg, g ∈ bB+(F ), and (2.3.6) that

↑ lim
α↑∞

Uα(f ⊗ g) = U(f ⊗ g) for f, g ∈ bB+(F ). (2.4.12)

Both Uα and U are bimeasures on F×F , which can be extended to measures on B(F×F )
in the following way. Choose a sequence {Dn} of Borel subsets of E0 increasing to E0 with
m0(Dn) < ∞ for every n ≥ 1. For functions u, v on Dn, denote by (u, v)n the integral∫
Dn
u(x)v(x)m0(dx). Then Uα

n (f, g) := α(Hαf,Hg)n, f, g ∈ bB+(F ), is a finite symmetric
bimeasure on F × F which can be extended uniquely to a finite symmetric measure Uα

n on
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B(F × F ). The extended measures are increasing in n on B(F × F ). Then the measure
defined by

Uα(B) = ↑ lim
n→∞

Uα
n (B), B ∈ B(F × F ),

extends the bimeasure Uα. The constructed measure Uα is easily seen to be increasing in α
on B(F ×F ) so that U(B) =↑ limα↑∞ Uα(B), B ∈ B(F ×F ), gives a measure on B(F ×F )
extending the symmetric bimeasure U.

The Feller measure U satisfies a property that

if a A Borel set N ⊂ F is E-polar, then U(N × F ) = 0, (2.4.13)

because if N is E-polar, then it is m-polar with respect to X by [2, Theorem 3.1.3] and
H1N(x) = Px(σN <∞) = 0 for m-a.e. x ∈ E0.

Lemma 2.4.3 For α > 0 and for u ∈ bB∗(F ), let w = H(u2)− (Hu)2. Then

α(Hα1, w)E0 + α

∫
E0×F

(Hu(x)− u(ξ))2Hα(x, dξ)m(dx)

=

∫
F×F

(u(ξ)− u(η))2Uα(dξ, dη) + α(Hα(u2), q)E0 .

Proof. For {Dn} as above,

α(Hα1, Hu2 − (Hu)2)n + α

∫
Dn×F

(Hu(x)− u(ξ))2Hα(x, dξ)m(dx)

= Uα
n (1, u

2)− 2Uα
n (u, u) + α(Hαu2, 1)n

=

∫
F×F

(u(ξ)− u(η))2Uα
n (dξ, dη) + α(Hαu2, q)n.

It then suffices to let n→ ∞. 2

The proof of the next localization formula will be given in Section 2.6.

Theorem 2.4.4 For v = Hu with u ∈ bFe,

lim
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]

= µc⟨v⟩(E0) +

∫
E0×E0

(v(x)− v(y))2J(dx, dy). (2.4.14)

Lemma 2.4.5 For v = Hu with u ∈ Fe, we have

v(Xt)− v(X0) =M
[v]
t for t ∈ [0, τ0].
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Proof. Denote by F r the set of all regular points of F. Since F \ F r is E-polar by [2,
Theorem 3.1.10], we can choose a properly exceptional set N ⊃ F \F r. It then holds Px-a.s.
for x ∈ E \N that Xτ0 ∈ F r ∪ {∂} and τ0 ◦ θτ0(ω) = 0. This means that v(Xt∧τ0)− v(X0) =
Ex

[
u(Xτ0)

∣∣Ft∧τ0
]
− v(X0) Px-a.s. x ∈ E \ N ; namely, v(Xt∧τ0) − v(X0) is a martingale

relative to {Ft∧τ0} under Px for each x ∈ E \N.
Thus if we let Ct = v(Xt∧τ0) − v(X0) −M

[v]
t∧τ0 , then Ct = N

[v]
t∧τ0 , t ≥ 0, and {Ct}{t≥0} is

a continuous Px-martingale relative to the filtration {Ft∧τ0} for q.e. x ∈ E. Since N [v] has
zero energy, we have for each fixed t > 0,

E1E0
·m [⟨C⟩t; t < τ0] = E1E0

·m

[
lim
n→∞

n∑
k=1

(
N

[v]
kt/n −N

[v]
(k−1)t/n

)2

; t < τ0

]

≤ lim
n→∞

Em

[
n∑
k=1

(
N

[v]
kt/n −N

[v]
(k−1)t/n

)2
]
= 0.

Hence, for every t > 0, ⟨C⟩t = 0 P1E0
·m-a.e. on {t < τ0}. By the continuity of ⟨C⟩, we have

⟨C⟩τ0 = 0 P1E0
·m-a.e. Thus P1E0

·m-a.e., Ct = 0, namely, v(Xt∧τ0)− v(X0) = M
[v]
t∧τ0 for every

t ≥ 0. 2

The next theorem relates Feller measures to the jumping measure J and the killing
measure κ of (E ,F).

Theorem 2.4.6 Assume that m(E0) <∞. For any u ∈ Fe,

µ⟨Hu⟩(E0) +

∫
E0×F

(Hu(x)− u(ξ))2J(dx, dξ) +

∫
E0

(Hu)2(x)κ(dx)

=

∫
F×F

(u(ξ)− u(η))2U(dξ, dη) + 2

∫
F

u(ξ)2V (dξ).

Proof. Without loss of generality, we may assume that u ∈ bFe since otherwise we consider
un = ((−n) ∨ u) ∧ n and then pass n→ ∞. For α > 0, by Lemma 2.4.3,∫

F×F
(u(ξ)− u(η))2Uα(dξ, dη) + α(Hα(u2), q)E0

= α(Hα1, w)E0 + α

∫
E0×F

(Hu(x)− u(ξ))2Hα(x, dξ)m(dx),

(2.4.15)

where w = H(u2)− (Hu)2 and q = 1−H1.
It follows from (2.4.12) that

lim
α→∞

∫
F×F

(u(ξ)− u(η))2Uα(dξ, dη) =

∫
F×F

(u(ξ)− u(η))2U(dξ, dη). (2.4.16)
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By definition (2.4.7) and (2.3.6), we have

lim
α→∞

α(Hα(u2), q)E0 =

∫
F

u(ξ)2V (dξ). (2.4.17)

The limit in α of the first term of the right hand side of (2.4.15) has the expression as is
exhibited in (2.4.8) under the assumption m(E0) < ∞. Moreover, the last term in (2.4.15)
can be rewritten as

Iα := αEm
[
e−ατ0(Hu(X0)− u(Xτ0))

2
1{τ0<ζ}

]
.

Hence it only remains to prove that

lim
α→∞

Iα =

∫
E0×F

(Hu(x)− u(ξ))2J(dx, dξ). (2.4.18)

Let v := Hu, which is a bounded function in Fe. Note that u(Xτ0) = Hu(Xτ0) Pm0-a.s.
By a change of variable r = αs,

lim
α→∞

αEm0

[
e−ατ0(u(Xτ0)−Hu(X0))

2; τ0 < ζ
]

= lim
α→∞

αEm0

[∫ ∞

0

αe−αs(v(Xτ0)− v(X0))
21{s≥τ0;τ0<ζ}ds

]
= lim

α→∞
αEm0

[∫ ∞

0

e−r(v(Xτ0)− v(X0))
21{r/α≥τ0;τ0<ζ}dr

]
= lim

α→∞

∫ ∞

0

re−r (α/r)Em0

[
(v(Xτ0)− v(X0))

21{r/α≥τ0;τ0<ζ}
]
dr.

(2.4.19)

By Lemma 2.4.5, v(Xt∧τ0) − v(X0) = M
[v]
t∧τ0 . Then by Lemma 2.4.2 and Theorem 2.4.4, we

have

lim
t→0

1

t
Em0

[
(v(Xτ0)− v(X0))

21{t≥τ0;τ0<ζ}
]

= lim
t→0

1

t

(
Em0

[
(v(Xt∧τ0)− v(X0))

2 1{t≥τ0}
]
− Pv2·m0

(t ≥ τ0; τ0 = ζ)
)

= lim
t→0

1

t

(
Em0

[
(M

[v]
t∧τ0)

2
]
− Em0

[
(v(Xt)− v(X0))

21{t<τ0}
])

−
∫
E0

v(x)2κ(dx)

= µ⟨v⟩(E0)−
(
µc⟨v⟩(E0) +

∫
E0×E0

(v(x)− v(y))2J(dx, dy)

)
−
∫
E0

v(x)2κ(dx)

=

∫
E0×F

(v(x)− v(y))2J(dx, dy).

This together with (2.4.19) and the dominated convergence theorem establish the claim
(2.4.18) and hence the theorem. 2
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Theorem 2.4.7 For any u ∈ Fe,

Ě(u|F , u|F ) = E(Hu,Hu)

= 1
2
µc⟨Hu⟩(F ) +

1

2

∫
F×F

(u(x)− u(y))2
(
U(dx, dy) + J(dx, dy)

)
+

∫
F

u(x)2
(
V (dx) + κ(dx)

)
. (2.4.20)

Proof. When m(E0) <∞, the conclusion of the theorem follows from (2.1.4) and Theorem
2.4.6. The general case can be dealt with by a time change argument; see the proof of [2,
Theorem 5.5.9]. 2

2.5 Beurling-Deny Decomposition

We now show that the decomposition (2.4.20) is the Beurling-Deny decomposition for the
extended trace Dirichlet form (Ě , F̌e). For this, we take a positive Radon measure µ on
E charging no E-polar set whose quasi support is F ; for example, the measure µ given in
(2.2.5). Let F ∗ be the topological support of µ. Clearly, F ∗ is a closed set, F ⊂ F∗ E-q.e.,
µ(F ∗∆F ) = 0 and so L2(F ;µ) = L2(F ∗;µ). Denote by (E∗,F∗) the form (Ě , F̌e ∩ L2(F ;µ))
being considered as a Dirichlet form on L2(F ∗;µ) rather than on L2(F ;µ). It is easy to see
that (E∗,F∗) is a regular Dirichlet form on L2(F ∗;µ) possessing Cc(F

∗) ∩ F̌ as its core and
that the set F ∗ \F is E∗-polar (see [2, Theorem 5.2.13(i)]). Moreover, by a suitable choice of
a properly exceptional set N of Aµ and by redefining F to be the support of Aµ, it holds that
F ⊂ F ∗ and the time-changed process Y living on F becomes just a Hunt process properly
associated with the regular Dirichlet form (E∗,F∗). Clearly, the inclusion map i : F 7→ F ∗

is a quasi-homeomorphism between the quasi-regular Dirichlet form (Ě , F̌) on L2(F ;µ) and
the regular Dirichlet form on L2(F ∗;µ).

Theorem 2.5.1 The bilinear form (u, v) 7→ µc⟨Hu,Hv⟩(F ) has the strongly local property on

F∗; that is, if u, v ∈ F̌ ∩ Cc(F
∗) and u is constant in a neighborhood of supp[v], then

µc⟨Hu,Hv⟩(F ) = 0. In other words,

E∗c(u, v) = 1
2
µc⟨Hu,Hv⟩(F ) for u, v ∈ F∗

e .

Hence (2.4.20) is the Beurling-Deny decomposition of (Ě , F̌).

Proof. Let u ∈ bF̌ ∩ Cc(F
∗) such that u = c for some c ∈ R on a relative open subset I

of F ∗. I = D ∩ F ∗ for some open set D ⊂ E. Take a relatively compact open set D1 with
D1 ⊂ D and let I1 = D1 ∩F ∗. Since (E ,F) is a regular Dirichlet space on L2(E;m), there is
a φ ∈ F ∩ Cc(E) such that φ = 1 on D1 and φ = 0 on Dc. Let v = c φ+ (1− φ)Hu. Then
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v ∈ bFe and v is constant on D1. Hence µ
c
⟨v⟩(D1) = 0 by [2, Proposition 4.3.1] and thus we

conclude
µc⟨v⟩(I1) = 0. (2.5.1)

Since v = u q.e. on F , we have Hv = Hu q.e. Define v0 = v−Hv, which is in bF0
e . Since

F is quasi closed, there exists an E-nest {Kn, n ≥ 1} so that F ∩ Kn is a closed set. Let
(E ,FE\(F∩Kn)) be the Dirichlet space for the part process of X killed upon leaving E \ (F ∩
Kn). Clearly v0 ∈ bF0

e ⊂ bFE\(F∩Kn)
e . Since (E ,FE\(F∩Kn)) is regular on L2(E \ (F ∩Kn);m)

by [2, Theorem 3.3.9] and µc⟨ψ⟩(F ∩ Kn) = 0 for any ψ ∈ F ∩ Cc(E \ (F ∩ Kn)) by [2,

Proposition 4.3.1], we have µc⟨v0⟩(F ∩Kn) = 0, and passing n to infinity we get µc⟨v0⟩(F ) = 0.

In particular, µc⟨v0⟩(I ∩ F ) = 0.
On the other hand,

µc⟨v⟩(I1 ∩ F ) = µc⟨Hv+v0⟩(I1 ∩ F )
= µc⟨Hv⟩(I1 ∩ F ) + 2µc⟨Hv,v0⟩(I1 ∩ F ) + µc⟨v0⟩(I1 ∩ F )
= µc⟨Hv⟩(I1 ∩ F ) = µc⟨Hu⟩(I1 ∩ F ).

Thus by (2.5.1), µc⟨Hu⟩(I1 ∩ F ) = 0. By letting D1 ↑ D, we get

µc⟨Hu⟩(I ∩ F ) = 0. (2.5.2)

Now for u, v ∈ F̌ ∩ Cc(F ∗) such that u is constant in a neighborhood of supp[v], we let
F1 = supp[v] and F2 = F ∗ \ F1. By (2.5.2),

µc⟨Hu⟩(F1 ∩ F ) = 0 and µc⟨Hv⟩(F2 ∩ F ) = 0.

Since F ⊂ F ∗ q.e. and µc⟨Hu,Hv⟩ does not charge on E-polar sets, it follows then that∣∣µc⟨Hu,Hv⟩(F )∣∣ =
∣∣µc⟨Hu,Hv⟩(F1 ∩ F ) + µc⟨Hu,Hv⟩(F2 ∩ F )

∣∣
≤

√
µc⟨Hu⟩(F1 ∩ F )µc⟨Hv⟩(F1 ∩ F )

+
√
µc⟨Hu⟩(F2 ∩ F )µc⟨Hv⟩(F2 ∩ F )

= 0.

This proves the theorem. 2

As is described above, the time-changed process Y of X with respect to a PCAF Aµ

(under a suitable choice of an exceptional set of Aµ) becomes a µ-symmetric Hunt process
on F (⊂ F ∗) which is properly associated with the regular Dirichlet form (E∗,F∗).

Let (Ň , Ȟ) be a Lévy system of the Hunt process Y . Then the jumping measure J̌ and
the killing measure κ̌ of Y are defined by

J̌(dx, dy) = Ň(x, dy)µ̌Ȟ(dx), κ̌(dx) = Ň(x, {∂})µ̌Ȟ(dx),

where µ̌Ȟ denotes the Revuz measure on F ∗ of the PCAF Ȟ of Y relative to µ. Thus
we conclude from Theorems 2.4.7 and 2.5.1 the following identification of the jumping and
killing measures of the time-changed process Y .
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Theorem 2.5.2 It holds that{
J̌(dx, dy) = U(dx, dy) + J(dx, dy)

∣∣
F×F

κ̌(dx) = V (dx) + κ(dx)
∣∣
F
.

(2.5.3)

The jumping measure J̌ of Y is carried on F × F and F is a subset of F ∗ as is stated
above. On account of the Beurling-Deny decomposition of the regular Dirichlet form E∗, it
holds that if φ, ψ ∈ F̌+ ∩ Cc(F ∗) are of disjoint support, then∫

F ∗×F ∗
φ(ξ)ψ(η)J̌(dξ, dη) = −Ě(φ, ψ) <∞,

which means that J̌ is a σ-finite measure on F × F \ d. By combining this with (2.5.3) and
(2.4.13), we can draw the following properties of the Feller measure U :

(U.1) U
∣∣
F×F\d is σ-finite .

(U.2) For B ∈ B(F ×F \ d), U(B) = 0 whenever its projection on the factor F is E-polar.

2.6 A Localization Formula

This section is devoted to the proof of Theorem 2.4.4

Lemma 2.6.1 Suppose v ∈ bFe. Then

lim sup
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]

≤ µc⟨v⟩(E0) +

∫
E0×E0

(v(x)− v(y))2J(dx, dy).

Proof. First note that
Ex

[
(M

[v]
t∧τ0)

2
]
= Ex

[
⟨M [v]⟩t∧τ0

]
.

By [2, Proposition 4.1.10], t → ⟨M [v]⟩t∧τ0 is a PCAF of X0 with Revuz measure µ⟨u⟩|E0 .
Thus

lim
t→0

1

t
Em0

[
⟨M [v]⟩t∧τ0

]
= µ⟨v⟩(E0)

= µc⟨v⟩(E0) +

∫
E0×E∂

(v(x)− v(y))2N(x, dy)µH(dx). (2.6.1)

Define, for t ≥ 0, At := (v(Xτ0) − v(Xτ0−))1{t≥τ0>0}, and let Ap be its dual predictable
projection. Since A is a process of bounded variation, Ap can be expressed as

Apt =

∫ t∧τ0

0

∫
F∂

(v(y)− v(Xs))N(Xs, dy)dHs. (2.6.2)
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Moreover, M := A − Ap is a purely discontinuous square integrable martingale that is
orthogonal to M

[v]
·∧τ0 −M in the sense that [M, M

[v]
·∧τ0 −M ] = 0. We claim that

lim
t→0

1

t
Em0

[
(Apt )

2
]
= 0. (2.6.3)

To prove it, for k ≥ 1, define

Akt := (v(Xτ0)− v(Xτ0−))1{|v(Xτ0)−v(Xτ0−)|>1/k} 1{t≥τ0>0}

and

Ak,pt :=

∫ t∧τ0

0

∫
F∂

(v(y)− v(Xs))1{|v(y)−v(Xs)|>1/k}N(Xs, dy)dHs.

ThenMk := Ak−Ak,p is a purely discontinuous square integrable martingale and [M−Mk]t =
(At − Akt )

2. Therefore, by the Lévy system formula mentioned above,

lim sup
t→0

1

t
Em0

[
(Apt − Ak,pt )2

]
≤ lim sup

t→0

2

t
Em0

[
(Mt −Mk

t )
2
]
+ lim sup

t→0

2

t
Em0

[
(At − Akt )

2
]

≤ 4

∫
E0×F∂

(v(x)− v(y))21{|v(x)−v(y)|≤1/k}J(dx, dy), (2.6.4)

which tends to 0 as k → ∞. Now define

Bk
t := |v(Xτ0)− v(Xτ0−)|1{|v(Xτ0 )−v(Xτ0−)|>1/k} 1{t≥τ0>0}

and

Bk,p
t :=

∫ t∧τ0

0

∫
F∂

|v(y)− v(Xs)|1{|v(y)−v(Xs)|>1/k}N(Xs, dy)dHs.

Then
Ex[Bk,p

t ] = Ex[Bk
t ] ≤ 2∥v∥∞Px(t ≥ τ0) for x ∈ E0 (2.6.5)

and Bk,p is a PCAF of X0 having Revuz measure µk with

µk(E0) =

∫
E0×F∂

|v(x)− v(y)|1{|v(x)−v(y)|>1/k}N(x, dy)µH(dx)

≤ k

∫
E0×F∂

(v(x)− v(y))2N(x, dy)µH(dx) <∞.

By the Markov property of X0, (2.6.5), and Revuz correspondence,

Em0

[
(Ak,pt )2

]
≤ Em0

[
(Bk,p

t )2
]
= 2Em0

[∫ t

0

(∫ t

s

dBk,p
r

)
dBk,p

s

]
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= 2Em0

[∫ t

0

EX0
s

[
Bk,p
t−s

]
dBk,p

s

]
≤ 4∥v∥∞Em0

[∫ t

0

(1− P 0
t−s1(X

0
s ))dB

k,p
s

]
≤ 4∥v∥∞

∫ t

0

(
⟨P 0

s 1, µk⟩ − ⟨P 0
s 1, P

0
t 1 · µk⟩

)
ds.

It then follows from the dominated convergence theorem that

lim sup
t→0

1

t
Em0

[
(Ak,pt )2

]
≤ 4∥v∥∞(µk(E0)− µk(E0)) = 0.

This together with (2.6.4) establishes the claim (2.6.3).
Next by Fukushima’s decomposition, (2.6.3), the stated martingale orthogonality between

M andM
[v]
·∧τ0−M , the identity [M ]t = A2

t , and finally by (2.6.1) and the Lévy system formula,
we have

lim sup
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]

= lim sup
t→0

1

t
Em0

[
(M

[v]
t∧τ0)

2; t < τ0

]
= lim sup

t→0

1

t
Em0

[
(M

[v]
t∧τ0 −Mt − Apt )

2; t < τ0

]
≤ lim sup

t→0

1

t
Em0

[
(M

[v]
t∧τ0 −Mt)

2
]

= lim sup
t→0

1

t
Em0 [(M

[v]
t∧τ0)

2]− lim
t→0

1

t
Em0 [A

2
t ]

= µc⟨v⟩(E0) +

∫
E0×E0

(v(x)− v(y))2N(x, dy)µH(dx).

This completes the proof of the lemma. 2

Proof of Theorem 2.4.4. It suffices to prove the theorem for v = Rαg for some bounded
g ∈ L2(E;m), as such functions v are E-dense in Fe and the upper bound in Lemma 2.6.1
can be utilized.

For f ∈ F0 ⊂ F , let Fukushima’s decomposition of f(X0
t ) − f(X0

0 ) be denoted as

M
0,[f ]
t + N

0,[f ]
t , while Fukushima’s decomposition for f(Xt) − f(X0) by M

[f ]
t + N

[f ]
t . Since

f(Xt∧τ0)− f(X0) = f(X0
t )− f(X0

0 ), we have

M
[f ]
t∧τ0 −M

0,[f ]
t = N

0,[f ]
t −N

[f ]
t∧τ0 , t ≥ 0.

It is easy to check (see [2, Exercise 4.1.9]) that M
0,[f ]
t is a square-integrable martingale with

respect to the filtration {Ft∧τ0 , t ≥ 0} and so is M
[f ]
t∧τ0 −M

0,[f ]
t . Since N [f ] (resp. N0,[f ]) is a
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CAF of X (resp. X0) of zero energy, we have

Em0

[
⟨M [f ]

·∧τ0 −M0,[f ]⟩t; t < τ0

]
= Em0

[
⟨N [f ]

·∧τ0 −N0,[f ]⟩t; t < τ0

]
= Em0

[
lim
n→∞

n∑
k=1

(
N

[f ]
kt/n −N

[f ]
(k−1)t/n −N

0,[f ]
kt/n +N

0,[f ]
(k−1)t/n

)2

; t < τ0

]

≤ lim
n→∞

2Em

[
n∑
k=1

(
N

[f ]
kt/n −N

[f ]
(k−1)t/n

)2
]
+ lim

n→∞
2Em0

[
n∑
k=1

(
N

0,[f ]
kt/n −N

0,[f ]
(k−1)t/n

)2
]
= 0.

By the continuity of ⟨M [f ]
·∧τ0 −M0,[f ]⟩t, we conclude that ⟨M [f ]

·∧τ0 −M0,[f ]⟩τ0 = 0 and therefore

M
[f ]
t∧τ0 =M

0,[f ]
t . Consequently, N

[f ]
t∧τ0 = N

0,[f ]
t .

Now let f = αR0
α1E0∩K ∈ F0 for a fixed compact set K ⊂ E. Note that 0 ≤ f ≤ 1. By

Fukushima’s decomposition and the fact that t 7→ ⟨M [v]⟩t∧τ0 is a PCAF of X0 with Revuz
measure µ⟨v⟩|E0 ,

lim
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]

= lim
t→0

1

t
Em0

[
(M v

t∧τ0)
2; t < τ0

]
≥ lim

t→0

1

t
Em0

[
(M

[v]
t∧τ0)

2f(X0
t )
]

= lim
t→0

1

t
Ef ·m0

[
(M

[v]
t∧τ0)

2
]
+ lim

t→0

1

t
Em0

[
(M

[v]
t∧τ0)

2(f(X0
t )− f(X0

0 ))
]

= lim
t→0

1

t
Ef ·m0

[
⟨M [v]⟩t∧τ0

]
+ lim

t→0

1

t
Em0

[
(M

[v]
t∧τ0)

2(f(Xt∧τ0)− f(X0))
]

=

∫
E0

f(x)µ⟨v⟩(dx) + lim
t→0

1

t
Em0

[
(M

[v]
t∧τ0)

2M
[f ]
t∧τ0

]
=:

∫
E0

f(x)µ⟨v⟩(dx) + I. (2.6.6)

In the second to the last equality, we used the fact that

N
[f ]
t∧τ0 = N

0,[f ]
t =

∫ t∧τ0

0

α(f − 1E0∩K)(Xs)ds,

whose absolute value is bounded by α t. By Itô’s formula,

I = lim
t→0

1

t
Em0

[ ∫ t∧τ0

0

M v
s−d⟨M [v],cM [f ],c⟩s +

∑
s≤t∧τ0

((M [v]
s )2 − (M

[v]
s−)

2)(M [f ]
s −M

[f ]
s−)

]
= lim

t→0

1

t
Em0

[ ∫ t∧τ0

0

M v
s−d⟨M [v],cM [f ],c⟩s +

∑
s≤t∧τ0

2M
[v]
s−(M

[v]
s −M

[v]
s−)(M

[f ]
s −M

[f ]
s−)

+
∑
s≤t∧τ0

(M [v]
s −M

[v]
s−)

2(M [f ]
s −M

[f ]
s−)

]
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Since v = Rαg for some bounded g ∈ L2(E;m),

M
[v]
t = v(Xt)− v(X0)−

∫ t

0

(αu− g)(Xs)ds.

Observe that ∥αu − g∥∞ ≤ 2∥g∥∞ and so |
∫ t
0
(αu − g)(Xs)ds| ≤ 2∥g∥∞ t. We then have by

the Revuz formula in Proposition 4.1.10 of [2], the Lévy system formula,

I = lim
t→0

1

t
Em0

[ ∫ t∧τ0

0

(v(Xs)− v(X0))d⟨M [v],cM [f ],c⟩s

+
∑
s≤t∧τ0

2(v(Xs−)− v(X0))(v(Xs)− v(Xs−))(f(Xs)− f(Xs−))

+
∑
s≤t∧τ0

(v(Xs)− v(Xs−))
2(f(Xs)− f(Xs−))

]
= 0 + lim

t→0

1

t
Em0

[
2

∫ t∧τ0

0

v(Xs)

∫
E∂

(v(Xs)− v(y))(f(Xs)− f(y))N(Xs, dy)dHs

]
− lim

t→0

1

t
Ev·m0

[
2

∫ t∧τ0

0

∫
E∂

(v(Xs)− v(y))(f(Xs)− f(y))N(Xs, dy)dHs

]
+ lim

t→0

1

t
Em0

[∫ t∧τ0

0

∫
E∂

(v(y)− v(Xs))
2(f(y)− f(Xs))N(Xs, dy)dHs

]
=

∫
E0×E∂

(v(y)− v(x))2(f(y)− f(x))N(x, dy)dµH(dx)

= −
∫
E0×F∂

f(x)(v(x)− v(y))2N(x, dy)dµH(dx).

In the last equality above, we used the symmetry of J and the fact that f = 0 q.e. on F .
Thus we have by (2.6.6),

lim
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]

≥
∫
E0

f(x)µ⟨v⟩(dx)−
∫
E0×F∂

f(x)(v(x)− v(y))2N(x, dy)dµH(dx)

=

∫
E0

f(x)µc⟨v⟩(dx) +

∫
E0×E0

f(x)(v(x)− v(y))2N(x, dy)dµH(dx).

Since this is true for all f = αR0
α1E0∩K where α > 0 and K is a compact subset of E, we

conclude by first letting K ↑ E and then α ↑ ∞ that

lim
t→0

1

t
Em0

[
(v(Xt)− v(X0))

2; t < τ0
]
≥ µc⟨v⟩(E0) +

∫
E0×E0

(v(x)− v(y))2N(x, dy)dµH(dx).

This together with Lemma 2.6.1 completes the proof of the theorem. 2
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Chapter 3

Notes

Chapter 1 is a self-contained introduction to Brownian motion with darning (BMD) and
its basic properties. BMD is a particular case of symmetric Markov processes with darning
presented in Chapter 7 of Chen and Fukushima [2]. Some material presented in sections §1.1,
§1.2, §1.4 and §1.5 can be derived from the more general results in [2, Chapter 7]. But the
presentation here (including some of the proofs) is new and more direct. We took the view
point that BMD is obtained from Brownian motion by “shorting” on each compact set Kj,
in spirit with “shorting” in electric network or excursion-reflected random walk described
in the first paragraph of [14, Section 5.1]. Theorem 1.2.1 is taken from [2, Theorem 4.3.8],
which is an extension of Theorems I.5.2.3 and I.7.1.1 in Bouleau-Hirsh [1]. Some of the
results presented in sections §1.1, §1.2, §1.4 and §1.5 are new; for example, Theorem 1.2.2
holds for any compact sets Kj without additional regular points assumption on Kj. Most
examples in §1.1 appeared here for the first time. Theorems 1.3.2 and 1.3.3 are new. Section
§1.6 is new and holds for any dimension. Some of its two-dimensional version has been given
in [7]. Sections §1.7 and §1.9 are based on [7], while some of its presentation here is new.
Section §1.8 is new.

As mentioned in the text, most of the results covered in Sections §1.1-1.6 can be extended
easily to diffusions with darns and even to Markov processes with darns. We plan to spell
these out in a future expansion of this Lecture Notes.

The first five sections of Chapter 2 are based on Chapter 5 of Chen and Fukushima [2],
but the presentation here has been reorganized. Section 2.6 is based on [3].
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