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1. Introduction

In this paper, we establish exterior Bernstein type results for special Lagrangian equa-
tions with supercritical phases or with semiconvex solutions: every exterior solution is 
asymptotic to a quadratic polynomial at infinity.

Theorem 1.1. Let u be a smooth solution of the special Lagrangian equation

n∑
i=1

arctanλi(D2u) = Θ in Rn \ Ω̄, (1.1)

where constant Θ satisfies |Θ| > (n −2)π/2, Ω is a bounded domain, and λi(D2u)’s denote 
the eigenvalues of the Hessian D2u. Then there exists a unique quadratic polynomial Q(x)
such that when n ≥ 3,

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞ (1.2)

for all k ∈ N, and when n = 2,

u(x) = Q(x) + d

2 log xT (I + (D2Q)2)x + Ok(|x|−1) as |x| → ∞ (1.3)

for all k ∈ N, where

d = 1
2π

⎛⎝ ∫
∂Ω

cos Θuν + sin Θu1(u22,−u12) · ν ds− sin Θ |Ω|

⎞⎠ ,

ν is the unit outward normal of the boundary ∂Ω, and the notation ϕ(x) = Ok(|x|m)
means that |Dkϕ(x)| = O(|x|m−k).

Theorem 1.2. Let u be a smooth solution of the special Lagrangian equation (1.1) where 
Ω is still a bounded domain. Suppose that all the eigenvalues λi(D2u) satisfy λi ≥ −K

for n ≤ 4 and λi ≥ − 1√
3 − ε(n) for n ≥ 5, where K is an arbitrary large constant and 

ε(n) is a small dimensional constant. Then the same conclusion of Theorem 1.1 holds.

Special Lagrangian equation (1.1) is the potential equation for the minimal Lagrangian 
or “gradient” graph (x, Du(x)) ⊂ Rn×Rn, in calibrated geometry [18]. When n = 2, the 
trigonometric equation (1.1) also takes the algebraic form cosΘ Δu + sin Θ detD2u =
sin Θ; while for n = 3, and |Θ| = π or π/2, equation (1.1) is equivalent to Δu = detD2u

or σ2(D2u) = λ1λ2 + λ2λ3 + λ3λ1 = 1 respectively. The phase or Lagrangian angle 
(n − 2)π/2 is called critical, since the level set {λ ∈ Rn |λ satisfying (1.1)} is convex 
only when |Θ| ≥ (n − 2)π/2 [36, Lemma 2.1]. Simple solution sin x1e

x2 and precious 
one (x2

1 + x2
2)ex3 − ex3 + e−x3/4 [28] to (1.1) with Θ = (n − 2)π/2, n = 2 and n = 3
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respectively show that the “critical” phase condition in Theorem 1.1 as well as the lower 
bounds on Hessian of the solutions in Theorem 1.2 are indeed necessary. The “entire” 
Bernstein-Liouville type problem has been well-studied, see for instance [4,14,2,35,36,29]. 
However, whether one can lower the −1/

√
3 bound in Theorem 1.2 arbitrarily in general 

dimension still remains an issue to us.
Corresponding to minimal surface equations over exterior domains, there are the well-

known exterior Bernstein type results only in low dimensions [3] (for n = 2) [24] (for 
3 ≤ n ≤ 7), which assert that all solutions approach linear functions asymptotically 
near infinity. The same linear asymptotics continue to hold in all higher dimensions, if 
certain necessary conditions such as the boundedness of the gradient of solutions are 
assumed (cf. [24]). For Monge-Ampère equations in exterior domains, there are exterior 
Jörgens-Calabi-Pogorelov type results [11] (for n = 2) and [7] [5] (for n ≥ 2), which state 
that all (convex) solutions are asymptotic to quadratic polynomials near infinity.

Heuristically the plane asymptotic behavior for minimal surfaces in exterior domains 
(quadratic for special Lagrangian equations and linear for minimal surface systems) is 
“clear”—seen through the monotonicity formula—once the tangent cone at infinity is 
flat. As one tries to employ De Giorgi-Allard ε-regularity to locate the “flat” plane, 
those approximated planes over larger and larger annuli could potentially keep chang-
ing. The possible changing planes can be in fact fixed by Allard-Almgren through their 
uniqueness of tangent cones [1]; see also Simon [23], Lin-Wang [20]. This enables us to 
see the quadratic asymptotics for solutions to general special Lagrangian equations in 
Theorem 1.1 and, in particular Theorem 1.2, as well as linear asymptotics for solutions to 
minimal surface systems in exterior domains, where entire rigidity results are available, 
or tangent cones at infinity are flat, for example [35,36,29,21] and [19,12,33].

If we try to have a “pure” PDE approach to the exterior problems, suited for more 
general fully nonlinear elliptic equations such as quadratic Hessian equation and inverse 
harmonic Hessian equation where rich geometric structures as on minimal surfaces are 
not available, then we take advantage of the fully nonlinear elliptic equation with con-
vexity compensation satisfied by the single potential in the case of Theorem 1.1. The key 
is to show that the Hessian of the solutions has a finite limit at infinity, corresponding to 
the uniqueness of tangent cones in minimal surface situation. Still unlike in the case of 
codimension one minimal surface equation, the gradient of the solution enjoys Moser’s 
Harnack inequality, then the limit of the bounded gradient can be quickly drawn at 
infinity. Fortunately, the pure second derivatives of the solutions are supersolutions to 
the linearized elliptic equation, then satisfy Krylov-Safonov’s weak Harnack inequality 
(over annuli) and Evans-Krylov’s Hessian estimates. From here, the limit of the Hessian 
at infinity can be achieved. This is the content of Section 2, where an “exterior” Evans-
Krylov, then a finer exterior Liouville theorem for general fully nonlinear uniformly 
elliptic concave equations with bounded Hessian (Theorem 2.1)—along with an exterior 
Liouville theorem for positive solutions to linear elliptic equations in nondivergence form 
(Theorem 2.2)—is established.
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Note that our “exterior” Evans-Krylov Lemma 2.1 is essential in drawing the limit of 
the superharmonic Hessian at ∞ and a weak Harnack alone is not enough, as indicated 
by simple superharmonic function f(x1, x2, x3, x4) = (1 + x2

1 + x2
2 + x2

3)−1/2, which 
has no limit at ∞. Even with the C2,α, then C3 (or curvature) estimates in [34] when 
the corresponding tangent cones at ∞ are flat for the solutions in Theorem 1.1 and 
Theorem 1.2, the third order derivatives of the exterior solutions can only be shown to 
decay inverse linearly. This inadequate decay cannot lead to limits of the Hessians of the 
exterior solutions at ∞.

There is still another hurdle in making all the above work: we need the Hessian of 
solutions to be bounded and the fully nonlinear concave equation to be uniformly elliptic 
in the case of Theorem 1.1, and the Hessian of solutions to be bounded with a “convex” 
restriction as well as the fully nonlinear saddle equation to be uniformly elliptic in the 
case of Theorem 1.2. This is done via a rotation device developed in [35,36]; see the proof 
of Theorem 1.1 and Theorem 1.2 in Section 3.

In passing, we make the following remarks. All solutions to special Lagrangian equa-
tion (1.1) with critical phase and with quadratic growth near infinity must have the 
same quadratic asymptotic behavior, if one combines the a priori gradient and Hessian 
estimates in [30,32,26] with our general exterior Liouville Theorem 2.1. This exterior Li-
ouville type result and the exterior Bernstein Theorem 1.1 also hold true for continuous 
viscosity solutions, in light of the regularity for solutions of special Lagrangian equations 
[30–32,8,26].

As alluded in the above, our arguments toward Theorem 1.1 also lead to quadratic 
asymptotics for convex solutions to quadratic Hessian equations and inverse harmonic 
Hessian equations in exterior domains, for which Chang and the third author [9] and 
Flanders [13] obtained entire Liouville type results respectively. Our unified approach also 
gives a different proof for the Jörgens-Calabi-Pogorelov type result for Monge-Ampère 
equations in exterior domains, which, as mentioned above, have been done earlier by 
Ferrer-Martínez-Milán [11] and Caffarelli-Li [7]; see Section 4.

We close this introduction by the following remarks. Turning from infinity back to the 
origin, our unified argument also gives removable isolated singularity result for special 
Lagrangian equations with supercritical phase, and quadratic Hessian equations and 
inverse harmonic Hessian equation with convexity assumption on the solutions, if one 
more assumption—the gradient has a limit at the isolated singularity—is added on the 
solutions. Singular radial solutions to all those three equations show the last necessary 
assumption is indeed needed. Assuming the existence of smooth solutions to a family of 
fully nonlinear elliptic equations including the above three, Wang and Zhu [27] showed 
that the same removable singularity result with certain more general singular set.

2. Exterior Liouville theorems

In this section, we establish the following Liouville type theorem for general fully 
nonlinear elliptic equations with bounded Hessian in exterior domains.
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Theorem 2.1. Let u be a smooth solution of

F (D2u) = 0 (2.1)

in the exterior domain Rn \ B̄1, where n ≥ 3, F is uniformly elliptic with the ellip-
ticity constants λ and Λ, and also, F is either convex, or concave, or the level set 
{M |F (M) = 0} is convex. Suppose∥∥D2u

∥∥
L∞
(
Rn\B̄1

) ≤ K < +∞.

Then there exists a unique quadratic polynomial

Q(x) = 1
2x

TAx + bTx + c

such that

u(x) = Q(x) + O(|x|2−n) as |x| → ∞.

Furthermore, if F is infinitely smooth, then we have

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞

for all k ∈ N.

By symmetry, we discuss only the case that F is concave, which implies that the pure 
second derivative uee, for any fixed direction e ∈ ∂B1, is a subsolution of the linearized 
equation FMij

(D2u(x))vij = 0 of (2.1). Before going further, we first collect here some 
preliminary results, for their proofs one may consult [6] and [16].

(1) (Krylov-Safonov’s weak Harnack inequality in annulus) Let v be a nonnegative su-
persolution of aij(x)vij = 0 in B(1+3γ)R \ B̄(1−3γ)R, where aij(x) is uniformly elliptic 
with the ellipticity constants λ and Λ, and 0 < γ < 1/3 is a constant. Then

⎛⎜⎝ 1
|BγR|

∫
B(1+γ)R\B̄(1−γ)R

vδ

⎞⎟⎠
1/δ

≤ C inf
B(1+γ)R\B̄(1−γ)R

v,

where δ = δ(n, λ, Λ) > 0 and C = C(n, λ, Λ, γ) > 0.
(2) (Evans-Krylov estimate) Let u be a solution of (2.1) and uee be its pure second 

derivative in any fixed direction e ∈ ∂B1. Then there exist C = C(n, λ, Λ) > 0 and 
α = α(n, λ, Λ) > 0, such that

osc uee ≤ osc D2u ≤ C
( r )α osc D2u ≤ 2CK

( r )α

Br(z) Br(z) R BR(z) R
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for any 0 < r < R and any BR(z) ⊂ Rn \ B̄1.

2.1. Limit of the Hessian

The key step toward Theorem 2.1 is the following lemma.

Lemma 2.1. Let u be as in Theorem 2.1. Then there exists a symmetric matrix A such 
that

D2u(x) → A as |x| → ∞.

To prove this, we need only to show that, for any fixed e ∈ ∂B1, the pure second 
derivative uee tends to some constant number at infinity.

Proof of Lemma 2.1. Set w(x) = uee(x), w̄ = lim
|x|→∞

w(x) and w = lim
|x|→∞

w(x) for con-

venience. It suffices to prove that

w̄ = w.

If it were not, we would have w̄−w =: 5d > 0. Clearly, for any 0 < ε < d, there exists a 
large constant R = R(ε) > 1 such that w − ε ≤ w(x) ≤ w̄ + ε for all x ∈ BC

R/2, and also 
there exists a sequence of xk in BC

R/2, tending to ∞, such that

w(xk) ≤ w + ε

for all k ∈ Z+. Then there exists a point x̄ on the sphere ∂B|x| for at least one x ∈ {xk}, 
such that

w(x̄) ≥ w̄ − ε.

Otherwise, as a subsolution, w < w̄ − ε on the spheres ∂B|xk| for all k ∈ Z+, by 
comparison principle, we would have w(x) < w̄ − ε for all x ∈ BC

|x1|
, which leads to 

w̄ < w̄ − ε, a contradiction.
Applying the Evans-Krylov estimate to w = uee in B|x|−1(x), we obtain

osc
Bγ|x|(x)

uee ≤ C

(
γ|x|

|x| − 1

)α

osc
B|x|−1(x)

D2u ≤ 4CKγα ≤ d,

where γ = γ(n, λ, Λ, K, d) =: min
{

1/6, (d/(4CK))1/α
}

. Thus we deduce that

w(x) ≤ w + ε + d ≤ w̄ − 3d or w̄ − w(x) ≥ 3d for x ∈ Bγ|x|(x).
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Employing the weak Harnack inequality to the nonnegative supersolution v(x) = w̄ +
ε − w(x) in the annulus B(1+3γ)|x| \ B̄(1−3γ)|x|, we obtain

⎛⎜⎝ 1
|Bγ|x||

∫
B(1+γ)|x|\B̄(1−γ)|x|

vδ

⎞⎟⎠
1/δ

≤ C inf
B(1+γ)|x|\B̄(1−γ)|x|

v ≤ Cv(x̄) ≤ 2Cε.

Then 3d ≤ 2Cε, where C is independent of ε. Letting ε → 0, we get d = 0, a contradic-
tion. �
2.2. Finer asymptotic behavior

Once the second order derivatives of u in Theorem 2.1 have limits at infinity, we can 
get the asymptotic behavior for all other order derivatives of u. To this end, we first 
note that auxiliary functions |x|−n, and |x|−1/2 as well as |x|2−n − |x|2−n−ε are indeed 
subsolution and supersolutions, respectively, to the linearized equations of F (D2u) = 0, 
which now are close to constant coefficient ones, say the Laplace equation, near infinity.

Next we prove an exterior Liouville theorem for positive solutions to linear elliptic 
equations in nondivergence form.

Theorem 2.2. Let v be a positive solution of aij(x)vij = 0 in Rn\B̄1, where n ≥ 3, aij(x)
is uniformly elliptic and aij(x) → aij∞ as |x| → ∞. Then there exists a constant v∞ such 
that

v(x) = v∞ + o

(
1

|x|n−2−δ

)
as |x| → ∞, for all δ > 0. (2.2)

Furthermore, if we have in addition

|aij(x) − aij∞| ≤ C

|x|α (x ∈ Rn \B1) (2.3)

for some positive constants C and α, then

v(x) = v∞ + O

(
1

|x|n−2

)
as |x| → ∞. (2.4)

Proof. Without loss of generality and for simplicity of notations, we assume that aij∞ =
δij and, say |aij(x) − δij | ≤ 1/4 for |x| ≥ 1. Note also that the constants C’s in the 
following steps might be different from line to line.

Step 1. We prove lim
|x|→∞

v(x) exists and is finite in this step. Let v̄ = lim
|x|→∞

v(x) and 

v = lim v(x). Clearly, v̄ ≥ v ≥ 0.

|x|→∞
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We first prove that v < +∞. Otherwise, we would have

v(x) → +∞ as |x| → ∞. (2.5)

Relying on the equation aij(x)wij = 0, let us take this solution v(x) and supersolution 
ξ(x) = 2|x|−1/2 − 1 to bound subsolution η(x) = |x|−n. For any ε > 0, according to 
(2.5), there exists Rε > 16 such that εv(x) > 2 for all x with |x| ≥ Rε. Then η ≤ ξ + εv

on ∂BRε
∪ ∂B1. By the comparison principle, we obtain η ≤ ξ + εv in BRε

\ B1. In 
particular, at x∗ = (16, 0, ..., 0),

0 < η(x∗) ≤ ξ(x∗) + εv(x∗) = −1/2 + εv(x∗).

Letting ε → 0+, we get 0 ≤ −1/2, a contradiction.
Now we prove that v̄ ≤ v. For any ε > 0, there exists Rε > 0 such that ṽ(x) =

v(x) − v + ε > 0 for all x ∈ BC
Rε

. Since lim
|x|→∞

ṽ(x) = ε, there exist {xk}∞k=1 such that 

2Rε ≤ rk = |xk| → +∞, rk < rk+1 and ṽ(xk) ≤ 2ε. Applying the Krylov-Safonov’s 
Harnack inequality to ṽ, we obtain ṽ(x) ≤ Cṽ(xk) ≤ 2Cε for all x ∈ ∂Brk and all 
k ∈ Z+. By the comparison principle, we have ṽ(x) ≤ 2Cε for all x ∈ BC

r1 . By letting 
|x| → ∞ and taking limit superior, we get v̄− v + ε ≤ 2Cε for any ε > 0. Letting ε → 0, 
we obtain v̄ ≤ v.

Therefore, v(x) tends to some finite constant v∞ as |x| → ∞.
To obtain the finer asymptotic behavior (2.2) and (2.4), we follow the arguments of 

[15, pp. 324–325] in the rest of the proof.

Step 2. Let δ̃ = min {δ/2, (n− 2)/2}. Consider the supersolution φ(x) = |x|2−n+δ̃ to 
aij(x)φij = 0 in B̄C

Rδ
. Since, for any ε > 0, there exists Rε > 1, depending on ε and v, 

such that

|v(x) − v∞| < ε/2, x ∈ BC
Rε

,

we conclude that there exists C > 0, depending on v, but independent of ε, such that

v(x) − v∞ ≤ Cφ + ε, x ∈ ∂BR ∪ ∂BRδ
, R > max {Rδ, Rε} .

Applying the comparison principle, we get

v(x) − v∞ ≤ Cφ + ε, x ∈ BR \BRδ
.

By letting first R → +∞ and then ε → 0+, we deduce that

v(x) − v∞ ≤ Cφ ≤ C|x|2−n+δ̃, x ∈ BC
R .
δ
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Similarly, by considering v∞ − v(x), we have

v(x) − v∞ ≥ −Cφ ≥ −C|x|2−n+δ̃, x ∈ BC
Rδ

.

In summary, the assertion (2.2) is proved.

Step 3. In light of the Hölder continuity condition (2.3) for the coefficient aij(x) at 
infinity, as noted in the beginning, function φ̃(x) = |x|2−n−|x|2−n−α/2 is a supersolution 
of aij(x)φ̃ij = 0 in B̄C

Rα
. By taking φ̃ in place of φ and following the same lines as in 

Step 2, we conclude that

|v(x) − v∞| ≤ Cφ̃ ≤ C|x|2−n, x ∈ BC
Rα

,

the optimal asymptotic behavior (2.4). This finishes the proof of the lemma. �
Corollary 2.1. Let v be a smooth solution of aij(x)vij = 0 in Rn \ B̄1, where n ≥ 3, 
aij(x) is uniformly elliptic and aij(x) → aij∞ as |x| → ∞. Suppose |Dv(x)| = O(|x|−1)
as |x| → ∞. Then there exists a constant v∞ such that

v(x) = v∞ + o

(
1

|x|n−2−δ

)
as |x| → ∞, for all δ > 0. (2.6)

Furthermore, if we have in addition

|aij(x) − aij∞| ≤ C

|x|α (x ∈ Rn \B1)

for some positive constants C and α, then

v(x) = v∞ + O

(
1

|x|n−2

)
as |x| → ∞. (2.7)

Proof. In virtue of Theorem 2.2, we need only to show that v is bounded at least on one 
side.

We show this by contradiction and by following the same way as in the first part of 
the proof of [15, Theorem 4]. Indeed, if v were unbounded on both sides, there would 
exist a sequence {xk}∞k=1, such that 1 < |xk| < |xk+1| → +∞ and v(xk) = 0 for all 
k ∈ Z+. Then, it follows from |Dv(x)| ≤ C/|x| (for all x ∈ BC

1 ) that, for any k ∈ Z+

and any x ∈ ∂B|xk|, we have

|v(x)| =

∣∣∣∣∣∣
∫
γ

dv

ds
ds

∣∣∣∣∣∣ ≤ C

|xk|
· 2π|xk| = 2Cπ,

where the integration path γ is the minor arc connecting xk and x in the great circle 
of the sphere ∂B|xk|. By the maximum principle, we thus conclude that |v(x)| ≤ 2Cπ
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on B̄|xk+1| \ B|xk| for all k ∈ Z+. Therefore, |v(x)| ≤ 2Cπ on BC
|x1|, contradicts the 

unboundedness assumption. �
Remark 2.1. Corollary 2.1 is slightly different from [15, Theorem 4] which only asserts 
that the limit lim

|x|→∞
v(x) exists, but does not state that the limit can not be infinity. 

We also note that [22, Lemma 11] says that, for solution to the linear elliptic equa-
tion in divergence form on the exterior domain, if the limit exists and the dimension 
n ≥ 3, then the limit must be finite. This result does not need the coefficient aij(x)
converges, that is “close to the Laplacian”, but needs the divergence structure of the 
equation. For nondivergence equations, if the coefficient aij(x) does not converge, there 
are counterexamples for the finiteness of the limit; for example, function v(x) = log |x|
satisfies the nondivergence uniformly elliptic equation (δij + (n − 2)xixj |x|−2)vij = 0
in Rn \ {0}. Furthermore, v(x) = log |x| also satisfies a fully nonlinear concave elliptic 
equation F (D2v) = (n − 2)λmin(D2v) + Δv = 0, which shows that neither F (D2v) = 0
nor its linearized equations have divergence structure for n ≥ 3.

Now we proceed with the proof of Theorem 2.1. Note that the constants C > 0
appeared in the following proof might be different from line to line.

Proof of Theorem 2.1. Step 1. Let

v(x) = u(x) − 1
2x

TAx,

where A comes from Lemma 2.1 and satisfies F (A) = 0. Then we have

F (D2v + A) = F (D2u) = 0 = F (A),

āijvij =
1∫

0

FMij
(tD2v(x) + A)dt · ∂vij(x) = F (D2v + A) − F (A) = 0,

âij(ve)ij = FMij
(D2v(x) + A)(ve)ij = 0,

and

âij(vee)ij = FMij
(D2v(x) + A)(vee)ij

= −FMij ,Mkl
(D2v(x) + A)(ve)ij(ve)kl ≥ 0,

for all e ∈ ∂B1, where

āij(x) =
1∫
FMij

(tD2v(x) + A)dt and âij(x) = FMij
(D2v(x) + A)
0
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are uniformly elliptic with the corresponding ellipticity constants depending only on n, λ
and Λ.

It is clear that

āij(x) → āij∞ = FMij
(A) and âij(x) → âij∞ = FMij

(A),

since D2v(x) → 0 (|x| → ∞) according to Lemma 2.1. Thus, by assuming without loss 
of generality that âij∞ = δij , we have the supersolution

ϕ(x) = |x|−1/2

of âij(x)wij = 0 in B̄C
R0

for some large R0 > 1. Since, for any e ∈ ∂B1,

âij(vee)ij ≥ 0 and vee(x) → 0 (|x| → ∞), (2.8)

we can use ϕ as a barrier function, as in Step 2 of the proof of Theorem 2.2, to conclude 
that

vee(x) ≤ Cϕ(x) ≤ C|x|−1/2,

for some constant C > 0. Let λmax(M) and λmin(M) denote the maximal and minimal 
eigenvalue of the matrix M , respectively. Then we have

λmax(D2v)(x) ≤ C|x|−1/2.

On the other hand, since āij(x)vij = 0 and āij(x) is uniformly elliptic, we get

λmin(D2v)(x) ≥ −Cλmax(D2v)(x) ≥ −C|x|−1/2.

Hence we conclude that ∣∣D2u(x) −A
∣∣ = ∣∣D2v(x)

∣∣ ≤ C|x|−1/2,

which in turn implies ∣∣âij(x) − âij∞
∣∣ ≤ C|x|−1/2, x ∈ BC

1 .

Thus the function

ϕ̃(x) = 2|x|2−n − |x|2−n−1/4

is a supersolution of ̂aij(x)wij = 0 in B̄C
R0

for some other large R0 > 1. Recalling (2.8) and 
using ϕ̃ as a barrier function, as in Step 2 or rather Step 3 of the proof of Theorem 2.2, 
we conclude that
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vee(x) ≤ Cϕ̃(x) ≤ C|x|2−n.

Repeating the argument above, we get

λmax(D2v)(x) ≤ C|x|2−n,

λmin(D2v)(x) ≥ −Cλmax(D2v)(x) ≥ −C|x|2−n,

and hence ∣∣D2u(x) −A
∣∣ = ∣∣D2v(x)

∣∣ ≤ C|x|2−n. (2.9)

Therefore, ∣∣āij(x) − āij∞
∣∣ ≤ C|x|2−n, x ∈ BC

1 , (2.10)

and ∣∣âij(x) − âij∞
∣∣ ≤ C|x|2−n, x ∈ BC

1 . (2.11)

Step 2. We follow the argument in [7, p. 567] to capture the linear and constant terms 
in the asymptotic quadratic polynomial Q(x) for the solution u(x). For any e ∈ ∂B1, it 
follows from (2.9) that

|Dve| ≤
∣∣D2v(x)

∣∣ ≤ C|x|2−n ≤ C|x|−1.

Since âij(ve)ij = 0, by (2.11) and Corollary 2.1, we conclude that there exists a constant 
be such that

ve(x) = be + O(|x|2−n) (|x| → ∞).

Let b = (be1 , ..., ben)T with e1, ..., en being the coordinate unit vector in Rn and

v̄(x) = v(x) − bTx = u(x) −
(

1
2x

TAx + bTx

)
.

Then

|Du(x) − (Ax + b)| = |Dv̄(x)| = O(|x|2−n) (|x| → ∞). (2.12)

In particular,

|Dv̄(x)| ≤ C|x|−1.

Since āij v̄ij = āijvij = 0, by (2.10) and Corollary 2.1, we thus deduce that there exists 
a constant c such that
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v̄(x) = c + O(|x|2−n) (|x| → ∞).

Let

Q(x) = 1
2x

TAx + bTx + c.

Then

|u(x) −Q(x)| = |v̄(x) − c| = O(|x|2−n) (|x| → ∞).

Step 3. For any fixed x with |x| sufficiently large, let

E(y) =
(

2
|x|

)2

(u−Q)
(
x + |x|

2 y

)
.

Then

aij(y)Eij(y) = F (A + D2E(y)) − F (A) = 0, y ∈ B1,

where

aij(y) =
1∫

0

FMij
(A + tD2E(y))dt.

By the Evans-Krylov estimate (fully nonlinear Schauder estimate) and the Schauder 
estimate, we have

|DkE(0)| ≤ Ck ‖E‖L∞(B1) ≤ Ck|x|−n, for all k ∈ N,

and hence

|Dk(u−Q)(x)| ≤ Ck|x|2−n−k, for all k ∈ N.

Step 4. The uniqueness of the quadratic polynomial Q(x) can be traced from the 
above argument. Another way is the following. Given the asymptotic behavior of u(x) to 
Q(x) near infinity, the difference between any two quadratic asymptotics of the solution 
u(x) is zero at infinity, and in turn, they must be the same. �
3. Proof of Theorem 1.1 and Theorem 1.2

3.0. Rotation in supercritical phase case

As in [36,35], we first make a transformation of the solution, or a U(n) rotation of the 
ambient space Cn = Rn ×Rn ⊃ {(x,Du(x))}, so that the Hessian of the new potential 
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function is bounded. By symmetry, we only consider the case Θ > (n − 2)π/2. Let ∑n
i=1 θi = (n − 2)π/2 + nϑ with θi = arctanλi and ϑ ∈ (0, π/n). Observe that

−π

2 + nϑ < θi <
π

2 .

The first inequality follows from (n − 2)π/2 +nϑ < θi + (n − 1)π/2, and it enables us to 
extend u smoothly over Ω̄ such that

D2u > − cot(2ϑ)I ≥ (1 − cotϑ)I. (3.1)

We rotate the (x, y) ∈ Rn ×Rn coordinate system to (x̃, ̃y) by ϑ, z̃ = e−
√
−1ϑz, namely 

x̃ = cx + sy and ỹ = −sx + cy with (c, s) = (cosϑ, sinϑ). Then (x, Du(x)) has a new 
parametrization {

x̃ = cx + sDu(x),
ỹ = −sx + cDu(x).

(3.2)

Given the uniform convexity of w(x) = u(x) + cotϑ |x|2/2 from (3.1), which results in 
a quadratic growth of u(x) from below for large x, we can assume that Ω is already 
enlarged to a bounded domain if necessary, such that w(x) ≥ max

∂Ω
w in Rn \ Ω and 

w(x) = max
∂Ω

w on ∂Ω, and then extend w or u smoothly to Rn such that D2w ≥ I in 

Rn. This gives the distance increasing property

|x̃− x̃∗|2 = sin2 ϑ
∣∣ cotϑx + Du(x) − cotϑx∗ −Du(x∗)

∣∣2 ≥ sin2 ϑ |x− x∗|2. (3.3)

We deduce that x �→ x̃ is a diffeomorphism from Rn to Rn and Ω̃ = x̃(Ω) is a bounded 
domain (for more details, see Step 1 of proofs for Theorem 4.2 and Theorem 4.3).

Next we define the new potential

ũ(x̃) =
x̃∫
ỹ · dx̃ =

x(x̃)∫
〈−sx + cDu(x), cdx + sdDu(x)〉

= 1
2 cs
(
|Du(x(x̃))|2 − |x(x̃)|2

)
− s2Du(x(x̃)) · x(x̃) + u(x(x̃)), (3.4)

where we integrated by parts for the last equality. Note that the above two equivalent 
integrals are well-defined for diffeomorphism x �→ x̃ = cx + sDu(x). It follows that 
Dũ(x̃) = ỹ = −sx + cDu(x), and by the chain rule

D2ũ = (−sI + cD2u)(cI + sD2u)−1

=

⎛⎝tan(θ1 − ϑ)
. . .

⎞⎠ when D2u is diagonalized.

tan(θn − ϑ)
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Therefore ũ satisfies

n∑
i=1

arctanλi(D2ũ) = (n− 2)π
2 and |D2ũ| < cotϑ in Rn \ Ω̃.

3.0. Rotation in semiconvex case

Repeat the above argument by taking nϑ = π/2 − arctanK and ϑ = π/6 respectively 
for D2u ≥ −K and D2u ≥ −1/

√
3 − ε(n) = − tan(π/6 + β(n)), we have new potential 

ũ satisfies respectively

n∑
i=1

arctanλi(D2ũ) = Θ − π

2 + arctanK and |D2ũ| < cotϑ in Rn \ Ω̃,

and

n∑
i=1

arctanλi(D2ũ) = Θ − n
π

6 and |D2ũ| < cot(π3 + β(n)) in Rn \ Ω̃.

The only difference is that the distance increasing property for D2u ≥ −( 1√
3 + β(n))

becomes

|x̃− x̃∗|2 ≥ 1
2(

√
3 − 1√

3
− ε(n))2 |x− x∗|2.

3.1. Proof of Theorem 1.1 (n ≥ 3)

Step 1. Now that ũ satisfies a uniformly elliptic fully nonlinear equation, which is also 
concave by the convexity observation of the level set

{λ ∈ Rn |λ satisfying (1.1) with Θ = (n− 2)π/2}

[36, Lemma 2.1]. Applying Theorem 2.1 or Lemma 2.1 to ũ, we obtain

D2ũ(x̃) → Ã as |x̃| → ∞

for some constant symmetric matrix Ã.

Step 2. We claim that

λi(Ã) < cotϑ, for all i = 1, 2, ..., n. (3.5)

Otherwise, by rotating the x̃-space to make Ã diagonal, we may assume that Ã11 = cotϑ. 
Then the rotated graph {(x̃, Dũ(x̃))} would have the asymptote
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ỹ1 = ∂1ũ(x̃) = cotϑ x̃1 + b̃1 + O(|x̃|2−n) = cotϑ x̃1 + O(1)

in {(x̃1, ỹ1)} ∩Rn \ ¯̃Ω, according to the asymptotic behavior of Dũ by Theorem 2.1 (see 
also (2.12)). Thus we infer that

x1 = x̃1 cosϑ− ỹ1 sinϑ

= x̃1 cosϑ− x̃1 cotϑ sinϑ + O(1) = O(1),

which states that Rn \ Ω̄ is bounded in the x1-direction (geometrically, this also means 
that, by rotating back to the original (x1, y1)-space, the “gradient” graph {(x,Du(x))}
would be inside a vertical strip of width O(1) around the vertical y1-axis), a contradiction.

It follows from the above claim that the matrix cosϑ I − sinϑ Ã is invertible. By the 
explicit formula

D2u(x) =
(
sinϑ I + cosϑ D2ũ(x̃)

) (
cosϑ I − sinϑ D2ũ(x̃)

)−1 (3.6)

resulting from (3.2), we conclude that

D2u(x) → A (|x| → ∞)

with

A =
(
sinϑ I + cosϑ Ã

)(
cosϑ I − sinϑ Ã

)−1
.

Thus

|D2u| ≤ C(n,Θ, u) < +∞ in Rn \ Ω̄,

and hence the original equation (1.1) is also uniformly elliptic. Applying Theorem 2.1 to 
u, we complete the proof of (1.2).

3.2. Proof of Theorem 1.1 (n = 2)

Step 1. By rotation (3.2), we have a harmonic function ũ satisfying

Δũ = 0 and |D2ũ| ≤ C(Θ) in R2 \ ¯̃Ω.

Set z = x̃1 +
√
−1 x̃2. Then the holomorphic function

h(z) = ∂x̃1 ũ−
√
−1 ∂x̃2 ũ

has linear growth at infinity. By the Laurent expansion, we obtain
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h(z) = a1z + a0 + a−1z
−1 + a−2z

−2 + · · · (3.7)

for all large z. Since Re
∫
a−1z

−1dz = Re(a−1 log z), as a part of ũ, is well defined in an 
exterior domain, we see that a−1 must be a real number. Thus we have

Dũ(x̃) = DQ̃(x̃) + a−1D log |x̃| + O(|x̃|−2) as |x̃| → ∞, (3.8)

where

Q̃(x̃) = 1
2 x̃

T Ãx̃ + b̃T x̃

with

Ã =
(

Re a1 −Im a1
−Im a1 −Re a1

)
and b̃ = (Re a0,−Im a0). (3.9)

Since the Laurent series (3.7) for holomorphic function h(z) is allowed to be taken 
derivatives term by term, it follows from (3.8) that

D2ũ(x̃) =: Ã + O(|x̃|−2) as |x̃| → ∞.

Step 2. By (3.8) and the same strip argument in the proof of (3.5), we deduce that

|λi(Ã)| < cotϑ

for i = 1, 2, where ϑ = Θ/2. Thus the matrix cosϑ I − sinϑ Ã is invertible. Recall 
(c, s) = (cosϑ, sinϑ). By the explicit formula (3.6), we obtain

D2u(x) = (sI + cÃ + O(|x̃|−2))(cI − sÃ + O(|x̃|−2))−1

= (sI + cÃ)(cI − sÃ)−1 + O(|x̃|−2)

=: A + O(|x|−2), (3.10)

where in the last equality we used the inequality C|x̃| ≥ |x| resulting from the distance 
increasing inequality (3.3).

Substituting the asymptotic behavior (3.8) of Dũ into the inverse rotation formula of 
(3.2), we get{

x = cx̃− sDũ(x̃) = (cI − sÃ− sa−1|x̃|−2I)x̃− sb̃ + O(|x̃|−2), (a)
Du(x) = sx̃ + cDũ(x̃) = (sI + cÃ + ca−1|x̃|−2I)x̃ + c̃b + O(|x̃|−2). (b)

(3.11)

It follows from (3.11)(a) that

x̃ = (cI − sÃ− sa−1|x̃|−2I)−1(x + sb̃) + O(|x̃|−2). (3.12)
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Plugging (3.12) into (3.11)(b), we obtain

Du(x) = (sI + cÃ + ca−1|x̃|−2I)(cI − sÃ− sa−1|x̃|−2I)−1(x + sb̃) + c̃b + O(|x̃|−2)

=
[
(sI + cÃ)(cI − sÃ)−1 + (sI + cÃ)(cI − sÃ)−2sa−1|x̃|−2

+(cI − sÃ)−1ca−1|x̃|−2](x + sb̃) + c̃b + O(|x̃|−2)

= Ax + (cI + sA)̃b + a−1(cI + sA)(cI − sÃ)−1x/|x̃|2 + O(|x̃|−2)

= Ax + b + a−1(I + A2)x
xT (I + A2)x + O(|x|−2), (3.13)

where we used

1/|x̃|2 = |(cI + sA)x + O(1)|−2 = (xT (cI + sA)2x)−2 + O(|x|−3),

and

(cosϑ I − sinϑ Ã)−1 = cosϑ I + sinϑA = cos
(
(θ∗1 − θ∗2)/2

)
(I + A2)1/2

with θ∗i = arctanλi(A) for i = 1, 2.
Finally, by integrating (3.13) term by term, we get

u(x) = 1
2x

TAx + bTx + c + a−1

2 log xT (I + A2)x + O(|x|−1)

=: Q(x) + a−1

2 log xT (I + (D2Q)2)x + O(|x|−1) as |x| → ∞. (3.14)

Step 3. To calculate the coefficient a−1 for the logarithmic term

Γ(x) = a−1

2 log xT (I + A2)x,

as in [7, p. 570], we integrate the algebraic form of equation (1.1)

cos Θ Δu + sin Θ detD2u = sin Θ. (3.15)

We have∫
ER\Ω

S dx =
∫

ER\Ω

CΔu + S detD2u dx =
∫

∂(ER\Ω)

Cuν + Su1(u22,−u12) · ν ds,

where ER =
{
x ∈ R2 |xT (I + A2)x < R2} and (C, S) = (cosΘ, sin Θ). In view of the 

asymptotic behaviors (3.10) and (3.13), we get
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∫
∂Ω

Cuν + Su1(u22,−u12) · ν ds +
∫

ER\Ω

S dx

=
∫

∂ER

C(Q + Γ)ν + S(Q1 + Γ1)(Q22 + Γ22,−Q12 − Γ12) · ν ds + O(R−1)

=
∫

∂ER

CQν + SQ1(Q22,−Q12) · ν ds

+
∫

∂ER

CΓν + S(Q1(Γ22,−Γ12) + Γ1(Q22,−Q12)) · ν ds + O(R−1)

=
∫
ER

CΔQ + S detD2Qdx + 2πa−1 + O(R−1). (3.16)

Letting R go to ∞, we obtain

a−1 = 1
2π

⎛⎝ ∫
∂Ω

Cuν + Su1(u22,−u12) · ν ds− S|Ω|

⎞⎠ = d.

We still have to verify the appearance of the 2πa−1 term in (3.16). Instead of going 
through the direct, but tricky and long calculation for the corresponding boundary in-
tegral, we use divergence theorem. Without loss of generality, we assume A is diagonal 
with eigenvalues (μ1, μ2). From the equation arctanμ1 + arctanμ2 = Θ, it follows that

cos Θ ΔΓ + sin Θ (Q22Γ11 − 2Q12Γ12 + Q11Γ22)

=
√

(1 + μ2
1)(1 + μ2

2)
(

1
1 + μ2

1
Γ11 + 1

1 + μ2
2
Γ22

)
= 2πa−1δ0 in R2. (3.17)

Hence ∫
∂ER

CΓν + S
(
Q1(Γ22,−Γ12) + Γ1(Q22,−Q12)

)
· ν ds

=
∫
ER

cos Θ ΔΓ + sin Θ (Q22Γ11 − 2Q12Γ12 + Q11Γ22) dx = 2πa−1.

Step 4. For any fixed x with |x| sufficiently large, let

E(y) =
(

2
|x|

)2

(u−Q− Γ)
(
x + |x|

2 y

)
and Γ̄(y) =

(
2
|x|

)2

Γ
(
x + |x|

2 y

)
.

Then
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āij(y)(E + Γ̄)ij(y) = F (A + D2E(y) + D2Γ̄(y)) − F (A) = 0, y ∈ B1,

where

āij(y) =
1∫

0

FMij
(A + t(D2E(y) + D2Γ̄(y)))dt,

and

F (M) = arctanλ1(M) + arctanλ2(M). (3.18)

By the Nirenberg estimate (two dimensional fully nonlinear Schauder estimate) and 
the Schauder estimate, we have

|DkE(0)| ≤ Ck(‖E‖L∞(B1) +
∥∥āijΓ̄ij

∥∥
Cα(B1)

)

≤ Ck(‖E‖L∞(B1) + |x|−4) ≤ Ck|x|−3, for all k ∈ N.

Therefore

|Dk(u−Q− Γ)(x)| ≤ Ck|x|−k−1, for all k ∈ N.

Step 5. The uniqueness of the quadratic polynomial Q(x) is proved in the same way 
as in Step 4 in the proof of Theorem 2.1.

Remark 3.1. Once we reach a fast enough rate for the Hessian of the solution approaching 
its limit at infinity, we can reveal the asymptotics of the solution through linearized 
equations. By the asymptotic behavior (3.10) of D2u, we set v(x) = u(x) − xTAx/2.

(i) From the original trigonometric form equation (1.1), we have

aij(x)vij(x) = F (A + D2v(x)) − F (A) = 0, x ∈ B̄C
1 ,

where F is the one given in (3.18) and aij(x) =
∫ 1
0 FMij

(A +tD2v(x))dt. Since (3.10)
reads

|D2v(x)| = O(|x|−2) (|x| → ∞),

it follows that

tr
(
(I + A2)−1D2v

)
= FMij

(A)vij =
(
FMij

(A) − aij
)
vij = O(|x|−4) (|x| → ∞).

From the Newtonian representation of v(x) as in [7, p. 569], we deduce that
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u(x) = 1
2x

TAx+v(x) = 1
2x

TAx+bTx+c+ d

2 log xT (I+A2)x+O(|x|−1) (|x| → ∞),

for some b ∈ Rn and c, d ∈ R.
(ii) Another way is to consider the algebraic form of the special Lagrangian equation 

(3.15). It follows from (3.10) and the expansion formula of the determinant that

tr
(
MD2v

)
= O(|x|−4) (|x| → ∞),

where M = cosΘ I + sin Θ (detA)A−1. Because of (the “conformality”)

M−1 = (cos Θ I2 + sin Θ (detA)A−1)−1 = 1√
det(I + A2)

(I + A2),

we obtain the same linearized equation and the same logarithmic term logxTM−1x.

Note that, when Θ = π/2, the special Lagrangian equation (3.15) becomes the Monge-
Ampère equation detD2u = 1. We have M = A−1 and hence the logarithmic term 
log xTAx, which is as same as the one given in [7, Theorem 1.2] (see also Theorem 4.1).

Remark 3.2. Via the rotation argument in Step 1, we actually have a harmonic repre-
sentation of the potential u to two dimensional special Lagrangian equations, which in 
turn, also leads to the asymptotics of the solution.

Write z = x̃1 +
√
−1 x̃2, x̃ = (x̃1, ̃x2) and ỹ = (ũx̃1 , ̃ux̃2). From (3.7), we have

u(x) =
x∫
Du · dx =

x∫
(sx̃ + cỹ) · d(cx̃− sỹ)

=
x∫
sc(x̃dx̃− ỹdỹ) + c2ỹdx̃− s2x̃dỹ

=
x∫ 1

2scd(|x̃|
2 − |ỹ|2) + Re(c2hdz − s2zhzdz)

= 1
2sc(|z|

2 − |h|2) + Re
z∫
(c2h− s2zhz)dz

= 1
2sc(|z|

2 − |h|2) + 1
2(c2 − s2)Re(a1z

2)

+c2Re(a0z) + a−1 log |z| + O(|z|−1).

Since x̃ = (cosϑ I+sinϑ A)x +O(1) via the asymptotic behavior (3.13) of Du (the rough 
version is enough), we obtain

log |z|2 = log xT (cosϑ I + sinϑA)2x + O(1)

= log xT (I + A2)x + O(1).
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On the other hand, since x = (cI − sÃ)x̃ + O(1) via (3.11)(a), and A = (sI + cÃ)(cI −
sÃ)−1, by the definition (3.9) of Ã, it is not hard to verify that the highest degree term 
of

sc(|z|2 − |a1z|2) + (c2 − s2)Re(a1z
2)

is exactly xTAx. Thus we conclude also that

u(x) = 1
2x

TAx + bTx + c + d

2 log xT (I + A2)x + O(|x|−1) (|x| → ∞).

For a complex representation of the solution to the two dimensional Monge-Ampère 
equation via the Legendre-Lewy transformation, see [10,11].

3.3. Proof of Theorem 1.2

Step 1. As in [35], after blowing down the minimal surface (x̃, Dũ(x̃)) at ∞, we have 
a minimal Lagrangian graphical tangent cone or homogeneous order two solution v to ∑n

i=1 arctanλi(D2v) = Θ̃ in Rn with bounded Hessian |D2v| < cotϑ and |D2v| ≤
tan(π3 + β(n)) respectively for n ≤ 4 and n ≥ 5 from Section 3.0. We claim the tangent 
cone is flat.

For n = 2, the only left case in the first place is an exterior semiconvex harmonic 
function. The proof for Theorem 1.2 is straightforward.

For n = 3, it follows from a well-known fact that every three dimensional minimal 
graphical cone is flat or v is quadratic; see [17, p. 426] for a “quick” PDE proof.

For n = 4, by the dimension reduction argument and De Giorgi-Allard ε-regularity in 
the geometric measure theory, the minimal cone (x̃, Dv(x̃)) is in fact smooth away from 
its vertex (cf. [35]), then the solution v to the analytic special Lagrangian equation is 
analytic away from the origin. It follows from Nadirashvili-Vladut [21] v is quadratic or 
the tangent cone at ∞ is flat.

For n ≥ 5, with |D2v| ≤ tan(π3 + β(n)) =
√

3 + ε′(n), as noted in [29, p. 924], by 
a similar compactness argument for Proposition 3.1 in [35], v is quadratic. Here the 
small dimensional constant ε(n) is determined by the small dimensional constant ε′(n)
satisfying ε(n) = tan(arctan(

√
3 + ε′(n)) − π/6) − 1/

√
3.

Step 2. Having the flat tangent cone at ∞, it follows from Allard-Almgren [1, p. 215, 
p. 217] that the tangent cone (x̃, L(x̃)) with now integrable Jacobi normal vector fields 
is unique and satisfies effective uniqueness estimate

|Dũ(x̃) − L(x̃)| + |x̃||D2ũ(x̃) −DL| ≤ O(|x̃|1−α)

with α ∈ (0, 1); see also Simon [23, p. 269, II Section 6] [24, p. 239].
A similar strip argument as in Step 2 of Subsection 3.1 shows that our original po-

tential u satisfies
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|D2u| ≤ C(n, u) < +∞ in Rn \ Ω̄,

and

|D2u(x) −A| ≤ O(|x|−α)

for some constant matrix A.

Step 3. Via the boundedness and asymptotic behavior of Hessian D2u from Step 
2 in hand, we already reach the conclusion of Lemma 2.1, and in turn, the proof of 
Theorem 2.1 now with uniformly elliptic

F
(
D2u
)

=
n∑

i=1
arctanλi

(
D2u
)
− Θ,

goes through without the convexity, concavity, or level set convexity assumption. It is 
because the shape assumption is only used to draw the asymptotic behavior in Lemma 2.1
for the starting proof of Theorem 2.1. Thus the proof of Theorem 1.2 is complete.

4. Further perspectives

In 2003, Caffarelli and Li [7] extended the Jörgens-Calabi-Pogorelov theorem for 
Monge-Ampère equations (which asserts that every convex global solution of the Monge-
Ampère equation must be a quadratic polynomial) to exterior domains as follows.

Theorem 4.1 (See [7]). Let u be a smooth convex solution of the Monge-Ampère equa-
tion detD2u = 1 in the exterior domain Rn \ Ω̄. Then there exists a unique quadratic 
polynomial Q(x) such that when n ≥ 3,

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞ (4.1)

for all k ∈ N, and when n = 2,

u(x) = Q(x) + d

2 log xTD2Qx + Ok(|x|−1) as |x| → ∞ (4.2)

for all k ∈ N, where

d = 1
2π

⎛⎝ ∫
∂Ω

u1(u22,−u12) · ν ds− |Ω|

⎞⎠ .

Case n = 2 was treated earlier in 1999 by Ferrer, Martínez and Milán [11] using 
complex analysis method. The method in [7] is, to deduce first that the solution is 
close to a quadratic polynomial with a sub-quadratic error, by using Caffarelli’s theory 
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on Monge-Ampère equation, and then to obtain the Hölder closedness at infinity of the 
Hessian to some constant matrix, by estimates of Pogorelov, Evans-Krylov, and Schauder.

We remark that, by extending the solution u inside Ω such that the new u is smooth 
and convex in Rn, which can be done after subtracting a linear function from u if 
necessary as in [7, pp. 571–572], and then invoking the Pogorelov estimate (see [25, pp. 
73–76] or [16, pp. 467–471]), we deduce that∥∥D2u

∥∥
L∞
(
Rn\Ω̄

) ≤ C(n, u,Ω) < +∞,

which also implies that the equation is uniformly elliptic. Applying Theorem 2.1, we have 
a new proof of the above exterior Jörgens-Calabi-Pogorelov type result for the Monge-
Ampère equation when n ≥ 3. Our argument for Theorem 1.1 (n = 2) gives yet another 
proof of Theorem 4.1 (n = 2), as the Monge-Ampère equation now is equivalent to the 
special Lagrangian equation (1.1) with Θ = π/2.

In 2010, Chang and the third author [9] proved an entire Liouville theorem for the 
quadratic Hessian equation, which asserts that every convex solution must be quadratic. 
The argument is to make a Legenre-Lewy transformation of the solution to a new solution 
of a new uniformly elliptic and convex equation with bounded Hessian from both sides, 
so that Evans-Krylov-Safonov theory applies. Combining this idea with our exterior 
Liouville Theorem 2.1 for general fully nonlinear elliptic and convex equations, we obtain 
the following exterior Liouville theorem for the quadratic Hessian equation.

Theorem 4.2. Let n ≥ 3 and let u be a smooth solution of the quadratic Hessian equation 
σ2(λ(D2u)) = 1 in the exterior domain Rn \ Ω̄. Suppose

D2u >
(
δ −
√

2/(n(n− 1))
)
I in Rn \ Ω̄

for any fixed δ > 0. Then there exists a unique quadratic polynomial Q(x) such that

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞

for all k ∈ N.

Proof. Step 1. As in [9], we make a Legendre-Lewy transformation of the solution to 
a solution of a new uniformly elliptic and convex equation with bounded Hessian from 
both sides.

Write K =
√

2/(n(n− 1)) and let w(x) = u(x) + K|x|2/2 for all x ∈ Rn \ Ω̄. Then 
D2w > δI in Rn \ Ω̄. As in Section 3.0, enlarging Ω if necessary and then extending u
smoothly to Rn such that D2w > δI in Rn, we have the distance increasing property

|Dw(x) −Dw(x
)| =

∣∣∣∣∣∣
1∫
D2w(x
 + t(x− x
))(x− x
)dt

∣∣∣∣∣∣ ≥ δ|x− x
|

0
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for all x, x
 ∈ Rn. Thus x �→ y = Dw(x) is globally injective. Because the Jacobian 
of the map detDxy = detD2w(x) �= 0, the closed map Dw(x) is also open. Therefore, 
Dw(x) is surjective, Dw(Rn) = Rn, Dw(Ω) =: Ω̃ is a bounded domain, and hence y �→ x, 
Rn → Rn is also bijective.

Consider the Legendre transform w̄(y) of w(x) given by w̄(y) = x(y) ·y−w(x(y)). We 
have x = Dw̄(y) and D2w̄(y) = (D2w(x))−1. It follows that the function ũ(y) = −w̄(y)
satisfies

−δ−1I < D2ũ(y) = −
(
D2u(x) + KI

)−1
< 0 (4.3)

for all y ∈ Rn and

g
(
λ̃(D2ũ)

)
= σ2

(
(−λ̃−1

1 −K, ...,−λ̃−1
n −K)

)
= 1 in Ω̃C .

As proved in [9, pp. 661–663], we have

(i) the level set Σ =
{
λ̃ | g(λ̃) = 1

}
is convex;

(ii) the normal vector Dg of the level set Σ is uniformly inside the positive cone Γ+ ={
λ̃
∣∣ λ̃i > 0 for all i = 1, 2, ..., n

}
provided λ̃i ∈ (−δ−1, 0) for all i = 1, 2, ..., n.

Thus ũ(y) satisfies a uniformly elliptic equation with convexity.

Step 2. In view of (4.3) and applying Theorem 2.1, we obtain

ũ(y) = 1
2y

T Ãy + b̃T y + c̃ + Ok(|y|2−n)

as |y| → ∞, for all k ∈ N. In particular,

D2w̃(y) → Ã and x = Dw̃(y) = −Dũ(y) = −Ãy + O(1)

as |y| → ∞. By the strip argument described in the proof of (3.5) in Subsection 3.1, we 
see that λi(Ã) < 0 for all i = 1, 2, ..., n. (Otherwise, Rn \ Ω is bounded in xi0-direction 
for some i0, a contradiction.) Thus the matrix Ã is invertible. Therefore

D2u(x) = −(D2ũ(y))−1 −KI → −Ã−1 −KI =: A

as |x| → ∞, and |D2u(x)| ≤ C for all x ∈ ΩC , which implies that the original 
quadratic Hessian equation σ2(λ) = 1 is uniformly elliptic in D2u(ΩC). Since the level 
set {λ |σ2(λ) = 1} is originally convex, by applying Theorem 2.1 again, we thus complete 
the proof of Theorem 4.2. �

In 1960, Flanders [13] established an entire Liouville theorem for the inverse harmonic 
Hessian equation
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1
λ1(D2u) + · · · + 1

λn(D2u) = 1, (4.4)

which says that every smooth convex solution u of (4.4) in the whole space Rn must 
be a quadratic polynomial. As an application of the same idea in establishing our main 
Theorem 1.1, we obtain the following exterior Liouville theorem for inverse harmonic 
Hessian equations.

Theorem 4.3. Let u be a smooth convex solution of the inverse harmonic Hessian equation 
(4.4) in the exterior domain Rn\Ω̄. Then there exists a unique quadratic polynomial Q(x)
such that when n ≥ 3,

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞ (4.5)

for all k ∈ N, and when n = 2,

u(x) = Q(x) + d

2 log xT (D2Q)2x + Ok(|x|−1) as |x| → ∞ (4.6)

for all k ∈ N, where

d = 1
2π

∫
∂Ω

u1(u22,−u12) · ν − uν ds.

Proof. We first make a Legendre transform of the solution u to a new solution ū to the 
Laplace equation with D2ū being bounded from both sides.

From the equation (4.4), it is clear that D2u > I in Ω̄C . As in Section 3.0, enlarging 
Ω if necessary and then extending u smoothly to Rn such that D2u > I in Rn, we have 
the distance increasing property

|Du(x) −Du(x
)| =

∣∣∣∣∣∣
1∫

0

D2u(x
 + t(x− x
))(x− x
)dt

∣∣∣∣∣∣ ≥ |x− x
|

for all x, x
 ∈ Rn. Thus x �→ y = Du(x) is globally injective. Because the Jacobian of the 
map detDxy = detD2u(x) �= 0, the closed map Du(x) is also open. Therefore, Du(x) is 
surjective, Du(Rn) = Rn, and Du(Ω) =: Ω̃ is a bounded domain. Then

ū(y) =
y∫
x · dDu(x) = x ·Du(x) −

x(y)∫
Du(x) · dx = x(y) · y − u(x(y)),

leading to the Legendre transform of u. Note that the above two equivalent integrals are 
well defined for diffeomorphism x �→ y = Du(x). It follows that x = Dū(y), and by the 
chain rule, D2ū(y) = (D2u(x))−1. Thus
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Δū = 1 and 0 < D2ū < I in Rn \ Ω̃.

Case n ≥ 3. Invoking Theorem 2.1 (the proof is much simpler, as the equation now 
is Laplace), we have

ū(y) = 1
2y

T Āy + b̄T y + c̄ + Ok(|y|2−n) as |y| → ∞

for all k ∈ N. In particular,

x = Dū(y) = Āy + b̄ + Ok(|y|1−n) = Āy + O(1).

By the strip argument, as described in the proof of (3.5) in Subsection 3.1, we see that 
the matrix Ā is invertible. Hence

D2u(x) =
(
D2ū(y)

)−1 → Ā−1 =: A and D2u(x) = A + Ok(|x|−n) (4.7)

as |x| → ∞, and

|D2u(x)| ≤ C, for all x ∈ ΩC .

Applying Theorem 2.1 again, we finally obtain

u(x) = Q(x) + Ok(|x|2−n) as |x| → ∞

for all k ∈ N.

Remark 4.1. Another way to reach the above asymptotic behavior (4.5) is to adopt a 
similar, but simpler (without logarithmic term) substitution procedure as in the proof 
of (1.3) in Subsection 3.2. Indeed, by substituting

y = Ax−Ab̄ + Ok(|x|1−n)

into

u(x) = x · y − ū(y) = x · y − Q̄(y) + Ok(|y|2−n),

we obtain (4.5). Noting that (4.7) reads Dxy = D2u(x) = A + Ok(|x|−n), by the chain 
rule we see that the asymptotic behavior Ok(|x|2−n) for any k is also preserved.

Case n = 2. Now we are exactly in a similar situation as in Subsection 3.2 for the 
proof of (1.3) of Theorem 1.1 (n = 2). Repeating the complex analysis argument of 
Step 1, the similar, but simpler notation-wise rotation argument of Step 2 (the Legendre 
transform is just a π/2-U(n) rotation followed by a conjugation, namely, (3.4) with 
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(c, s) = (0, 1)), the same divergence argument of Step 3, and the same Schauder argument 
of Step 4 in Subsection 3.2, we conclude that

u(x) = Q(x) + d

2 log xT (D2Q)2x + Ok(|x|−1) as |x| → ∞

for all k ∈ N. In particular, the boundary representation for d is similarly calculated via 
integration of the algebraic form of the inverse Harmonic Hessian equation

Δu− detD2u = 0

and a corresponding “δ-function” argument to (3.17).
The uniqueness of Q(x) is proved in the same way as in Step 4 in the proof of 

Theorem 2.1.

Remark 4.2. Let w(x) = u(x) − |x|2/2. Then equation (4.4) is equivalent to the two 
dimensional Monge-Ampère equation detD2w = 1 and also the two dimensional spe-
cial Lagrangian equation with Θ = π/2. From (1.3) in Theorem 1.1 and (D2Q)2 =
(detD2Q)(D2Q − I), (4.6) follows.

Note that one can also proceed as in Remark 3.1 or Remark 3.2 to obtain (4.6). �
Acknowledgments

The author Z.-S. Li thanks Dr. Y.-P. Huang for several useful discussions in the early 
stage of this paper. All the authors are grateful for the referees’ careful reviewing our 
paper with an alternative iteration argument for Step 3 of the proof of Theorem 1.2 and 
typo corrections.

References

[1] W.K. Allard, F.J. Almgren Jr., On the radial behavior of minimal surfaces and the uniqueness of 
their tangent cones, Ann. of Math. (2) 113 (1981) 215–265.

[2] J.-G. Bao, J.-Y. Chen, B. Guan, M. Ji, Liouville property and regularity of a Hessian quotient 
equation, Amer. J. Math. 125 (2003) 301–316.

[3] L. Bers, Isolated singularities of minimal surfaces, Ann. of Math. (2) 53 (1951) 364–386.
[4] A.A. Borisenko, On a Liouville-type theorem for the equation of special Lagrangian submanifolds 

(Russian), Mat. Zametki 52 (1992) 22–25; English translation in Math. Notes 52 (1992) (1993) 
1094–1096.

[5] J.-G. Bao, H.-G. Li, L. Zhang, Monge-Ampère equation on exterior domains, Calc. Var. Partial 
Differential Equations 52 (2015) 39–63.

[6] L.A. Caffarelli, X. Cabré, Fully Nonlinear Elliptic Equations, Colloquium Publications, vol. 43, 
American Mathematical Society, Providence, RI, 1995.

[7] L.A. Caffarelli, Y.-Y. Li, An extension to a theorem of Jörgens, Calabi, and Pogorelov, Comm. Pure 
Appl. Math. 56 (2003) 549–583.

[8] J.-Y. Chen, M. Warren, Y. Yuan, A priori estimate for convex solutions to special Lagrangian 
equations and its application, Comm. Pure Appl. Math. 62 (2009) 583–595.

[9] S.-Y.A. Chang, Y. Yuan, A Liouville problem for the sigma-2 equation, Discrete Contin. Dyn. Syst. 
28 (2) (2010) 659–664.

http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCBEB50AC7E1711FB7B7699BD1D7ADEACs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCBEB50AC7E1711FB7B7699BD1D7ADEACs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCE980EC4F7D41B919B3F5AD405B4A2BAs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCE980EC4F7D41B919B3F5AD405B4A2BAs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibC62DC7E16F0A6A4C713F500C35F7EEEAs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCBA8FC2F2DA2EE4DBF2B8D58D60D4245s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCBA8FC2F2DA2EE4DBF2B8D58D60D4245s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibCBA8FC2F2DA2EE4DBF2B8D58D60D4245s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibDD542ADF9CE668FD8190DF61AE2BA3C0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibDD542ADF9CE668FD8190DF61AE2BA3C0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4F033BB94A2F9E3541BC64B850F85866s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4F033BB94A2F9E3541BC64B850F85866s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib53ACF8A30F78D382EDCDC198E38C6B25s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib53ACF8A30F78D382EDCDC198E38C6B25s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib2909B7CB92D2C89CD0E15E1271E14797s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib2909B7CB92D2C89CD0E15E1271E14797s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib57674F2C4D2BD3E8F053AE6BC2517BE0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib57674F2C4D2BD3E8F053AE6BC2517BE0s1


D. Li et al. / Advances in Mathematics 361 (2020) 106927 29
[10] L. Ferrer, A. Martínez, F. Milán, Symmetry and uniqueness of parabolic affine spheres, Math. Ann. 
305 (1996) 311–327.

[11] L. Ferrer, A. Martínez, F. Milán, An extension of a theorem by K. Jörgens and a maximum principle 
at infinity for parabolic affine spheres, Math. Z. 230 (1999) 471–486.

[12] D. Fischer-Colbrie, Some rigidity theorems for minimal submanifolds of the sphere, Acta Math. 145 
(1980) 29–46.

[13] H. Flanders, On certain functions with positive definite Hessian, Ann. of Math. (2) 71 (1960) 
153–156.

[14] L. Fu, An analogue of Bernstein’s theorem, Houston J. Math. 24 (1998) 415–419.
[15] D. Gilbarg, J. Serrin, On isolated singularities of solutions of second order elliptic differential equa-

tions, J. Anal. Math. 4 (1955/1956) 309–340.
[16] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, 3rd edition, 

Springer-Verlag, Berlin, 1998.
[17] Q. Han, N. Nadirashvili, Y. Yuan, Linearity of homogeneous order-one solutions to elliptic equations 

in dimension three, Comm. Pure Appl. Math. 56 (4) (2003) 425–432.
[18] R. Harvey, H.B. Lawson, Geometries associated to the group SUn and varieties of minimal sub-

manifolds arising from the Cayley arithmetic, in: Minimal Submanifolds and Geodesics, Kaigai 
Publications, Tokyo, 1978, pp. 43–59.

[19] S. Hildebrandt, J. Jost, K.-O. Widman, Harmonic mappings and minimal submanifolds, Invent. 
Math. 62 (1980/1981) 269–298.

[20] F.-H. Lin, C.-Y. Wang, The Analysis of Harmonic Maps and Their Heat Flows, World Scientific 
Publishing Co. Pte. Ltd., Hackensack, NJ, 2008.

[21] N. Nadirashvili, S. Vladut, Homogeneous solutions of fully nonlinear elliptic equations in four di-
mensions, Comm. Pure Appl. Math. 66 (10) (2013) 1653–1662.

[22] J. Serrin, Singularities of Solutions of Nonlinear Equations, Proceedings of Symposia in Applied 
Mathematics, vol. 17, Am. Math. Soc., Providence, 1965, pp. 68–88.

[23] L. Simon, Isolated singularities of extrema of geometric variational problems, in: Harmonic Mappings 
and Minimal Immersions, Montecatini, 1984, in: Lecture Notes in Math., vol. 1161, Springer, Berlin, 
1985, pp. 206–277.

[24] L. Simon, Asymptotic behaviour of minimal graphs over exterior domains, Ann. Inst. H. Poincaré 
Anal. Non Linéaire 4 (3) (1987) 231–242.

[25] A.V. Pogorelov, The Minkowski Multidimensional Problem, J. Wiley, New York, 1978.
[26] D.-K. Wang, Y. Yuan, Hessian estimates for special Lagrangian equations with critical and super-

critical phases in general dimensions, Amer. J. Math. 136 (2) (2014) 481–499.
[27] L.-H. Wang, N. Zhu, Removable singular sets of fully nonlinear elliptic equations, Electron. J. 

Differential Equations 4 (1999), 5 pp.
[28] M. Warren, Non-polynomial entire solutions to σk equations, Comm. Partial Differential Equations 

41 (5) (2016) 848–853.
[29] M. Warren, Y. Yuan, A Liouville type theorem for special Lagrangian Equations with constraints, 

Comm. Partial Differential Equations 33 (2008) 922–932.
[30] M. Warren, Y. Yuan, Hessian estimates for the sigma-2 equation in dimension three, Comm. Pure 

Appl. Math. 62 (2009) 305–321.
[31] M. Warren, Y. Yuan, Explicit gradient estimates for minimal Lagrangian surfaces of dimension two, 

Math. Z. 262 (2009) 867–879.
[32] M. Warren, Y. Yuan, Hessian and gradient estimates for three dimensional special Lagrangian 

equations with large phase, Amer. J. Math. 132 (2010) 751–770.
[33] Y.-L. Xin, Minimal Submanifolds and Related Topics, Nankai Tracts in Mathematics, vol. 8, World 

Scientific Publishing Co., Inc., River Edge, NJ, 2003.
[34] Y. Yuan, A priori estimates for solutions of fully nonlinear special Lagrangian equations, Ann. Inst. 

H. Poincaré Anal. Non Linéaire 18 (2001) 261–270.
[35] Y. Yuan, A Bernstein problem for special Lagrangian equations, Invent. Math. 150 (2002) 117–125.
[36] Y. Yuan, Global solutions to special Lagrangian equations, Proc. Amer. Math. Soc. 134 (5) (2006) 

1355–1358.

http://refhub.elsevier.com/S0001-8708(19)30542-0/bib5478FF1EE9507575BF05D679EC5FF271s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib5478FF1EE9507575BF05D679EC5FF271s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF430040A090BA40951C6DE47BCF37C56s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF430040A090BA40951C6DE47BCF37C56s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib6F0C220FE38AD0E96072BEC89CC1535Fs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib6F0C220FE38AD0E96072BEC89CC1535Fs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib29E05E52DF804BA845FF0FBEB9C5EA95s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib29E05E52DF804BA845FF0FBEB9C5EA95s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibFA7AC6418A289454BE03AAD11DF2ABECs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib6753A02084FF59D86E6EBC18EA15A450s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib6753A02084FF59D86E6EBC18EA15A450s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4F050878C812927B1EFE730F85E54765s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4F050878C812927B1EFE730F85E54765s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF5D6D76FD36D6494E0F16FFAF2271534s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF5D6D76FD36D6494E0F16FFAF2271534s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib12C3F36C2FF1214519279E6847D89262s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib12C3F36C2FF1214519279E6847D89262s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib12C3F36C2FF1214519279E6847D89262s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib9A83E55D8E4895F8A654631F63E941C2s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib9A83E55D8E4895F8A654631F63E941C2s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib0ED829CB639F965F3134CAF500CB9E81s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib0ED829CB639F965F3134CAF500CB9E81s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib79D0C6180FAAA48425096338B46D6B35s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib79D0C6180FAAA48425096338B46D6B35s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4A9BAE4B2D5F6B23ACD68D9831D2CADBs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib4A9BAE4B2D5F6B23ACD68D9831D2CADBs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF633D92BF2D4486FFF499A5564D9D7D0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF633D92BF2D4486FFF499A5564D9D7D0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibF633D92BF2D4486FFF499A5564D9D7D0s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibBE39C127005F3485AED2567E4BD9EA41s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibBE39C127005F3485AED2567E4BD9EA41s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibAC8A149D495A7F361C99C60A15B9119Ds1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib32DB3979DAF94C1FEC7FD1A12FFBD6CFs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib32DB3979DAF94C1FEC7FD1A12FFBD6CFs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibB774A3496867B9CF10B784E98F9091F4s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibB774A3496867B9CF10B784E98F9091F4s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib2AD7D0D1F29C303A640DFB8199145814s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib2AD7D0D1F29C303A640DFB8199145814s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib9735F8C8BB51108D30E147392BE2B7C7s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib9735F8C8BB51108D30E147392BE2B7C7s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibEE414D2D692151F4C1598D1AEA5DC4D6s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibEE414D2D692151F4C1598D1AEA5DC4D6s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib5262B0D2CB895611D8E902804B5748A1s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib5262B0D2CB895611D8E902804B5748A1s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibC7B46DE19F5A766E11CB04D811D06BACs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibC7B46DE19F5A766E11CB04D811D06BACs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib539D2B9C9D84C09B44C41A150BA0B394s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib539D2B9C9D84C09B44C41A150BA0B394s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib262B289C35D3B8C898CC4F0F296AD3CDs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib262B289C35D3B8C898CC4F0F296AD3CDs1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bib5BE60A7A43CFAAAE810126CA7DB99706s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibC956491A5BCB87B4359948C2909C6757s1
http://refhub.elsevier.com/S0001-8708(19)30542-0/bibC956491A5BCB87B4359948C2909C6757s1

	A Bernstein problem for special Lagrangian equations in exterior domains
	1 Introduction
	2 Exterior Liouville theorems
	2.1 Limit of the Hessian
	2.2 Finer asymptotic behavior

	3 Proof of Theorem 1.1 and Theorem 1.2
	3.0 Rotation in supercritical phase case
	3.0 Rotation in semiconvex case
	3.1 Proof of Theorem 1.1 (n≥3)
	3.2 Proof of Theorem 1.1 (n=2)
	3.3 Proof of Theorem 1.2

	4 Further perspectives
	Acknowledgments
	References


