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'!he purp:>se of this l:xx:>k is to give a systematic treatment of fibration 

theory and sheaf theory, the emphasis be:ing on the foundational essentials. 
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1. 

§O. CATEGORICAL CONVENTIONS 

In this book, the foundation for category theory is the "one universe" approach 

taken by Herrlich-Strecker t. The key words are "set", "class", and "conglomerate'_'. 

Thus the issue is not only one of size but also of membership (every set is a class 

and every class is a conglomerate). 

0.1 DEFINITION A category s: is a class of objects Ob S:' a class of rrorphisrns 

~r S:' a function dam:~r s: -+ Ob S:' a function cod:MJr s: -+ Ob S:' and a function 

o;{(f,g) :f,g E ~r s: & cod f = dam g} -+ Mbr g (o(f,g) = g 0 f) 

such that •••. 

o . 2 TERMINOLOSY 

• Small category: A category whose rrorphism class is a set. 

• large category: A category whose rrorphism class is a proper class. 

[Note: If g is a category and if Ob g is a proper class, then g is large.] 

Given a category s: and objects X, Y E Ob g, it is not assumed that the class 

~r(X,Y) = {f:f E Mbr g, dam f = X, cod f = y} 

is a set. 

0.3 DEFINITION A category g is said to be locally small if V X,Y E Ob g, 

Mbr(X,Y) is a set. 

0.4 EXAMPLE SET is a locally small large category. 

t Categony Theony, Heldermann Verlag, 1979; see also Osborne, ~ic Homological 

AlgebJLa, Springer Verlag, 2000. 
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0.5 EXAMPLE TOP is a locally small large category. 

0.6 EXAMPLE SCH is a locally small large category (cf. 23.20). 

0.7 REMARK There are abelian categories ~ whose positive derived category 

D~ is not locally small. 

0.8 NarATION CAT is the locally small category whose objects are the small 

categories and whose norphisms are the functors. 

[Note: CAT is a locally small large category.] 

0.9 DEFINITION A metaca.tegory S is a conglomerate of objects Ob S, a con­

glomerate of norphisms fur S, a function dam:fur S -+ Ob S, a function cod:MJr C -+ 

Ob S, and a function 

o:{(f,g) :f,g E fur S & cod f = dam g} -+ MJr C (o(f,g) = g 0 f) 

such that •••• 

N.B. Every category is a metacategory. 

C 
0.10 NarATION Given categories , the functor category [S,Q] is the meta-

D 

category whose objects are the functors F:g -+ Q and whose norphisms are the natural 

transfonnations Nat(F,G) from F to G. 

0.11 REMARK Suppose that g and Q are nonanpty. 

• If F:g -+ Q is a functor, then F:fur C -+ M:)r D is a function, i.e., F 

is a subclass 

F c M:)r C x M:)r D. 
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And F is a proper class iff Mor £ is a proper class. 

• If F,G:£ + Q are functors and if ~:F + G is a natural transformation, 

then ~:Ob £ + Mor Q is a function, i.e., ~ is a subclass 

H C db C x Mor D. 

And ~ is a proper class iff Ob £ is a proper class . 

.Accordingly, if db C is a proper class, then [£,Q] is a metacategory, not a 

category. 

[Note: If, however, £ is small, then [£, Q] is a category and if D is locally 

small, then [~, Q] is locally small.] 

0.12 EXAMPLE Let ON be the ordered class of ordinals -- then [ONOP, SET] is 

a metacategory, not a category. 

0.13 NOTATION rAre is the metacategory whose obj ects are the categories and 

whose rrorphisrns are the f'llllctors. 
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§l. 2-CATEGORIES 

It is a question here of establishing notation and reviewing the basics. 

1.1 DEFINITION A 2-category t consists of a class 0 and a function that assigns 

to each ordered pair X, YEO a category t (X, Y) plus functors 

<;C,y,z:t(X,y) x t(Y,Z)--> t(X,Z) 

and 

satisfying the following conditions. 

(2-catl ) The diagram 

id x C 
t(X,Y) x (t(Y,Z) x t(Z,W)) --------'> t (X, Y) x t (Y , W) 

(t(X,Y) x tCY,Z)) x t(Z,W) C 

C x idl 
t(X,Z) x t(Z,W) -------------:> t(X,W) 

C 

commutes. 

(2-cat
2

) The diagram 

L R 
1 x t(X,Y) > t(X,Y) < t (X,Y) x 1 

I x idJ lid x I 

t(X,X) x t(X,Y) > t(X,Y) < t(X,Y) x t(Y,Y) 
C C 

commutes. 
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1.2 REMARK It is not assumed that the t(X,Y) are small or even locally small. 

1.3 TERrvJINOIOOY Let t be a 2-category. 

• The elements of the class 0 are called O-cells (denoted X,Y,Z, .•. ). 

• The objects of the category t(X,Y) are called l-cells (denoted f,g,h, ••• ) 

(and we write f:X --> Y or X _f_> Y) • 

• The rrorphisms of the category t(X,y) are called 2-cells (denoted a,S, 

a 
y, ••• ) (and we write a:f ===>g or f ==>g). 

N.B. It is conm::m practice to define a 2-category by simply delineating the 

O-cells, the l-cells, and the 2-cells, leaving implicit the precise definition of 

the t(X,Y) (as well as the CX,y,Z and the Ix)' 

1.4 EXAMPLE There is a 2-category 2-REL wnose O-cells are the sets, whose 

l-cells f:X + Y are the subsets f of X x Y, and whose 2-cells a:f ===> g (f,g c 

X x Y) are defined by stipulating that there is a illlique 2-cell from f to g if 

f c g but no 2-cell from f to g otherwise. 

1. 5 EXAMPLE There is a 2-category 2-'IOP whose O-cells are the tOIX>logical 

spaces, whose l-cells are the continuous filllctions, and whose 2-cells are the 

homotopy classes of homotopies. 

1.6 EXAMPLE Let £ be a locally small finitely complete category -- then there 

is a 2-category tAr! (~) whose O-cells are the internal categories in ~, whose l-cells 

are the internal filllctors, and whose 2-cells are the internal natural transfonnations. 

[Note: 

• Take <;: = Sm' -- then the O-cells in tAr! (SET) are the small categories. 
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• Take C = CAT -- then the O-cells in tA't (CAT) are the small double 

categories. ] 

1.7 NOTATION 

• The composition of 

in t (X, Y) is denoted by S • a. 

[Note: Given a l-cell f, there is a 2-cell idf:f == > f such that a • idf = a 

for all a:f ===> g and idf • S = S for all S:h ===> f.] 

• The ima.ge of l-cells f:X -+ Y, k:Y -+ Z under Sc,Y,Z is denoted by k 0 f. 

[Note: let Ix be the ima.ge of the unique obj ect of ! under Ix (hence Ix: X -+ X) 

then for any l-cell f:X -+ Y, 

a ]J 

• The ima.ge of 2-cells f == > g, k ==> 1. under Sc, Y ,Z is denoted by ]J * a. 

[Note: If a: f === > g, then 

a * id = a = id * a. 
Ix 1y 

On the other hand, if f:X -+ Y, k:Y -+ Z, then 

'lb illustrate, sup~se given 

a S 
f ===> g ====> h 



Then 
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]1 * a:k 0 f ====>.f. 0 g 

v * 6:.f. 0 g ====>m 0 h. 

Therefore 

(v * 6) • (]1 * a) = CX,y,Z(6,V) • ~,y,Z(a,]1) 

= ~,y,Z«6,V) • (a,]1» 

= ~,y,Z(6 • a, v • ]1) 

= (v.]1) * (6. a). 

1.8 p~ The equation 

(v * 6) • (]1 * a) = (v .]1) * (6. a) 

is called the exchange principle. 

Then 

1. 9 EXAMPLE Supp:>se that 

a:f ====> g 

]1:k ====> .e.. 

1.10 EXAMPLE Supp:>se that a, 6: lx === > lx ~ then 

a • 6 = 6 • a. 
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In fact, 

= (S * id1 ) • (id1 * a) 
X X 

= B • <X. 

loll DEFINITION The underlying category ut of a 2-category t has for its 

class of objects the O-cells and for its class of morphisms the l-cells. 

INote: In this context, ~ serves as the identity in M::>r(X,X).J 

1.12 NOl'ATION Let 

2-CAT = tAt (SET) (cf. 1. 6) • 

1.13 EXAMPLE We have 

U2-CAT :::: CAT. 

1.14 EXAMPLE Every category g determines a 2-category t for which ut :::: g. 

ILet 0 = Ob g and let t (X, Y) = Mer (X, Y) (viewed as a discrete category) • J 

1.15 DEFINITION Let t be a 2-category -- then a l-cell f:X -+ Y is said to be 

a 2-isamorphism if there exists a l-cell g:Y -+ X and invertible 2-cells 
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¢:lX ===> g 0 f 

1.16 DEFINITION Let C be a 2-category -- then O-cells X and Y are said to 

be 2-isornorphic if there exists a 2-isamorphism f:X + Y. 

1.17 EXAMPLE In 2-TOP, to};X)logical spaces X and Y are 2-isornorphic iff they 

have the same harotopy type. 

1.18 EXAMPLE In 2-cAT, small categories! and ~ are 2-isorrorphic iff they are 

equivalent. 

It is clear that 1.1 admits a "2-meta" fOrrm:llation (cf. 0.1 and 0.9), thus 

o ma.y be a conglomerate and C (X, Y) may be a metacategory. 

1.19 EXAMPLE There is a 2-metacategory V;~p whose O-cells are the Grothendieck 

top.::>ses, whose I-cells are the geometric rrorphisms, and whose 2-cells are the 

geometric transformations. 

[Note: The O-cells in V;~p constitute a conglomerate. However, if E, f. 

are Grothendieck top.::>ses and if f,g:E --> f. are geometric rrorphisms, then there 

is just a set of natural transformations f* --> g* or still, just a set of geo­

metric transformations (f* ,f*) --> (g* ,g*) .J 

1. 20 NOI'ATION 2-CAV; is the 2-metacategory whose O-cells are the categories, 

whose l-cells are the functors, and whose 2-cells are the natural transformations. 

INote: On the other hand, as agreed to a1:x>ve (cf. 1.12), 2-cAT is the 2-cat­

egory whose O-cells are the small categories, whose l-cells are the functors, and 
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whose 2-cells are the natural transfonnations.] 

1.21 DEFINITION Let C be a 2-category -- then a diagram 

v 
W ------'> y 

x-----> z 
f 

of O-cells 2-cammutes (or is 2-oarnmutative) if the l-cells 

f 0 u:W --> Z 

g 0 v:W --> Z 

are isonorphic, i.e., if there exists an invertible 2-cell cp in C(W,Z) such that 

cp:f 0 u ===>g 0 v. 

1.22 EXAMPLE Given categories ~,~,g and functors F:~ -+ g, G:~ -+ g, let ~ ~C ~ 

A E Ob A 

be the category whose objects are the triples (A,B,f), where and 

BE Ob B 

f :FA -+ GB is an isonorphism in g, and whose rrorphisms 

(A,B,f) --> (A',B',f') 

are the pairs (a,b) , where a:A -+ A' is a rrorphism in ~ and b:B -+ B' is a rrorphism 

in ~, such that the diagram 

f 
FA > GB 

ra1 1Gb 

FA' > GB' 
f' 
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comnutes. Def.ine functors 

P:~ ~c ~ -> ~ 

by 

P(A,B,f) = A (P(a,b) = a) 

Q(A,B,f) = B (P(a,b) = b) 

and define a natural isanorphism 

by 

f 
::: (A,B,f) :FP (A,B,f) = FA --> GB = GQ (A,B,f) • 

Then the diagram 

Q 

~ ~ ~ ------> B 

{ 
A-------> C 

F 

of O-cells .in 2-tA~ is 2-cornmutative. 

F G 
[Note: ~ ~C :§ is called the pseudo pullback of the 2-s.ink ~ --> g <- B. 

In this connection, recall that the pullback ~ Xc :§ of (F ,G) is the category whose 

objects are the pairs (A,B) (A E Ob~, B E Ob~) such that FA = GB and whose mor­

phisms 

(A,B) -> (A',B') 
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are the pairs (a,b), where a:A + A' is a norphism in ~ and b:~ + ~' is a llOrphism 

in ~, such that Fa = Gb, there being, then, a carrmutative diagram 

q 
~ Xc ~ > B 

pi IG 
A > C . ] - F -

1.23 REMARK The comparison functor 

r:~ Xc ~ --> ~ ~c ~ 
- -

is the rule that sends (A,B) to (A,B,id) (id the identity per FA = GB) and (a,b) 

to (a,b). While clearly fully faithful, r need not have a representative image, 

hence is not an equivalence in general. 

Definition: G has the isonorphism lifting property if V isorrorphism 1jJ:GB + C 

in g, :3 an isonorphism <P:B + B' in ~ such that G<P = 1jJ (so GB I = C) • 

Exercise: Given G:~ + g, the comparison functor r is an equivalence for all 

F:~ + g if G has the isorrorphism lifting property. 

Solution: 
-1 

Take an object (A,B,f) in ~ ~ ~, let 1jJ:GB + FA be f ,and get 

-1 
an isamrphism <P:B + B' such that G<p = f and GB' = FA -- then 

(idA,<P) : (A,B,f)--> r (A,B') 

is an isamrphism 

f 
FA ------> GB 

idl IG¢ 
FA ---------'> GB I , 

id 

thus r has a representative image. 
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§2. Z-FWJCTORS 

Suppose that C and C' are 2-categories with O-cells 0 and 0' -- then a 

2-functor F:C ~ C' is the specification of a rule that assigns to each O-cell 

X E 0 a O-cell FX EO' and the specification of a rule that assigns to each 

ordered pair X, YEO a functor 

FX,y:C(X,y) -> C' (FX,FY) 

such that the diagram 

c 
C(X,Y) x C(Y,Z) --------'> C(X,Z) 

FX,y x Fy,zi 

C'(FX,FY) x C'(FY,FZ) ------'> c' (FX,FZ) 
c 

commutes and the equality 

obtains. 

[Note: The under lying functor 

UF:UC --> UC' 

sends X to FX and f:X ~ Y to Uf:FX ~ FY.J 

N.B. 

(1) FX,~x = lFX; 

(2) FX yidf = i~ fi 
, X,T 



(4) FX,yB • ex = FX,yB • FX,yexi 

(5) FX,ZB * ex = Fy,ZB * FX,yex. 

2.1 EXAMPLE There is a 2-functor 

2. 

IT:2-'IDP -> 2-cAT 

that sends a topJlogical space X to its fundamental groupoid ITX. 

2.2 EXAMPLE Let g and g' be locally small finitely complete categories and 

let cI>:g -+ g' be a functor that preserves finite limits -- then there is an induced 

2-functor 

(cf. 1. 6) • 

2.3 NCYl'ATION Let t be a 2-category. 

• tl-oP is the 2-category obtained by reversing the I-cells but not the 

2-cells, thus 

tl-oP(X,y) = t(y,X). 

• t
2-oP 

is the 2-category obtained by reversing the 2-cells but not the 

l-cells, thus 

t 2-oP (X,y) = t(X,y)OP. 

• t l , 2-oP is the 2-category obtained by reversing both the l-cells and the 

2-cells, thus 

N.B. Taking oppJsites defines an isarrorphism 

OP:tAt -+ tAt 
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of metacategories. On the other hand, this operation does not define a 2-functor 

2-tAt -> 2-(At 

but it does define a 2-functor 

2-oP (2-tAt) -> 2-tAt 

which in fact is a "2-isarrorphism". 

2.4 DEFINITION A derivator in the sense of Heller is a 2-functor 

D: (2-cAT)I-oP -> 2-tAt. 

2.5 EXAJ.I.1PLE Fix a category g -- then there is a derivator Dc in the sense of 

Heller that sends I E Ob CAT to (!,gJ. 

2.6 RAPPEL Let g be a locally small category and let W c M:)r C be a class of 

rrorphisms -- then (g,W) is a category pair if W is closed under cOIYlfOsition and 

contains the identities of C. 

2.7 EXAJ.I.1PLE Let (g,W) be a category pair. Given! E Ob CAT, let WI c MJr(!,gJ 

be the class of rrorphisms that are levelwise in W -- then 

is a category pair, so it makes sense to form the localization of [! ,gJ at WI: 

Define now a derivator D (g,W) in the sense of Heller by first specifying that 
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Next, given a functor F:! -+ ~, the precoIIlfOsition functor 

is a norphism of category pairs (Le., F*W
J 

C WI)' thus there is a functor 

Finally, a natural transfonnation 3:F -+ G induces a natural transformation 

2.8 REMARK A derivator in the sense of Grothendieck is a 2-functor 

D: (2-cAT) 1,2-oP _. > 2-tAt. 

[Note: using opfOsites, one can pass back and forth between the two notions.] 

N.B. What I call a derivator (be it in the sense of Heller or Grothendieck) 

others call a prederivator and what I call a ham:Jtopy theory (definition omitted) 

others call a derivator. 

2.9 CONSTRUCI'ION SupfOse that t is a 2-category, fix a O-cell X EO, and 

define a 2-functor 

<I>x: t -> 2-tAt 

as follows. 
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• Given a O-cell YEO, let 

a O-cell in 2-tAt. 

• Given an ordered pair Y,Z E 0, let 

be the functor that sends a l-cell g: Y -+ Z in t (Y, Z) to the l-cell 

in 2-tAt specified by the rule 

and sends a 2-cell 6:g ===> g' in t(Y,Z) to the 2-cell 

specified by the rule 

2.10 EXN-1PLE 

• Take t = (2-cAT) l-oP -- then the construction assigns to each small 

category! a derivator 

in the sense of Heller. 

• Take t = (2-CAT) 1,2-oP -- then the construction assigns to each small 

category ! a derivator 

<P : (2-cAT) 1, 2-oP _> 2-tAt 
I -
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in the sense of Grothendieck. 

Let C, C' be 2-categories and let F,G:C -+ C' be 2-flll1ctors -- then a 2-natural 

transfonnation ~:F -+ G is a rule that assigns to each O-cell X E ° a l-cell ~X:FX -+ 

GX subject to the following assumptions. 

(1) For any l-cell f:X -+ Y, the diagram 

FX -------> GX 

Fx,yfl l~,yf 
FY --------'> GY 

conmutes. 

(2) For any pair of l-cells f,g:X -+ Y and for any 2-cell a:f ==>g, 

[Note: H is a 2-natural iSOlIDrphism if V X E 0, ~X is a 2-isOlIDrphism (cf. 

1.15) .J 

Points (1) and (2) can be rephrased. 

2.11 NarATION 

• Define a flll1ctor 

\-,G:C' (FX,FY) -> t' (FX,GY) 

on obj ects by 

\-,Gf' = :::'y 0 f' (f':FX -+ FY) 

and a morphism by 

A_ a' = id~ * a' 
"-P,G -y (a':f' ===>g'). 



• Define a functor 

on obj ects by 

and on rrorphisrns by 

7. 

j\G,F:t' (GX,GY) -> t' (FX,GY) 

AG,Fg ' = g' 0 ~X (g':GX + GY) 

= 13' * id;::; 
-x 

(13' :g' ===> f'). 

Then it is clear that p:>ints (1) and (2) arrount to the demand that the diagram 

FX,y 
t(X,Y) > t' (FX,FY) 

~'Yl l~'G 
t' (GX,GY) > t' (FX,GY) 

t,F 

corrmutes. 

2.12 EXAMPLE Let g and g' be locally small finitely complete categories, let 

CP,</J:g + g' be functors that preserve finite limits, and let l;:cp + </J be a natural 

transfonnation -- then there is an induced 2-natural transformation 

tA~(l;):tA~(cp) -> tA~(</J) (cf. 2.2). 

2.13 EXAMPLE Supp:>se that t is a 2-category and let f:X + Y be a l-cell --

then there are 2-functors 

(cf. 2.9). 
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And there is a 2-natural transformation 

<Pf:<Py --> <Px' 

namely the rule that assigns to each O-cell Z the l-cell 

(<P
f

) z:C (Y,Z) -> t (X,Z) 

defined by 

(<Pf)zg = g 0 f 

(<Pf )z8 = 8 * idf . 

2.14 DEFINITION Let C, C' be 2-categories and let F:C -+ C' be a 2-functor --

then F is a 2-equivalence if there is a 2-functor F' :C' -+ C and 2-natural isorrorphisrns 

FI 0 F --> idC 

F 0 F' --> ide'. 

2.15 I.."fM.1A A 2-functor F:C -+ C' is a 2-equivalence iff 

(1) V X,Y E 0, the functor 

FX,y:C(X,y) -> C' (FX,FY) 

is an isorrorphism of categories i 

(2) V X' E 0', 3 X E 0 such that FX is isorrorphic to x' in UC'. 

Let C, C' be 2-categories and let F,G:C -+ t' be 2-functors. Supp::>se that 

~,~:F -+ G are 2-natural transformations -- then a 2-m:xlification 

q:~ -+ ~ 

is a rule that assigns to each O-cell X E 0 a 2-cell 
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~:~X ===>~ 

such that for any pair of l-cells f,g:X -+ Y and for any 2-cell a:f===>g, 

Let t, t' be 2-categories -- then there is a 2-metacategory 2-[t,t'] whose 

O-cells are the 2-functors from t to t', whose l-cells are the 2-natural trans-

fonnations, and whose 2-cells are the 2-rrodifications. 

['lb explicate matters: 

• If F,G:t -+ t' are 2-functors, if ~,st,r:F -+ G are 2-natural transforrrations, 

and if ll:~ -+ st, H:st -+ r are 2-rrodifications, then H • ll:~ -+ r is defined levelwise: 

• If F,G,H:t -+ t' are 2-functors, if 

~,st:F -+ G 

r,T:G -+ H 

are 2-natural transformations, and if ll:~ -+ st, H:r -+ T are 2-m:xlifications, then 

H * ll: r • ~ -+ T • st is defined levelwise: 

2.16 EXAMPLE Let t be a 2-category - then there is a 2-functor 

<I> 
tl-oP --:> 2- [t, 2-tAtG] . 

'Ib wit: 

• Send X to <I>x (cf. 2.9). 

(cf. 2.13). 
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• Send a:f == > g to <P :<Pf -+ <P , where V Z E 0, a g 

is the 2-natural transformation defined by stipulating that at a l-cell h:Y -+ Z, 

[Note: 

a:f==>g 

=> i~ * a:h 0 f -+ hog. 

iCb:h== >h 

And 

2.17 EXAMPLE Let ~ be the category with two objects and one arrow not the 

identity -- then if g is a category, its arrow category g(-+) can be identified 

with the functor category [~,g]. Now let :2 be the 2-category detennined by ~ 

(cf. 1.14) -- then if t is a 2-category, we put 

t(-+) = 2-[:2,t]. 

Therefore the a-cells of t(-+) "are" the l-cells of t, the I-cells of t(-+) "are" 

the conmutative squares of l-cells of t, and the 2-cells of t(-+) "are" the pairs 

X -----'> Y X ------'> Y 

x' -------'> Y' x' -----'> Y' 
cpt 1jJ' 
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of commutative squares of l-cells of t plus 2-cells 

a:¢ ==> 1jJ 

a' :¢' ==> 1jJ' 

subject to 

idg * a = a' * idf . 

[Note: The categories (ut) (-+), ut (-+) have the same objects but the first is 

a nonfull subcategory of the second.] 

2.18 NOI'ATION tAtG2 is the 2-metacategory whose O-cells are the 2-categories, 

whose l-cells are the 2-functors, and whose 2-cells are the 2-natural transformations. 

[If ~:F -+ F' and Q:G -+ G' are 2-natural transformations, then 

Q * ~:G 0 F ---> G' 0 F' 

or still, 

(Q * ~)X:GFX ---> G'F'X, 

which in turn is defined as the corner arrow in the commutative diagram 

GFX ----------------~> G'FX 

~.F·x"xl IG'FX,F'x"X 
GF'X ------------------> G'F'X 

~'X 

[Note: 2-functors are composed in the obvious way.] 
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§3. PSEUVO FUNCTORS 

Suppose that t and t' are 2-categories with O-cells 0 and 0' - then a 

pseudo functor F:t -+ t' is the specification of a rule that assigns to each O-cell 

X E 0 a O-cell FX EO' and the specification of a rule that assigns to each ordered 

pair X,Y E 0 a functor 

FX,y:t(X,Y) -> t' (FX,FY) 

plus natural isomJrphisms 

and 

satisfying the following conditions. 

(coh
l

) Given composable I-cells f, g,h in t, the diagram 

Fh 0 Fg 0 Ff 

v 
F(h 0 g) 0 Ff 

of 2-cells commutes: 

==================== > Fh 0 F (g 0 f) 

Yg 0 f,h 

v 

=================== > F (h 0 g 0 f) 

(coh
2

) Given a l-cell f:X -+ Y in t, the diagram 
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Ff 0 ~ ================> Ff 0 F~ 

v 
Ff F(f 0 ~) 

of 2-cells commutes: 

and the diagram 

~ 0 Ff =================> F~ 0 Ff 

v 
Ff --------- F(~ 0 f) 

of 2-cells commutes: 

[Note: 'Ib ease the notational load, indices on F and y have been suppressed, 

e. g., if f: X + Y and g: Y + Z, then y f ,g = (y X, Y ,Z) f ,g' Also, 

stands for evaluated at the unique object of 1. Finally, when it is 
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necessary to exhibit the irnplici t dependence on F, append a superscript, e. g . , 

N. B. In t, if f, f I : X --> Y, if a: f =::::: > f I, if g, g I : Y --> Z, and if 

S:g ===> gl, then by naturality, the diagram 

Fg 0 Ff ============== > F (g 0 f) 

FS * Fa F (S * a) 

v v 

Fg' 0 Ff' ============= > F(g' 0 f') 

of 2-cells commutes: 

F(S * a) - Yf = Yf' I- (FS * Fa). ,g ,g 

3.1 REMARK A pseudo functor is a 2-functor iff all the YX,Y,Z and Ox are 

identities. 

3.2 NOI'ATION Let mI'DD stand for the 2-metacategory whose O-cells are the 

combinatorial rrodel categories, whose l-cells are the rrodel pairs (F ,F I) (F a left 

rrodel functor, F' a right rrodel functor), and whose 2-cells are the natural trans-

formations of left rrodel functors. 

3.3 EXAMPLE Define a pseudo functor 

H:ffiI'DD -> 2-tAt 

as follows. 

_ Given a combinatorial rrodel category g, let 
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the localization of £ at the weak equivalences W. 

• Given an ordered pair C , C' of combinatorial :rrodel categories and a 

:rrodel pair (F IF') I thus 

F 
--------------~> 

C C' 
<---------------

F' 

send (F ,F') to 

LF:HC ---> HC', 

where LF is the absolute total left derived functor of F. 

• Given a natural transformation ~:F + G of left model functors, let 

L~:LF -> LG 

be the induced natural transformation of absolute total left derived functors. 

3.4 NarATION let 2-GR stand for the 2-category whose O-cells are the groups, 

whose I-cells are the group h.om::>n:orphisms, and whose 2-cells are the inner auto­

rrorphisms • 

[Spelled out, if G and H are groups and if f,g:G + H are group h.om::>n:orphisms, 

then a 2-cell a:f ===> g is an element a E H such that \;f a E G, 

f(a)a = ag(a).] 

3.5 EXAMPLE Fix a nonempty topological space B. Define a pseudo functor 

PRINB: 2-GR -> 2-tAt 

as follows. 

• Given a group G, let PRINB,G be the category of principal G-spaces 

X over B (cf. 9.3). 
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• Given a group h.aroc:m:>rphism f:G -+ H, let 

be the functor that sends X to X x
f 

H, where 

• Given a:f ===> g, let 

p~ :P~f->P~ ,a ---B, ---B,g 

be the natural transfonnation which at X is the arrow 

-1 
that sends (X,T) to (x,a T). 

[Note: If f: G -+ H, g:H -+ K, then Yf is the canonical isomorphism ,g 

(X xf H) x K -> X x f K. g g 0 

And 0 (fi is the canonical isomorphism 

F 
3.6 DEFINITION Let t --> t I 

X->xx'd G.] 
1 G 

FI 
---'> t I I be pseudo functors -- then their 

comfQsition FI 0 F is the pseudo functor defined by 

X --> FIFX 

and 

(FI 0 F)x,y = FIFX,FY 0 FX,y 

plus 

f g FI 0 F 
• Given l-cells X --> Y and Y --> Z in t, the 2-cell y is the 

f,g 



co:rnr:osition 

F' 
YFf,Fg 

6. 

F' F 
Yf,g 

F' Fg 0 F' Ff ================ > F' (Fg 0 Ff) ======>F'F(g 0 f) 

and 

F' () F 
• Given a O-cell X in C, the 2-cell 0 is the comp::>sition 

x* 

Let C, C' be 2-categories and let F,G:C -+ C' be pseudo functors -- then a 

pseudo natural transformation ~:F -+ G is a rule that assigns to each O-cell X E 0 

a l-cell ~x:FX -+ GX plus a natural isarrorphism 

satisfying the following conditions. 

f g 
(coh

l
) Given I-cells X --> Y and Y --> zinC, the diagram 

Gg 0 Gf 0 Ex ===============> Gg 0 ~ 0 Ff ========== > ~z 0 Fg 0 Ff 

v v 

* F YF,g 

G(g 0 f) 
o Ex ======================================== > ~z 0 F (g 0 f) 

of 2-cells commutes: 

G = T 0 f. (Yf * id~ ). g ,g-x 
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(co~) Given a O-cell X in t, the diagram 

of 2-cells commutes: 

IGX 0 ~X =================> G~ 0 ~X 

~X 

v 
o 

v 
~ ================> ~X 0 

LI • (oG * id~ ) = 
X x* ~X 

(coh
3

) Given l-cells f,g:X -+ Y in t and a 2-cell a:f > g in t, the 

diagram 

Ga * 

of 2-cells commutes: 

Gf 0 H 

~X 

id~ 
~X 

v 
Gg 0 

~X 

L g 

>~ 

> ~Y 

0 

v 
0 

Ff 

id~ 
-y 

Fg 

(id~ * Fa) • L f = L • (Ga * id~ ). 
~ g ~X 

[Note: Again, some of the indices have been omitted.] 

* Fa 

3.7 REMARK If F,G:t -+ t' are 2-functors, then a pseudo natural transfonnation 
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~ is a 2-natural transformation iff all the TX y are identities. , 

3.8 DEFINITION Let F,G,H:t -+ t' be pseudo functors and let :::F -+ G, D:G -+ H 

be pseudo natural transformations -- then their comp::>sition D • :: is the pseudo 

natural transformation defined by letting 

and 

[Note: 
;:;' D 

Here T- and '[ refer to the natural transformations belonging to the 

pseudo natural transformations:: and D.] 

3.9 REMARK There is a metacategory whose objects are the pseudo functors from 

t to t' and whose rrorphisms are the pseudo natural transformations. 

Let t, t' be 2-categories and let F,G:t -+ t' be pseudo functors. Supp::>se that 

::,D:F -+ G are pseudo natural transformations -- then a pseudo modification 

lJ::: -> D 

is a rule that assigns to each O-cell X E 0 a 2-cell 

such that for any pair of l-cells f,g:X -+ Y and for any 2-cell a:f => g, 

3.10 REMARK If F,G:t -+ t' are 2-functors and if :::F -+ G, D:F -+ G are 2-natural 
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transformations, then the T-, T~ are identities and a pseudo modification q:~ ~ ~ is 

a 2-modification. 

Pseudo modifications are composed by exactly the same procedure as 2-mod­

ifications (recall the definition of 2-[t,t']). 

3.11 NOI'ATION PS-[t,t'] is the 2-metacategory whose O-cells are the pseudo 

functors from t to t', whose I-cells are the pseudo natural transformations, and 

whose 2-cells are the pseudo modifications. 

N.B. 2-[t,t'] is a sub-2-metacategory of PS-[t,t']. 

3.12 REMARK The triple consisting of 2-categories, pseudo functors, and pseudo 

natural transformations is not a 2-metacategory. 

[Note: There is a metacategory whose objects are the 2-categories and whose 

rrorphisrns are the pseudo functors.] 
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§4. FIBRATIONS 

Fix a category ~ -- then the objects of tAt/:§ are the pairs (~,P), where 

P:~ -+:§ is a functor, and the norphisms (~,P) -+ (~I ,Pi) of tAt/:§ are the functors 

F:E -+ E' such that pi 0 F = P. 

[rbte: tAt/~ can be regarded as a 2-metacategory, call it 2-tAt~: Given 

I-cells F,G:(~,P) -+ (~I,PI), a 2-cell F ===>G is a natural transfonnation ::::F -+ G 

such that V X E Ob ~, pl:::X = i~x. Another way to put it is this. There are 

commutative diagrams 

F G 
E----> E' E ----> E' 

B-----B B-----B 

And a natural transfonnation ~:F -+ G is a 2-cell iff 

Here 

Meanwhile, 

i~, * ::::pl 0 F -+ pi 0 G 

and 

4.1 DEFINITION Let P:E -+ B be a functor and let B E Ob B -- then the fiber - - -
~ of P over B is the subcategory of ~ whose objects are the X E Ob ~ such that 
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PX = B and whose norphisms are the arrows f E M:>r :§ such that pf = i~. 

[Note: In general, ~ is not full and it may very well be the case that B 

and B' are isonorphic, yet ~ = Q and ~, ~ Q.] 

N.B. There is a pullback square 

~----> E 

1 ip 

1 -------;> B 

in tAt. 

4.2 NOTATION Given X,X' E Ob ~, let ~brB (x, X') stand for the norphisms X -+ X' 

in ~. 

4.3 DEFINITION Let X,X' E Ob ~ and let u E I-br(X,X') -- then u is prehorizontal 

if \;f norphism w:XO -+ X' of :§ such that Pw = Pu, there exists a unique norphism 

u 
X ------'> X' 

[Note: Let 

Then there is an arrow 
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viz. v -?- u 0 v (in fact, P(u 0 v) = Pu 0 Pv = Pu 0 i~x = Pu) and the condition 

that u be prehorizontal is that V Xo E !fpx' this arrow is bijective.] 

4.4 DEFINITION let X,X I E Ob £; and let u E MDr (X, X I) -- then u is preop-

horizontal if V norphism w:X -?- Xo of £; such that Pw = Pu, there exists a unique 

norphism v E MDr (XI,X
O

) such that v 0 u = w: 
PX I 

u 
X--------'> Xl 

[Note: Let 

Then there is an arrow 

MDr (XI,X
O

) -?- l'br
u 

(X,X
O

) , 
PX I 

viz. v -?- v 0 u (in fact, P(v 0 u) = Pv 0 Pu = id 0 Pu = Pu} and the condition 
PX I 

that u be preophorizontal is that V Xo E !fpx' this arrow is bijective.] 

4.5 LEMMA The isomorphisms in ~ are prehorizontal (preophorizontal). 

4.6 REMARK The composite of two prehorizontal (preophorizontal) norphisms 

need not be prehorizontal (preophorizontal). 

4.7 DEFINITION The functor P:£; -?- ~ is a prefibration if for any object 

Xl E Ob £; and any norphism g:B -?- PX I , there exists a prehorizontal norphism u:X -?- Xl 
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such that Pu = g. 

4.8 DEFINITION The functor P::§! -+ ~ is a preopfibration if for any object 

X E Ob ~ and any norphism g: PX -+ B, there exists a preophorizontal norphism 

u:X -+ X' such that Pu = g. 

4.9 LEMMA The functor P:E -+ B is a prefibration iff V B E Ob ~, the canonical 

functor 

~ -> B\~ 

has a right adjoint. 

4.10 LEl1MA The functor P:~ -+ ~ is a preopfibration iff V B E Ob ~, the canonical 

functor 

~ -> ~/B (X -+ (X, i~) ) 

has a left adjoint. 

4.11 DEFINITION Let X,X' E Ob ~ and let u E M:)r(X,X') -- then u is horizontal 

if V norphism w:XO -+ X' of E and V factorization 

Pw=Puox (x E .Mbr(PXO,px)), 

there exists a unique norphism v:XO -+ X such that Pv = x and u 0 v = w. 

Schematically: 

I X 
o v 

w 

. >X ---> X' I , 
u 

Pw 

PXo ---> PX > PX' 
Pu x 

N .B. If u is horizontal, then u is prehorizontal. Proof: For Pw = Pu => 

PXo = PX, so we can take x = i~x, hence Pv = i~x => v E ~brpx(XO'X) • 
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4.12 DEFINITION Let X,X' E Ob ~ and let u E M:>r(X,X') -- then u is ophor-

izontal if V morphism w:X + Xo of ~ and V factorization 

Pw=xoPu (x E M:>r (PX' ,PX
o

) ) , 

there exists a unique morphism v:X' + Xo such that Pv = x and v 0 u = w. 

Schematically: 

w Pw 

I X----> X' 
u v 

I I 
. > Xo ' PX ----'> PX' 

Pu x 

N . B. If u is ophorizontal, then u is preophorizontal. Proof: For Pw = Pu => 

PX
o 

= PX', so we can take x = id ,hence Pv = id => v E M:>r (X' ,X
o

) . 
PX t PX' PX' 

4.13 DEFINITION The functor P:~ + :§ is a fibration if for any object X' E Ob ~ 

and any morphism g:B + PX', there exists a horizontal morphism u:X + X' such that 

Pu = g. 

N.B. If u:x + Xt is another horizontal morphism such that Pil = g, then :3 a 

unique isarrorphism f E M:>r ~ such that u = u 0 f. 

[We have 

u PU 
X • X > X' I PX > PX > PX' I .> 

v u i~ Pu 

u Pu 

X • .> X > X' 1 PX > PX > PX' 
~ 

i~ PU v u 

Here 

Pv= i<\ & u o v = u 

PV= id & u o v = u. 
B 
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Therefore 

so 

uovov=uov=u 

u 0 v 0 V = U 0 v = u, 

v 0 v = id~ 
X 

~ 

v 0 v = i~.] 

4.14 DEFINITION The functor P:~ + ~ is an opfibration if for any object 

X E Ob ~ and any lIDrphism g:PX + B, there exists an ophorizontal lIDrphism u:X + Xl 

such that Pu = g. 

N. B. If u: X + X I is another ophorizontal lIDrphism such that PU = g, then :3 

a unique isomorphism f E MJr ~ such that u = f 0 u (cf. supra). 

4.15 LEMMA The functor P:E + B is a fibration iff the functor pOP :EOP + BOP 

is an opfibration. 

Because of 4.15, in so far as the theory is concerned, it suffices to deal 

with fibrations. still, opfibrations are pervasive. 

4.16 EXAMPLE The functor E + 1 is a fibration. 

[Note: The functor 0 + B is a fibration (all requiranents are satisfied 

vacuously) .] 

4.17 EXA.1I1PLE The functor i~:~ + ~ is a fibration. 



G 
4.18 EXAMPLE Given groups 

H 

single object * with 

7. 

, denote by 
G 

H 
the grouFOids having a 

-- then a group hom:::morphism cp: G -+ H can 

be regarded as a functor ~:~ -+ !! and, as such, ~ is a fibration iff cp is surjective. 

[Note: The fiber ~* of sE over * "is" the kernel of cp.] 

4.19 EXAMPLE Let U:'roP -+ SET be the forgetful functor -- then U is a fibration. 

'Ib see this, consider a norphism g: Y -+ UX', where Y is a set and X' is a toFOlogical 

space. Denote by X the top:>logical space that arises by equipping Y with the 

initial top:>logy per g (Le., with the smallest topology such that g is continuous 

when viewed as a function from Y to X') -- then for any top:>logical space X
O

' a 

function Xo -+ X is continuous iff the comFOsi tion Xo -+ X -+ X' is continuous, from 

which it follows that the arrO\v X -+ X' is horizontal. 

[Note: The fiber 'roP:y of U over Y is the partially ordered set of top:>logies 

on Y thought of as a category.] 

4.20 LEMMA The isonorphisms in E are horizontal. 

4.21 LEMMA Let u E M:>r (X,X'), u' E M:>r (X' ,X' '). Assume: u' is horizontal -­

then u' 0 u is horizontal iff u is horizontal. 

[Note: Therefore the class of horizontal norphisms is closed under canp:>sition 

(cf. 4.6).] 

4.22 THEOREM Supp:>se that P:~ -+ :§ is a fibration. Let u E l\br(X,X') be 
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horizontal. Assume: Pu is an isomorphism -- then u is an isomorphism. 

PRCX)F In the definition of horizontal, take Xo = X', w = id , and consider 
X' 

the factorization 

Pw=id 
PX ' 

-1 = Pu 0 (Pu) 

Choose v:X I -+ X accordingly, thus u 0 v = id , so v is a right inverse for u. 
X' 

But thanks to 4.20 and 4.21, v is horizontal. 
-1 

Since Pv = (Pu) , the argument can 

be repeated to get a right inverse for v. Therefore u is an isorrorphism. 

4.23 APPLICATION A fibration P:~ -+ ~ has the isomorphism lifting property 

(cf. 1.23). 

[Let l/!:PX ' -+ B be an isomorphism in~. Choose a horizontal rrorphism u:X -+ X' 

-1 -1 
such that Pu = l/! -- then u is an isomorphism in ~ (cf. 4.22) and Pu = l/!.] 

4.24 LEMMA Suppose that p::g; -+ ~ is a fibration. Consider any object X' E Ob ;§ 

and any rrorphism g:B -+ PX'. Assume: u:X -+ X, is prehorizontal and pij = g -- then 

u is horizontal. 

PRCX)F Choose a horizontal u:X -+ X' such that Pu = g -- then u is prehorizontal 

so 3 a unique isomorphism f E M:>r ~ such that u = u 0 f. Therefore u is horizontal 

(cf. 4.20 and 4.21). 

[Note: Here are the details. Consider the canmutati ve diagrams 

X------> X, u 
X ------'> X' 

vi 
~ ~ 

X------X, X ------- X 
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Then 

U 0 \70v=U O v=U 

U 0 v 0 v = U 0 V = U. 

On the other hand, there are commutative diagrams 

U U 

x----------:> Xl X------> Xl 

X-------X X------X 

Therefore by the uniqueness inherent in the definition of prehorizontal, 

~ 

id v 0 v= 
~ 

X 

~ 

v 0 v= i~ . ] 

4.25 THEOREM Let P:E + B be a functor -- then P is a fibration iff 

1. V Xl E Ob :§ and V g E M:>r(B,PX I
), 3 a prehorizontal U E M:>r(5c,X I ):pu = g 

(cf. 4.7); 

2. The composition of tw::> prehorizontal norphisms is prehorizontal. 

PIroF The conditions are clearly necessary (for ~int 2, cf. 4.24 and recall 

4.21). Turning to the sufficiency, one has only to prove that the U of ~int 1 is 

actually horizontal. Consider a norphism w:XO + Xl of :§ and a factorization 

Pw=PUOX 
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u 
Xo -------'> X -------'> X I 

and 

But u 0 U
o 

is prehorizontal, thus there exists a unique I1X)rphisrn "0 E ]\br ~ (Xo,X
O

) 
PXO 

such that u 0 u
o 

0 Vo = w: 

Xo ------------> Xl 

vol 

Xo -------- Xo • 

Put v = u
o 

0 Vo -- then Pv = PU opv = PU
o 

0 id = PU
o 

=xanduov= 
0 0 

PX
O 

u o u
o o Vo = w. Tb establish that v is unique, let VI :XO -+ X be another rrorphisrn 

with Pv l = x and u 0 VI = w. Since Uo is prehorizontal and since Pv l = x = PUO' 

the diagram 

Xo > X 
A 

Iv' 
VI I· 

Xo Xo 

admits a unique filler VI I E Ivbr ~ (Xo'X
O

) :u
O 

0 VI I = VI. Finally 
PXO 

u 0 u
o 

0 v I I = U 0 v I = W 

=> VI I = Vo => v = U
o 

0 "0 = U
o 

0 VI I = VI. 
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4.26 DEFINITION Let P:~ -+ ~ be a flll1ctor -- then a morphism f:X -+ Y in ~ 

is vertical if Pf is the identity on PX = PY. 

4.27 EXAMPLE V B E Ob !?, the elements of M::>r ~ are vertical. 

4.28 LEMMA Supp::>se that P:~ -+ ~ is a fibration - then every norphism in ~ 

can be factored as a vertical rrorphism followed by a horizontal morphism. 

PROOF Let f: Y -+ X' be a rrorphism in ~, thus Pf: Py -+ PX'. Choose a horizontal 

u:X -+ X' such that Pu = Pf ( => PX = PY). Consider 

f pf 
~------------------------
I y. 

v u i~X Pu 

where Pv = i~x (so v is vertical) and u 0 v = f. 

4.29 DEFINITION A rrorphism F: (~,P) -+ (~' ,PI) in rA'Ci/!? is said to be horizontal 

if the flll1ctor F:E -+ E' sends horizontal arrows to horizontal arrows. 

4.30 NOI'ATION rA'Cihl!? is the wide sul:metacategory of rA'Ci/!? whose norphisms are 

the horizontal morphisms. 

4.31 NOTATION FIB (!?) is the full sul:metacategory of rAY!? whose objects are 

the pairs (~,P), where P:E -+ B is a fibration. 

4.32 EXAMPLE Take ~ = ! -- then FIB(!) is rA'Ci. 

By definition, the 2-cells of 2-rA'Ci/!? are the vertical natural transformations, 

i.e., if F,G:(~,P) -+ (~',P') are rrorphisms, then a 2-cell F => G is a natural 
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transformation ::::F -+ G such that V X E Ob ~, P':::X = i~x or still, such that 

V X E Ob~, :::X is a rrorphisrn in ~X (P'FX = PX = P'GX) , hence :::X is vertical 

(per P') • 

4.33 NOTATION 2-tA~hI~ is the sub-2~tacategory of 2-tA~/~ whose O-cells 

are the objects of tA~/~, whose l-cells are the horizontal rrorphisrns, and whose 

2-cells are the vertical natural transformations. 

4.34 NOTATION fIB (~) is the 2-cell full sub-2-metacategory of 2-tA1[hI~ 

whose underlying category is FIB (~) • 

4 • 35 LEMMA Let (~l ,PI)' (~2 ,P 2) be obj ects of tA~/~. Assume : ~l and ~2 are 

equivalent as categories over ~, thus there are functors Fl :~l -+ ~2 and F2:~2 -+ ~l 

over ~ and vertical natural isorrorphisrns 

:::12:Fl o F2 --> i~ 
-2 

:::21:F2 o Fl --> i~ • 
-1 

Then send horizontal arrows to horizontal arrows. 

PROOF It suffices to discuss Fl. So let u l :Xl -+ Xi be a horizontal arrow in 

~l' the contention being that F lUI is a horizontal arrow in ~2. Suppose that 

w2 :X2 -+ FIXi is a rrorphisrn of ~2 and consider a factorization 
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Put 

i = 

Vbrking with 

write 

= i~lXi o P2w2 

= P2w2 

= P2FI Ul 
o x

2 

Since ul is horizontal, there exists a unique IlDrphism VI :F2X2 -+- Xl such that 

Let 

Then 



It rerrains to check that 

'Ib begin \"ith, 

14. 

= F (u 0 v ) 0 J' 
1 1 I 

On the other hand, by naturality, there is a canmutative diagram 

j 
FI F2X2 < v 

"'2 

FIF2W21 lW2 

FI F2FIXi < 
k 

FIXi • 

'Iherefore 

Here 

is the canonical arrow, hence is the identity. 

[Note: 'Ihe proof of uniqueness is left to the reader.] 

4.36 APPLICATION PI :~1 +!? is a fibration iff P2:~2 + B is a fibration. 
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[SUppose that PI is a fibration. Let g:B + P2X2 be a rrorphism in ~ -- then 

the clabn is that 3 a horizontal rrorphism u2 :X2 + X2 such that P2u2 = g. 

• In general, given an arbitrary X2 , there exists an Xi and an isomorphism 

I I f I th ( ) -1 I I and' . f wha P2l/J:Pl Xl + P2X2· I now g:B + P2X2' en P2l/J :P2X2 + PlXl ,m Vlew 0 t 

-1 
has been said above, 3 a horizontal rrorphism u2 such that P2u2 = (P

2
l/J) 0 g or 

and 4.21).] 

4.37 DEFnIITION Let P:~ + ~, pi :~' + ~ be fibrations -- then P, pi are 

equivalent if ~, ~I are equivalent as categories over ~. 

N.B. If (~,P), (~I ,Pi) are objects of CA[/:§ and if F: (~,P) + (~I ,Pi) is a 

rrorphism, then V B E Ob ~, F restricts to a functor FB:~ + ~. 

4.38 CRITERION Let P:~ +~, pi :~' + ~ be fibrations, F: (~,P) + (~I ,Pi) a 

horizontal functor -- then F is an equivalence of categories over ~ iff V B E Ob ~, 

the functor FB:~ + ~ is an equivalence of categories. 

4.39 NOTATION Given objects (~,P), (~l ,P') in FIB(~) I let [~'~']B be the 
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rnetacategory whose obj ects are the horizontal functors F: (:§' P) -+ (:§', P ') and 

whose rrorphisms are the vertical natural transfonnations. 

4.40 EXAMPLE Take B = 1 -- then 
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§5. FIBRATIONS: EXAMPLES 

The ensuing compilation will amply illustrate the ubiquity of the theory. 

5.1 EXAMPLE The functor 

Ob:CAT + SET 

that sends a small category g to its set of objects is a fibration. 

[Suppose that g:B + Ob g', where B is a set. To construct a horizontal 

u:g + g' such that Ob u = g, let g have objects B and given x,y E B, let 

Mbr(x,y) = {x} x Mor(g(x),g(y)) x {y}, 

composition and identities being those of g'. Define the functor u:C + C' by 

taking u = g on obj ects and by taking 

u:Mbr(x,y) + Mbr(g(x),g(y)) 

to be the proj ection. ] 

5.2 EXAMPLE Let g be a category with pullbacks. Consider the arrow category 

g(+) -- then the objects of g(+) are the triples (X,f,Y), where f:X + Y is an 

arrow in g, and a rrorphism 

(X,f,Y) + (X' ,f' ,Y') 

is a pair 

¢:X + X' 

<!J:Y + y' 

of arrows in g such that the diagram 

X----> X' 

fl If' 
Y ------'> Y' 
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carrmutes. Def ine 

cod:~(-+) -+ C 

by 

f 
cod (X --> Y) = Y, cod(cp,1jJ) = 1jJ. 

Then cod is a fibration and the fiber ~(-+)Y of cod over Y can be identified with 

g/Y. 

[A rrorphism (cp,1jJ) is horizontal iff the comnutative diagram 

Y-----> y' 

is a pullback square. This said, given a rrorphism g:Z -+ Y' in g, to construct a 

horizontal 

u:(X,f,Y) -+ (X',f',Y') 

such that cod u = g, fo:rm the pullback square 

------,> X' 

If' 
Z -------~> Y' . 

g 

Then 

(PX' ,g): (Z xy , x' ,Pz,Z) -+ (X' ,f' ,Y') 

is horizontal and cod(px"g) = g, so we can take X = Z ~, X', f = PZ' Y = Z, 

u = (PX' ,g).] 
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5.3 EXAMPLE Let ~ be a locally small finitely canplete category. Fix an 

internal group G in ~ -- then the restriction of ccxl to G-BUN(~) is a fibration. 

[Recall the definitions: 

• An object of G-BUN (~) is an object E ~> B of ~B together with an 

]J 
arrow E x G ----> E such that the diagram 

E > B 
P 

corrmutes. 

• A rrorphisrn 

P p' 
(E --> B) ----'> (E' ---'> B') 

of G-BUN (~) is a pair 

¢:E ---> E' 

</J:B ---> B' 

of arrows in C such that the diagram 

E -----> E' 

~1 l~' 
B ----> B' 

corrmutes and ¢ is G-equivariant, i.e., the diagram 
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].1 

ExG---->E 

~ x ~1 1~ 
E' x G ------:> E' 

].1' 

ccmnutes.] 

[Note: Given a rrorphism g:B -+ Bing, to construct a horizontal 

~ 

~ p ~ p 
u: (E --> B) -->(E --> B) 

such that cod u = g, form the pullback square 

E=B 
g 

prE 
> E 

lp 
~ 

B > B . 
g 

~ ].1 ~ 
Then the universal property of pullback determines a unique arrow E x G --> E 

such that the diagram 

~ 

].1 

E x G > E 

~l Ip 

E > B 
~ 

P 

cormru.tes subj ect to 

Therefore u = (g ,g) is a horizontal rrorphism p -+ p such that cod u = g.] 
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5.4 EXAMPLE Given a category S' define a category fam S as follows. 

• The objects of fam C are the families {X.:i E I}, where I is a set 
1 

and X. E Db C. 
1 

• A norphism 

{X. :i E I} -+ {Y.:j E J} 
1 J 

of fam S is a pair (¢,{fi:i E I}), where ¢:I -+ J is a function and fi:Xi -+ Y¢(i) 

is a norphism in S. 

[Note: The composite 

is the pair 

Let U:fam C -+ SET be the functor that sends {X.: i E I} to I and (¢, {f. : i E I}) 
1 1 

to ¢ -- then U is a fibration. 

[Let ¢:I -+ J be a function, {Yj:j E J} a family of objects of S· Put Xi = Y¢(i) 

and let fi :Xi -+ Y¢ (i) be the identity -- then the norphism (¢, {fi:i E I}) is 

horizontal and its image under U is ¢. ] 

[Note: The horizontal norphisms are the pairs (¢ , {f. : i E I}), where ViE I, 
1 

f. is an isomorphism.] 
1 

N.B. Let 
C 
- be categories, let 
D 

U:fam C -+ SEr 

V:fam D -+ SEr 
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be the associated fibrations, and let F:C -+ D be a functor -- then F induces a 

horizontal functor 

faro F:faro C -+ faro D - -
by setting 

faro F{X.:i E I} = {FX.:i E I} 
1 1 

and 

faro F(¢,{f.:i E I}) = (¢,{Ff.:i E I}). 
1 1 

5.5 REMARK Take C = SET -- then the fibrations 

U:faro SET -+ SET, cod:SET(-+) -+ SET 

are equivalent. 

[Define a horizontal functor 

faro SET -+ SET (-+) -- --

on objects by sending the family {X.:i E I} to the triple 
1 

(II X., f , I) , 
iEI 1 

where f (X.) = i, and define a horizontal functor 
1 

SET (-+) -+ faro SET 

on objects by sending the triple (X,f, Y) to the family {f-l (y) :y E Y}.] 

5.6 EXAMPLE Let g be a locally small finitely complete category. Sup}:X)se 

that M = (M,O,s,t,e,c) is an internal category in g, thus M is an object of g, 

° is an object of g, and there are norphisrns s:M -+ 0, t:M -+ 0, e:O -+ N, c:M Xo M -+ M 

satisfying the usual category theoretic relations. 



Here 
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7f 
S 

M Xo M ------> M 

~tl 
M -------~> 0 • 

s 

Def ine a category g (M) as follows. 

• The objects of g(M) are the pairs (I,u), where I is an object of g 

and u:I + 0 is a rrorphism of C • 

• A morphism 

(I,u) + (J,v) 

of g (M) is a pair (cp , f), where cp: I + J and f: I + M are rrorphisms of g such that 

s 0 f = u, t 0 f = v 0 cp. 

[Note: 'lb formulate the composition law, let 

(cp,f): (I,u) + (J,v), (</J,g): (J,v) + (K,w) 

be rrorphisms. Consider the arrows 

f t ¢ g s 
I --> M --> 0, I --> J --> M --> O. 

Then 

s 0 g 0 cp = v 0 cp = t 0 f, 

from which an arrow h:I + M Xo M such that 

7f
t 

0 h = g 0 cp. 

~wput 

(</J,g) 0 (cp,f) = (</J 0 CP, c 0 h) 
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and observe that 

soc 0 h = s 0 TIs 0 h = s 0 f = u 

t 0 c 0 h = t 0 TIt 0 h = tog 0 ¢ = w 0 ~ 0 ¢.] 

Let UM:g(M) -+ C be the flUlctor that sends (I,u) to I and (¢,f) to ¢ -- then 

U
M 

is a fibration. 

[Let ¢: I -+ J be a rrorphism of g, where (J, v) is an obj ect of g (M) -- then 

the rrorphism 

(¢,e 0 v 0 ¢) :(I,v 0 ¢) -+ (J,v) 

is horizontal and its image under UM is ¢.] 

M 
N .B. Let g be a locally small finitely complete category, let be 

internal categories in g, let 

be the associated fibrations, and let F:M -+ N be an internal flUlctor (so F = (FO,FI ) 

is a pair of rrorphisms F 0 : 0 -+ P, F I :M -+ T:J subj ect to ••• ) -- then F induces a 

hor izontal flUlctor 

g(F) :g(M} -+ g (N) 

by setting 

g(F) (I,u) = (I,F
O 

0 u) 

and 

g(F) (¢,f) = (¢,F
I 

0 f). 
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[Note: If F,G:M -+ f.J are internal functors and if =::F -+ G is an internal 

natural transfonnation (thought of as a lIDrphism =::0 -+ N subject to ... ), then 

the prescription 

£(=:) (I,u) = (idI ,=: 0 u) 

determines a vertical natural transformation 

Denote by [M,N] int the category whose objects are the internal functors from M to N 

and whose lIDrphisms are the internal natural transfonnations -- then the association 

F -+ £(F) , =: -+ £(=:) defines a functor 

[M ,N] int -+ [£ (M) ,£ (N) ] c (cf. 4.39) 

which is full and faithful. Therefore, from the 2-category perspective, (A~ (£) 

(cf. 1. 6) is 2-equivalent to a full sub-2-category of FIB (£) .] 

5.7 REMARK Let X be an object of S:. Put 0 = X, M = X, take s = t = iCSc' 

e = i~, c = iCSc, and let X be the internal category of £ thereby determined -­

then £ (X) can be identified with £IX and Ux becomes the forgetful functor Ux:~/X -+ 

C. Moreover, the functor 

~ -+ FIB(~) 

that sends X to (~(X), UX) is full and faithful. 

[Note: The assumption that ~ is finitely complete is not needed for these 

considerations. ] 

Let I be a sma.ll category, F: I -+ Cl\.T a functor. 
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5.8 DEFINITION The integral of F over !, denoted INTr , is the category 

whose objects are the pairs (i,X), where i E Ob :!. and X E Ob Fi, and whose rror-

phisms are the arrows (8 ,f) : (i,x) -+ (j, Y), where 8 E r-br (i, j) and f E M)r «F8) X, Y) 

(composition is given by 

(8',f') 0 (8,f) = (8' 08, ff 0 (F8')f». 

5.9 NOTATION Let 

8 :INT_F -+ I 
F-r -

be the functor that sends (i ,X) to i and (8, f) to 8. 

[Note: The fiber of 8
F 

over i is iSOfOC)rphic to the category Fi.] 

The relevant points then are these. 

• The preophorizontal rrorphisrns are the (8, f), where f is an isarorphism. 

[Note: The composition of two preophorizontal rrorphisrns is therefore preop-

horizontal. ] 

• 8
F 

is a preopfibration. 

5.10 FAcr 8
F 

is an opfibration (quote 4.25 in its "op" rendition). 

Let F,G:! -+ CAT be functors, ::::F -+ G a natural transfo:rma.tion. 

5.11 DEFINITION The integral of ::: over !, denoted INrI:::' is the functor 

defined by the prescription 

(i,::: .X) 
1 
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Obviously, 

and INTI::: sends ophorizontal arrows to ophorizontal arrows. Therefore INTI::: is 

an ophorizontal functor from INTIF to ll-n'IG. 

N.B. The association 

defines a functor 

- -

;::; -+ INT ;::; - -r 

5.12 EXAMPLE Let ~ be a small category -- then the twisted arrow category 

~ (~» of ~ is the category \vhose objects are the triples (i, 0, j), where 0: i -+ j 

is an arrow in ~, and a IlDrphism 

(i,o,j) -+ (i' ,0' ,j ') 

is a pair 

<jl:i' -+ i 

\)J:j -+ j' 

of arrows in I such that the diagram 

i<-----

01 
j -----'> j' 
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carnrrn.ltes. Denote by the canonical projections 

hence 

and are opfibrations. 

[Let 

be the functor (j, i) -+ lbr (j , i), where the set .M:>r (j , i) is regarded as a discrete 

category -- then 

INT OP HI 
I x I -

can be identified with I (~», 8~ becoming the functor 

Therefore are opfibrations (the ambient projections are opfibrations and 
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opfibrations are composition closed) .J 

The notion of pseudo pullback, as formulated in 1.22, can be extended from 

tAt to tAt/~. 

5.13 CONSTRUcrION Fix a category ~. Let , (~,P) be objects of 

tAt/~ and let 

be :rrorphisms of tAt/~ -- then the pseudo pullback ~l ~E ~2 of the 2-sink 

Fl F2 
--> (~,P) <--

is the following category. 

• A :rrorphism 

is a pair (fl ,f2), where fl:Xl -+ Xi is a rrorphism in~, f2:~ -+ X2 is a rrorphism 

in ~, subject to fl and f2 induce the sa.me rrorphism B -+ B' (i.e., PI fl = P2f 2 ) 
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and the diagram 

¢I 

camnutes. 

Define functors 

by 

and define a natural transformation 

by 

Then the diagram 

¢ 

~(B,Xl'~'¢) :F1Xl --> F2X2 • 

E x E -1 -E -2 > ~2 

p{ lF2 

~l > ~ 
Fl 



of O-cells in 2-tA~/:§ is 2-canmutative. 

[Note: Let 

be the canonical proj ection -- then 

are rrorphisms in tA~/:§. E.g.: 

while 

IVbreover, ~ is vertical. In fact, 

15. 

N.B. As regards the fibers, V B E Ob :§' 

5.14 EXAMPLE If , (~, P) are obj ects of FIB (:§) and if 
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are rrorphisms of Fffi(:§), then the canonical projection 

is a fibration. 

5.15 DEFINITION The functor P:E -+ B is a bifibration if it is both a fibration - -
and an opfibration. 

5.16 EXAMPLE The functor 

Ob: CAT -+ SET 

figuring in 5.1 is a bifibration. 

5.17 EXAMPLE The functor 

figuring in 5.2 is a bifibration. 
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§6. FIBRATIONS: SORITES 

6.1 LEMMA If F:g -+ 12 and G:12 -+ § are fibrations, then so is their composition 

G 0 F:C -+ E. 

6.2 REMARK Display the data: 

F 
C ------'> D 

E------E. 

Then F defines a rrorphism 

(g,G 0 F) -+ (Q,G) 

in (AI!;/~ but rrore is true: F sends horizontal arrows to horizontal arrows. There-

fore F defines a rrorphism 

(g,G 0 F) -+ (12,G) 

in (AI!;W~ or still, F defines a rrorphism 

(g,G 0 F) -+ (12,G) 

in FIB(~) • 

6.3 LEMMA The projection functor 

CxD-+D 

is a fibration. 

6.4 LE]\:1MA If F:g -+ 12 and F' :g' -+ Q' are fibrations, then the product functor 

F x F':C x C' -+ D x D' 

is a fibration. 
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6.S LEMMA Let F:C + D be a fibration and let I be a small category -- then 

is a fibration. 

B P 
6.6 RAPPEL Given a 2-sink B' > ~ <-- ~ in tAt, its pullback ~' = ~' xB ~ 

is the category whose objects are the pairs (B' ,X) (B' E Ob ~', X E Ob~) such that 

BB' = PX and whose norphisms 

are the pairs Cep,f), where ep:Bi + B2 is a norphism in ~' and f:Xl + X2 is a norphism 

in E such that Bep = Pf, there being, then, a corrmutative diagram 

E' --------------> E 

B' -------------> B • 
B 

6.7 LEMMA SupfOse that the functor P:E + B is a fibration -- then for any 

functor B:~' + ~, the functor pI :~' +~' is a fibration. 

PROOF Let 9 I :B I I + pI CB' ,X) (= B') be a norphism in ~ I • Choose a horizontal 

u:Y + X such that Pu = Bg', thus PY = BB' I, PX = BB', and 

(g' ,u): (B" ,Y)+ (B' ,X) 

is a horizontalnorphism in ~' such that pI (g' ,u) = g'. 
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[Note: The opposite of a pullba.ck square is a pullback square. So, if the 

functor P:;; -+ ~ is an opfibration, then for any functor S:~' -+~, the functor 

p' :E' -+~' is an opfibration.] 

N.B. The pair 

(;;' ,P') FIB(B' ) 

is an object of 

And the projection prE:;;' -+ E sends horizontal arrows to horizontal arrows. 

6.8 APPLICATION Suppose that 

are fibrations. Fonn the pullback square 

;;1 x E 
B -2 

r 
~l 

PI 
------'>B 

Then the corner arrow 

is a fibration (recall 6.1). 
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6.9 REMARK The category FIB(~) has finite products. 

[The projections 

are rrorphisms in FIB(~) (cf. 6.2). Therefore FIB(~) has binary products. And 

~ serves as a final object (cf. 4.17).] 

B P 
Given a 2-sink B' --> ~ <--:§ in tAt, one can foon its pseudo pullback 

B' :B:§ (cf. 1.22). Introduce the comparison functor 

(cf. 1. 23) 

and consider the diagram 

f 
B' x E > B' x E > E - B- - -B - -

pf r lp 
B' B' > ~ , -

B 

the square on the right being 2-comnutative. 

6.10 LEMMA SUppose that the functor P::§ -+ ~ is a fibration -- then the pro-

jection B_' x E -+ B' is a fibration. -B - -

PRCDF If (B' ,X) is an object of ~' xB~' then 

feB' ,X) = (B' ,X,id) -+ B' = p' (B' ,X). 
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But P has the iscm::>rphism lifting property (cf. 4.23), hence r is an equivalence 

over B' (cf. 1.23), from which the assertion (cf. 4.36). 

6.11 DEFINITION Let PI :~l -+ ~, P 2 :~2 -+ ~ be fibrations -- then a IIDrphism 

f2 E MJr ~2 (thus P2f 2 = id (cf. 4.26)), there exists a horizontal arrow fl E MJr ~l 

[Note: In this context, there are three possibilities for the term "horizontal", 

viz. per PI' per P2 , or per F.] 

N.B. If F is a fibration, then F is internal (recall that F is necessarily a 

rrorphism in FIB (~) ) • 

6.12 :f...EM.1A SUppose that F is internal -- then V B E Ob ~, 

is a fibration. 

6.13 LEMMA Suppose that F is internal -- then F is a fibration. 

PROOF Given a rrorphism g:X2 -+ FXi, the claim is that there exists a horizontal 

rrorphism u:Xl -+ Xi per F such that Fu = g. 'Ib establish this, start by applying 

P2 , hence P2g:P2~ -+ P2FXi = PlXi. Next, choose a horizontal IIDrphism u:Xl -+ Xi 

per P
2

. Consider now the factorization 

P 2FXl --i-d---C> P 2FXl -P-Fu-~-> P 2FXi 
2 
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or, equivalently, the factorization 

~ 

Frcm the definitions, there is a unique Irorphism v:X2 -+ FXI such that P 2v = id 

and FU 0 v = g. Schematically: 

g 

v 
• > FXI --Fti-~-> FXi 

But v is vertical, so, F being internal, one can find a horizontal arrow v per F 

such that FV = v, where the codomain of v is Xl. Put u = u 0 v -- then Fu = 

FU 0 FV = FU 0 v = g and u is horizontal per F (verification left to the reader) .J 
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§7. THE FW·JVAMEfffAL 2-EQUIVALENCE 

Let ~ be a category -- then ~ can be regarded as a 2-category B for which 

UB ::::: ~ (cf. 1.14), but we shall abuse notation and write ~ in place of B (no 

confusion will result in so doing). 

N.B. Traditionally, B is replaced by ~OP, the relevant 2-rnetacategories being 

and 

[Note: The first is a sub-2-metacategory of the second.] 

The O-cells of 

PS-[~OP, 2-tA~] 

are the pseudo functors from BOP to 2-tA~. If F:BOP 
-+ 2-tAt is a pseudo functor, 

then V B E Ob~, FE is a category and V B, B' E Ob B and V B E MJr(B,B'), FB:FE' -+ 

FE is a functor. 

7.1 EXAMPLE Take ~ = TOP and let (X, T X) be a topological space -- then TX 

can be viewed as a category and a continuous function f: (X, TX) -+ (Y, Ty) induces 

-1 
a functor f :Ty -+ TX. Therefore this data determines a 2-functor 

TOpOP -> 2-tA~. 

7.2 EXAMPLE Take ~ = CAT and fix a category !2 -- then for any small category 

g, [g,!2] is a category and a functor F:g -+ g' induces a functor F*:[g',!2] -+ [g,!2]. 

Therefore this data determines a 2-functor 

cxrOP -> 2-tA~. 
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7.3 EXAMPLE Take ~ = SCH and given a scheme X, let QCO (X) be the category 

of quasi -coherent sheaves on X -- then a norphism f:X -+ Y induces a functor 

f* : QCO (Y) -+ QCO (X). Therefore this data detennines a pseudo functor 

SCROP -> 2-CAt. 

f g 
[NJte: Bear in mind that if X --> Y --> Z, then (g 0 f) *:QCO(Z) -+ QCO(X) 

is not literally f* 0 g*:QCO(Z) -+ QCO(X) •••• J 

7.4 NOTATION Given pseudo functors F,G:~OP -+ 2-CAt, let PS(F,G) stand for 

the metacategory whose objects are the pseudo natural transfonna.tions 3:F -+ G 

and whose norphisms are the pseudo IIDdifications q:3 -+ D. 

Here is the main result. 

7. 5 THEOREM There is a 2-functor 

with the following properties. 

(1) V ordered pair F,G of pseudo functors ~OP -+ 2-CAt, 

is an iso.tmrphism of metacategories. 

(2) V fibration P:~ -+~, 3 a pseudo functor F:~OP -+ 2-CAt such that ~ is 

OP 7.6 REMARK Therefore PS-[~ ,2-CAtJ and FIB(~) are 2-equivalent (cf. 2.15). 
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The proof of 7.5, when taken in all detail, is lengthy. 

OP 
7.7 GROTHENDIECK CCt~STRUCTION Let F:~ + 2-tA~ be a pseudo functor -- then 

groBF is the category whose objects are the pairs (B,X), where B E Ob ~ and 

X E Ob FB, and whose rrorphisms are the arrows (S,f): (B,X) + (B' ,X'), where 

S E M:>r (B,B') and f E M)r (X, (FS) X') • 

[Note: SUppose that 

(S, f) : (B,X) + (B' ,X') 

(S' , f ') : (B' , X ') + (B", X' , ) • 

Then by definition 

(S' ,f') 0 (S,f) = (S' 0 S, f' of f). 

Here 

is the composition 

f 
X --> {FS)X' 

f' 0 f E M:>r(X,F(S' 0 S)X' ') 
F 

(FS) f' 
----:> (FS) (FS' )X" ;::: F(S' 0 S)X", 

the isorrorphism on the right being implicit in the definition of pseudo functor. 

using the first axiom for a pseudo functor (cf. §3), one can check that this com-

position law is associative and using the second axiom for a pseudo functor (cf. §3), 

one can check that the identity in M)r «B ,X) , (B ,X)) is the pair (i~, X ::::: F (i~) X) .] 

7.8 NOI'ATION Let 

be the functor that sends (B,X) to B and (S,f) to S. 
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7.9 I..ErJMA 8F is a fibration and the fiber of 8F over B is isorrorphic to the 

categoryFB. 

'Ib complete the definition of groB so as to make it a 2-functor, one has to 

consider its action on the pseudo natural transformations and the pseudo mod-

ifications. 

• Let F,G:~OP -+ 2-tAt be pseudo functors, ::::F -+ G a pseudo natural trans­

formation, the associated data thus being V B E Ob ~, a functor 

and V S E M:>r (B,B I), a 2-corrmutative diagram 

FBI _____ ---,> GB I 

M 

~B' 

in 2-tAt, where 

is a natural isonnrphism subject to the coherency conditions. We then define a 

h::>rizontal functor 

groB::::gr0r! -> groBG 
- - -

by the prescription 

(groB:::) (S,f) = (S,g), 
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~BX ---.> ~B (FS) (X') 

• Let F,G:~OP -)- 2-tA~ be pseudo functors, ~,:;t:F -)- G pseudo natural trans-

fonnations, and q:~ -)- :;t a pseudo rrOOification, the associated data thus being 

V B E Ob ~, a natural transfonnation ~:~B -)- ~ subject to the corrmutativityof 

the diagram 

~B (FS) (X') 

~, (Fs)x'l 
~ (FS) (X') 

----------'> (GS) (~B ,X') 

1 (GS) (~, ,x') 

-------> (GS) (~,X') • 
:;t 

TS,X' 

We then define a vertical natural transfonnation 

groBq:groB~ -)- groB:;t 
- - -

by the prescription 

[NJte: 'Ib see that this makes sense, observe first that groB q has to be 

indexed by the pairs (B,X) (B E Ob ~, X E FB), so 

or still, 
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But 

X E FB => ~BX E GB 

X E FB => ~X E GB. 

And v X E FB, 

Therefore the pair (i<\, llB,X) belongs to 

MDr«groB~) (B,X), (groB~) (B,X)) 

per groBG. That groBll is vertical is obvious: 

In summary: The Grothendieck construction provides us with a 2-functor 

and it remains to address points (1) and (2) of 7.5. Since the verification of the 

first point is straightforward (albeit tedious), we shall focus on the second which 

requires same additional input. 

Let P:E -+ B be a filiration and suppose that g:B -+ B' is an arrow in ~. 

Assuming that~, ~ Q, for each x' E Ob ~" choose a horizontal u:X -+ X' such 

that Pu = g and define g*:~, -+ ~ as follows. 

• On an object X', let g*X' = X • 

• On a rrorphism ¢:x' -+ X', noting that P(¢ 0 u) = P¢ 0 Pu = i<\, 0 Pu = 

g = PU, let g*¢ be the unique filler in the filler over B for the diagram 
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u 
~ 

X > XI 
to. 

I~ g*cp" o u 

X X 

7.10 LEMMA g*:~1 -+ ~ is a functor. 

(N:>te: Take g* to be the canonical inclusion if ~ I = Q.] 

Needless to say, the definition of g* hinges on the choice of the horizontal 

u:X -+ Xl. 

7.11 DEFINITION A cleavage for P is a functor 0 which assigns to each pair 

(g ,Xl), where g:B -+ PX I , a horizontal norphism u = 0 (g ,XI) (u:X -+ XI) such that 

Pu = g. 

(Note: The axiom of choice for classes implies that every fibration has a 

cleavage.] 

7.12 EXAMPLE Consider groBP -- then the canonical cleavage for 8p is the rule 

that sends S: B -+ B I {= 8p (B' ,X I» to the horizontal lIDrphism 

( S , id (PS) X I) : (B, (PS) X I) -+ (B I ,X I ) • 

Consider now a pair (P, 0), where 0 is a cleavage for P -- then the association 

g 
B ->~, (B --> BI) -> {~I 

defines a pseudo functor Lp from BOP to 2-tA[. 
,0 

g* 
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7.13 LEMMA If P:~ + ~ is a fibration, then E is isomorphic to gro~Ip,a in 

FIB (~) • 

PR(X)F Define a horizontal functor <P:~ + gro~Ip,a by the following procooure. 

• Given X E Ob ~, let 

<PX = (PX,X) (X E Ob ~X = Ob Ip,aPX) • 

• Given a rrorphism f:Y + X in ~, <Pf must send ¢Y = (PY,Y) to ¢X = (PX,X). 

So let <Pf = (Pf'¢f)' where 

or still, 

¢f E M:>r (Y, (Pf) *X) ((Pf) *X E ~Y) 

is definoo to be the unique filler in the fiber over PY for the diagram 

a (Pf ,X) 
(Pf) *x ----------> X 

to. 

Y ------------ Y • 

Here, by definition, pa(Pf,X) = Pf. 

The claim then is that <P is an isomorphism of categories. But it is clear 

that <P is bijective on objects. As for the rrorphisms, the arrow 

M:>r (Y,X) + M:>r ((PY, Y) , (PX,X) ) 

taking f to (Pf'¢f) is manifestly injective: 

=> 

f = a(pf,X) 0 ¢f = a(pg,X) 0 ¢g = g. 
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'Ib establish that it is surjective, consider a pair (g,l/J) , where g:PY -+ PX and 

l/J:Y -+ {Ep,ag)X (so Pl/J = i~y). Let f = a{g,PX) 0 l/J -- then 

Pf = pa{g,PX) 0 Pl/J 

= g 0 i~ = g. 

Schematically: 

f Pf 

Iy. • >g*X >X I, Ipy >PY--->PX I. 
l/J a{g,px) i~y g 

Because a{g,PX) is horizontal, l/J is characterized by the relations Pl/J = i~y 

and a{g,PX) 0 l/J = f. Meanwhile 

a (Pf,X) 
Y ----'> (Pf) *X --------'> X 

or still, 

a (g,PX) 
Y ----> g*X ------> X. 

Ibwever Pcpf = i~y (CPf is, by definition, a norphism in the fiber over pY) and 

a (g,PX) 0 CPf = f. Accordingly, by uniqueness, <Pf = l/J. Therefore 

The proof of 7.S is therefore complete. 
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§8. SPLITTINGS 

Let P:E + B be a fibration. 

8.1 DEFINITION A cleavage a for P is said to be split if the following 

conditions are satisfied. 

(2) a(g' 0 g,X") = a(g' ,X") 0 a(g,g'*X"). 

[Note: A fibration is split if it has a cleavage that splits or, in brief, 

has a splitting.] 

8.2 EXAMPLE In the notation of 4.18, assume that <p:G + H is surjective, hence 

that ~:g + g is a fibration -- then a cleavage a for ~ is a subset K of G which 

maps bijectively onto H and ~ is split iff K is a subgroup of G. Therefore ~ is 

split iff <p is a retract, i.e., iff :3 a ham:J.rrorphism tIl:H + G such that <p 0 til = i~. 

8.3 REMARK The association 

OP 
L: :B + 2-tA~ P,a -

is a 2-functor iff P is split. 

8.4 THEOREM Every fibration is equivalent to a split fibration. 

{Note: The meaning of the term "equivalent" is that of 4.37.] 

There are some preliminaries that have to be dealt with first. So suppose 

that P:~ + ~ is a fibration -- then V B E Ob ~, there is a fibration UB:~B + ~ 
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(cf. 5.7) and a functor 

namely: 

(1) Given a horizontal functor 

assign to F the object F (i%) in Ob ~. 

(2 ) Given horizontal functors 

and a vertical natural transfo:rmation :::;::F -+ G, assign to :::;: the arrovv :::;:i<\:F (i<\) -+ 

G(~) in M:>r ~. 

8.5 LEMMA The functor 

is an equivalence. 

[It is not difficult to prove that Fp B is fully faithful. 'Ib see that Fp B , , 

has a representative image, fix an X E Ob ~ and define a horizontal functor 

Fx:WB -+ ~ by the following procedure. 

• Given an object a:A -+ B of ~/B, put 

F~ = a*X (a*:~ -+ ~A (cf. 7.10». 

• Given a norphism 

f 
A-----'> A' 

al k 
B ========= B 
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of ~/B, there are horizontal arrows 

u:a*X ---> X (Pu = a) 

u' : a' *X -> X (Pu' = a') 

with 

Pu = a = a' 0 f = Pu' 0 f, 

so there exists a unique rrorphism 

a*f:F~ = a*X ---> a'*X = F~' 

such that Pa*f = f and u I 0 a*f = u. Schematically: 

u Pu 
I a*X • • > a'*X - __ '> X I , I A ___ -'> A' 

a*f u' f 

The definitions then imply that 

Now introduce a 2-functor 

OP 
sp(P):~ + 2-tAt 

by stipulating that 

and letting 

I 
---> B • 

a' 

sp(P)B:sp(P) (B') + sp(P) (B) (B:B + B') 

operate by precomposition via the horizontal arrow B*:WB + WB' induced by B. 



4. 

[Note: Strictly speaking, [:§/B,~] B is a rnetacategory rather than a category 

but this p?int can be safely ignored.] 

Pass next to groBsP(P) - then the canonical cleavage for Gsp(P) is split 

(cf. 7.12). 

The final step in the proof of 8.4 is to define a horizontal functor 

with the property that V B E Ob:§, (Fp)B = Fp,B. This done, it then follows from 

4.38 that Fp is an equivalence of categories over B (cf. 8.5). 

Consider an object (B,X) of groBsP(P) -- then 

X E Ob sp(P) (B) = Ob [~'~]B' 

so X::§/B -+ ~ is a horizontal functor and we put 

Turning to a IIDrphism (S,f): (B,X) -+ (B' ,X') of groBsP(P), as usual, S:B -+ B', 

while 

f:X -+ (sp(P)S)X' 

is a vertical natural transfonnation indexed by the objects A -+ B of :§/B. 'Ib define 

note first that 

Proceeding, 



where 

hence 

5. 

(sp(P)S)X' = X' 0 S*, 

((sp(P) S)X') (i~) = (X' 0 S*) (~) 

S 
= X' (B --> B I) • 

In the category WB', i~,: B I -+ B I is a final object, thus there is an arrow 

S 
Xl (B --> B') _> Xl (~I). 

Definition: Fp (S,f) is the result of composing 

with the preceding arrow, thus 
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§9. CATEGORIES FIBEREV IN GROUPOIVS 

Let P:E -+ B be a fibration. 

9.1 DEFINITION!!; is fibered in groupoids by P if V B E Ob ~, ~ is a groupoid. 

9.2 RAPPEL Let G be a topological group, X a topological space. Suppose that 

X is a free right G-space: 
XxG-+X 

-- then X is said to be principal 
(x,g) -+ x • g 

provided that the continuous bijection e:x x G -+ X x X/G X defined by (x,g) -+ 

(x,x • g) is a homeonorphism. 

Let G be a topological group - then an X in 'IDP /B is said to be a principal 

G-space over B if X is a principal G-space, B is a trivial G-space, the projection 

X -+ B is open, surjective, and equivariant, and G operates transitively on the 

fibers. There is a carrmutative diagram 

X X 

1 1 
X/G > B 

and the arrow X/G -+ B is a h.ameom::>rphism. 

9.3 NOI'ATION Let 

PRI~,G 

be the category whose objects are the principal G-spaces over B and whose norphisms 

are the equivariant continuous functions over B, thus 

X-------,> Xl 

1 1 
B -----B 
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with cp equivariant. 

9.4 FACI' Every rrorphism in ~,G is an iSOlIDrphism. 

[Note: The obj ects in ~, G which are isorrorphic to B x G (product 

to}X)logy) are said to be trivial, thus the trivial objects are precisely those 

that admit a section.] 

9.S EXAMPLE Let G be a to}X)logical group -- then the classifying stack of 

G is the category PRIN(G) whose objects are the principal G-spaces X -+ B and 

whose rrorphisms (CP,f): (X -+ B) -+ (X' -+ B') are the cotmn.ltative diagrams 

X ------'> X' 

1 1 
B -----> B ' f 

f 

where cp is equivariant. Define now a functor P:PRIN(G) -+ TOP by p(X -+ B) = B 

and P(CP,f) = f -- then P is a fibration. M'Jreover, PRIN(G) is fibered in grou}X)ids 

by P: 

which is a grou}X)id by 9.4. 

9.6 REMARK Suppose that P:~ -+ !? is a functor with the property that V B E Ob !?, 

~ is a grou}X)id -- then it is not true in general that P is a fibration. 

[E. g • : In the notation of 4 .18, consider a hom:Jm::>rphism cp: G -+ H which is not 

surj ecti ve. ] 
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9.7 LEMMA If E is fibered in groupoids by P, then every rrorphism in ~ is 

horizontal. 

PRJOF'ret f E MJr(X,X') (X,X' E Ob ~), thus Pf:PX -+ PX', so one can find a 

horizontal uO:XO -+ x' such that Puo = Pf. But Uo is necessarily prehorizontal, 

hence there exists a unique rrorphism v E MJrpx (X,X
O

) such that u 0 v = f: 
o 

u 
Xo ----------~> x' 

vi 

x ========== X. 

Since u is horizontal and v is an iSQIIX)rphism, it follows that f is horizontal 

(cf. 4.20 and 4.11) • 

N.B. SUppose that 

~ is fibered in groupo ids by P 

~' is fibered in groupoids by p' . 

Then every functor F:~ -+~' such that p' 0 F = P is automatically a horizontal 

functor from ~ to ~' and [~'~']B is a groupoid. 

9.8 LEMMA ret P:E -+ B be a functor. Assume: Every arrow in ~ is horizontal 

and for any rrorphism g:B -+ PX', there exists a rrorphism u:X -+ x' such that Pu = g --

then P is a fibration and ~ is fibered in groupoids by P. 

PRX)F The conditions obviously imply that P is a fibration. Consider now an 

arrow f: X -+ X' of ~ for same B E Ob ~ -- then f is horizontal, so there exists 
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a unique IlDrphism v E M::>rB (X I ,X) (PX = B = PX I) such that f 0 v = i~ I : 

f 
X --------'> X I 

Xl Xl 

'Iherefore every arrow in ~ has a right inverse. But this means in particular 

that v must have a right inverse, thus f is invertible. 

9.9 LEMMA SuPIOse that 

~l is fibered in grouIOids by PI 

~2 is fibered in groupJids by P2 

and 

E is fibered in grou{X>ids by P. 

let 

be IlDrphisms in FIB(~) -- then the canonical projection 

is a fibration (cf. 5.14) and ~l ~ ~2 is fibered in grou{X>ids by IT. 
E 

[Recall that 
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and the pseudo pullback on the right is a groupoid (cf. 1.22).J 

Let P:E + B be a fibration. Denote by ~r the wide subcategory of ~ whose 

norphisms are the horizontal arrCMS of~. Put 

9.10 LEMMA. Pho:R + B is a fibration and R is fibered in groupoids by r ;;;;hOr - ;;;;nor 
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§10. VIS CRETE FIBRATIONS 

10.1 RAPPEL A category is said to be discrete if all its rrorphisms are 

identities. 

[N:>te: Functors between discrete categories corresfOnd to functions on their 

underlying classes.] 

N.B. A discrete category is necessarily locally small. 

10.2 EXAMPLE Every class is a discrete category and every set is a small 

discrete category. 

10.3 LEMMA A category £ is equivalent to a discrete category iff £ is a 

groufOid with the property that V X,X' E Ob £, there is at rrost one rrorphism from 

X to X'. 

Every discrete category is a groufOid. So, if P:~ -+- ~ is a fibration, then 

the statement that E is "fibered in discrete categories by P" (or, in brief, that 

~ is discretely fibered by P) is a special case of 9.1. 

10.4 EXAMPLE Let £ be a locally small category -- then V X E Ob £, the 

forgetful functor UX:£/X -+- £ is a fibration (cf. 5.7). fureover, £IX is discretely 

fibered by Ux (V Y E Ob £, the fiber (£/X) y is the set lbr (Y,X) ) • 

10.5 LEMMA Let P:~ -+- ~ be a functor -- then ~ is discretely fibered by P iff 

for any rrorphism g:B -+- PX', there exists a unique rrorphism u:X -+- X' such that 

Pu = g. 



2. 

PIroF Assume first that E is discretely fibered by P, choose u:x -+- Xl per g 

and consider a second arrow u:x -+- Xl per g -- then Pil = Pu. Since u is horizontal 

(cf. 9. 7), thus is prehorizontal, there exists a unique rrorphism v E M::>rpx (X,X) 

such that u 0 v = u: 

u 
X------> Xl 

v1 
X------X. 

But the fiber ~X is discrete, hence X = X and v is the identity, so u = u. In 

the other direction, consider a setup 

w Pw 

IX 
o 

> X __ ---'> Xl I I PX ---> PX ----:> PXI.I o 
u x Pu 

With "x" playing the role of "g", let v:XO -+- X be the unique rrorphism such that 

Pv = x -- then 

u 0 v:XO -+- Xl => P(u 0 v) :PX
O 

-+- PX I 

w:Xo -+- Xl => P(w):PX
O 

-+- PXI. 

Accordingly, by uniqueness, u 0 v = w. Therefore every arrow in ~ is horizontal 

which implies that ~ is fibered in groupoids by P (cf. 9.8). That the fibers 

are discrete is clear. 

SUppose that P:~ -+- ~ is a fibration such that ~ is fibered in sets by P (so, 

V B E Ob ~, ~ is a set). Let g:B -+- BI be an arrow in ~ -- then the data defining 

the functor g*:~1 -+- ~ of 7.10 is uniquely determined, as is the cleavage 
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CY: P -+ Lp , where in this context, Lp is to be viewed as a functor from EOP 
,CY ,CY 

to SEr. 

10.6 NOI'ATION FIBSEr(~) is the full subcategory of FIB(~) whose objects are 

the fibrations P:£:! -+ ~ which are fibered in sets by P. 

If F: (£:!,P) -+ (£:!' ,P') is a morphism in FIBSEr (~), then there is an induced 

natural transformation 

;:;'." -+ " ~F.6p 6p ' ,. ,CY ,CY 

10. 7 LEMMA The functor 

that sends (E,P) to Lp is an equivalence of metacategories. 
- ,CY 

tak OP 'd th h ['Ib reverse matters, e an F: £:! -+ SEr and conSl er groBF -- en ere a 

morphism (B,X) -+ (B' ,X') is an arrow 13:B -+ B' such that X = (F13)X' and it is obvious 

that groBF is fibered in sets by 8
F 

(cf. 7.9).] 

10.8 EXAMPLE Let g be a locally small category -- then an object of 

is called a presheaf of sets on C • Given X E Ob g, put 

~ = M:>r (-,X) • 

Then 

M:>r(X,Y) ::: Nat(~,hy) 
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and in this notation the Yoneda embedding 

Yc:~ + g 

sends X to rx. M::>reover, under the correspondence of 10.7, 

~/X <-;>~. 

Thus, symbolically, 
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§ll. COVERING FUNCTIONS 

Let g be a category. 

11.1 DEFINITION Given an object X E Ob g, a covering of X is a subclass C 

of Ob g/X. 

11.2 DEFINITION If C, C' are coverings of X, then C is a refinement of C' 

(or C refines C' or C' is refined by C) if each arrow 9 E C factors through an 

arrow g' E C': 

.> y' 

k 
X -----X . 

[tbte: If C c C', then C is a refinement of C', the converse being false 

in general.] 

11.3 EXAMPLE Take C = {i<\:X -+ X} and supPJse that C is a refinement of C' 

then there is an element of C' which is a split epirrorphism (a.k.a. retraction): 

X =======X 

11.4 DEFINITION A covering function K is a rule that assigns to each X E Ob g a 

conglomerate KX of coverings of X. 
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n 11.5 REMARK If the cardinality of Ob ~/x is n, then there are 2 subsets of 

n 
Ob £Ix, thus there are 22 possible choices for KX. 

11. 6 N'OI'ATION Given covering functions K and K I I write K' ::::; K (and term K I 

subordinate to K) if for each X E Ob ~, every covering C' E KX is refined by some 

covering C E KX. 

11. 7 EXAMPLE 

• Define a covering function K by setting KX = fJ -- then K is subordinate 

to all covering functions. 

• Define a covering function K by setting KX = all coverings of X -- then 

every covering function is subordinate to K. 

11. 8 N'OI'ATION Given covering functions K and K' , write K - K' if K' ::::; K and 

K ::::; K', and when this is so, call K and K I equivalent. 

11.9 DEFINITION Let K be a covering function -- then its saturation is the 

covering function sat K whose coverings are the coverings that have a refinement 

in K. 

11.10 EXAMPLE Assume that KX ~ fJ and let cp:X' -+ X be an isonorphism -- then 

{cp} E (sat K)X. Indeed, every C E KX refines {cp}: 

y-----> X' 

gl l~ 
x------x 
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11.11 LEMMA Suppose that K is a covering function - then K is equivalent to 

sat K and sat K is saturated. M:>reover, K is saturated iff K = sat K. 

11.12 LEMMA Suppose that K and K' are covering functions -- then K and K' 

are equivalent iff sat K = sat K'. 

11.13 DEFINITION let K be a covering function - then K is a coverage if 

v X E Ob ~, V C E KX' and V f' ;X' -+ X, there is a Cf ' E K
X

' such that 

g' f' 
f' 0 Cf ' = {f' 0 g' :g' E Cf .} (Y' --> X' --> X) 

is a refinement of C. 

11.14 EXAMPLE Define a covering function K by letting KX be comprised of all 

singletons {f} (f E Ob ~X) - then K is a coverage iff for each X E Ob ~, every 

diagram of the fonn 

can be completed to a conmutative square 
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[NJte: '!his condition is realized by the oPIX>site of the category of finite 

sets and injective functions.] 

11.15 LEMMA SUPIX>se that K and K' are equivalent covering functions -- then 

K is a coverage iff K' is a coverage. 

N.B. Therefore K is a coverage iff sat K is a coverage (cf. 11.11). 

11.16 DEFINITION Let K be a covering function -- then K is a Grothendieck 

coverage if \f X E Ob ~, \f C E KX' \f g:Y -+ X in C, and \f f' :X' -+ X, there is a 

pullback square 

X~rY 
> Y 

1
9 

x' > X 
f' 

such that the covering 

g' 
{X' Xx Y > X' :g E C} 

belongs to KX'. 

[NJte: It is a question here of a specific choice for the pullback.] 

11.17 REMARK By construction, f' 0 g' factors through g, hence a Grothendieck 

coverage is a coverage. 

11.18 EXAMPLE Given a tOIX>logica1 space X, let O(X) be the set of open subsets 

of X, thus under the operations 

UAV=UnV 

U :os; V <=> U c V, , 0 = ~, 1 ::: X, 

UvV=U uV 
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o (X) is a bounded lattice. Let 0 (X) be the category tmderlying 0 (X) and define 

a covering ftmction K by stipulating that KU is comprised of the collections {Ui} 

of open subsets U. of U whose union u U. is U -- then K is a Grothendieck coverage. 
1. • 1. 

1. 

[Given a 2-sink U' --> U <-- U
i 

in Q (X), the comrutative diagram 

u' n u. ------'> U. 
1. 1. 

1 1 
U' -------'> U 

is a pullback square and 

u u' n u. = u' n u u. = u' n U = U'.] 
i 1. i 1. 

11.19 EXAMPLE Take ~ = TOP and fix X E Ob~. Let KX be comprised of the 

collections {g.: Y. -+- X} such that Vi, g. is an open map and the induced arrow 
1. 1. 1. 

Jl Yi -+- X is surjective -- then K is a Grothendieck coverage, the open map coverage. 
i 

[NOte: The pullback of an open map along a continuous ftmction is an open 

map (in this context, "open" incorp:>rates "continuous").] 

11. 20 EXAMPLE Take C = TOP and fix X E Ob C. - -

• Let KX be comprised of the collections {g.:Y. -+- X} such that V i, g. 
1. 1. 1. 

is an open inclusion and the induced arrow 11 Y. -+- X is surjective -- then K is 
. 1. 
1. 

a Grothendieck coverage, the open subset coverage. 

[Note: The pullback of an open inclusion along a continuous ftmction is an 

open inclusion.] 
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• Let KX be comprised of the collections {g.:Y. -+ X} such that V i, g. 
111 

is an open embedding and the induced arrow Jl Y i -+ X is surjective -- then K is 
i 

a Grothendieck coverage, the open embedding coverage. 

• Let KX be comprised of the collections {g.:Y. -+ X} such that V i, g. 
111 

is a local homeorrorphism and the induced arrow II Y. -+ X is surjective -- then K 
- 1 
i 

is a Grothendieck coverage, the local homeorrorphism coverage. 

[Note: A local homeorrorphism is necessarily an open map and the pullback of 

a local h.o.rneam:>rphism along a continuous function is a local horneorrorphism.] 

FAcr '.It.l.e open subset coverage, the open embedding coverage, and the local 

homeorrorphism coverage are equivalent. MJreover, each of these is subordinate to 

the open map coverage. 

00 00 

11. 21 EXAMPLE Let C -MAN be the category whose objects are the C -manifolds 

and whose rrorphisms are the Coo-functions -- then Coo_MAN does not have all pullbacks 

but it does have certain pullbacks, e.g., the pullback of a surjective sul:mersion 

00 

along a C -function is again a surjective submersion. Since an open subset of a 

00 00 

C -manifold can be viewed as a C -manifold, one can form the open su.l::manifold 

coverage. On the other hand, there is a Grothendieck coverage K in which KM is 

comprised of all singletons {f}, f:N -+ M a surjective suhnersion. E.g. : If {u.} 
1 

is an open sul::manifold coverage of M, then the induced arrow Jl U i -+ M is a 
i 

surjective submersion. 

[NJte: If f:N -+ M is a surjective sul:mersion, then V yEN, there is an open 

00 • 
subset Uy c M with f (y) E Uy and a C -functlon s:Uy -+ M such that f 0 s = id 
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and s(f(y» = y: 

s 

M =========== M • 

Therefore the surjective submersion coverage is subordinate to the open sul::man-

ifold coverage.] 

11.22 EXAMPLE Suppose that g has pullbacks -- then there is a Grothendieck 

coverage K in which KX is comprised of all singletons {f} (f E Ob g/X) , where f 

is a split epimorphism. 

[Split epimorphisms are stable under pullback.] 

11.23 RAPPEL A locally small, finitely complete category g fulfills the 

standard conditions if g has coequalizers and the epirrorphisms that are coequalizers 

are pullback stable. 

[Note: Sm' fulfills the standard conditions (as does every topos) but 'lOP 

does not fulfill the standard conditions (quotient maps are not pullback stable).] 

11.24 EXAMPLE Suppose that g fulfills the standard conditions -- then there 

is a Grothendieck coverage K in which KX is canprised of all singletons {f} 

(f E Ob glX), where f is an epimorphism that is a coequalizer. 

11.25 DEFINITION Given an object X E Ob g, an opoovering of X is a covering 
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11.26 EXAMPLE Let RNG be the category of corrmutative rings with unit. Define 

an opcovering function K by letting KA be comprised of the collections {1T i:A -+ 

A[a-:-
l
]}, where V i, A [a-:-l ] is the localization of A at a. and the ideal generated 

1 1 1 

by the set {ai:i E I} is all of A -- then K is a Grothendieck opcoverage, the 

zariski opcoverage. 

[If f:A -+ B is a horrorrorphism, then V i, there is a pushout square 

A 
-1 

> A[ai ] 

fl 1 -1 
B > B [ (f (ai ) ) ] . ] 

11.27 DEFINITION SUppose that K is a coverage -- then K is a pretopology if 

V X E Ob g, V C E KX' V g:Y -+ X in C, and V Cg E Ky ' there is a Co E KX such that 

Co is a refinement of 

h g 
U g 0 C = {g 0 h:g E C & h E C } (Z --> Y --> X) . 

gEC g g 

11.28 LEMMA If K and K' are equivalent coverages, then K is a pretopology 

iff K' is a pretopology. 

11.29 LEMMA Suppose that K is a pretopology. Fix X E Ob g and let Cl ' C2 E KX -­

Cl 
then 3 C E KX:C is a refinement of 
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refines C1 (cf. 11.13). On the other hand, there is aCE KX such that 

U f2 0 Cf 
f 2EC2 

2 

is refined by C (cf. 11.27). But 

u f2 0 Cf f 2EC
2 2 

refines both C
1 

and C2• 

11.30 LEMMA Let K be a covering function -- then K is a pretoro1ogy iff 

K t is a pretoro1ogy. sa 

11.31 DEFINITION SUProse that K is a coverage -- then K is a Grothendieck 

pretoro1ogy if V X E Ob g, V C E KX' V g:Y -+ X in C, and V Cg E Ky ' 

h g 
U g 0 C = {g 0 h:g E C & h E C } (Z --> Y --> X) 

gEC g g 

belongs to KX. 

N.B. It is obvious that a Grothendieck pretoro1ogy is a pretoro1ogy. 

11.32 REMARK '!he various examples of Grothendieck coverages set forth above 

are Grothendieck pretoro1ogies. 

[The norphisrns appearing in 11.22 and 11.24 are comrosition stable, while the 

verification of the requisite property in 11.26 is mildly tedious pure algebra 

(the terminology in this situation would be Grothendieck preoptoro1ogy .•. ) .] 

[N:>te: Take K per 11.14 and impose on g the conditions therein (so that K is 

a coverage) -- then K is a pretopo1ogy but it need not be a Grothendieck pretoro1ogy.] 
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11. 33 DEFINITION A pretopology (or a Grothendieck pretopology) K is said 

to have identities if V X E Ob~, {i~:X -+ X} refines some covering in KX (or 

belongs to KX)' 

[Note: This will be the case in all examples of interest.] 

11.34 REMARK If cf>:X' -+ X is an isom::>rphism in S, then {cf>} might or might not 

belong to KX' 

[Consider the open subset coverage of 11.20 -- then an arbitrary homearrorphism 

cf> : X' -+ X is certainly not admissible.] 

11. 35 LEMMA let K be a Grothendieck pretopology with the property that for 

any iSOItDrphism cf>:X' -+ X, the covering {cf>} belongs to KX - then the coverings 

C E KX are closed under precamposi tion with isorrorphisms, i. e., if g: Y -+ X is in 

C and if 1jJ :Y' -+ Y is an isom::>rphism, then {g 0 1jJ :g E C} E KX' g g 

U g 0 C = {g 0 1jJ :g E C} E KX' 
gEC g g 

11.36 REMARK Suppose that C has pullbacks and the scenario in 11.35 is in 

force -- then the particular choice for the pullbacks figuring in 11.16 is .immaterial. 

let K be a covering function. Fix X E Ob S -- then K induces a covering 

function K on SiX via the following procedure. Fix an object f' :X' -+ X in SiX --

then a covering 

g' 
{(g:Y -> X) --> (F' :X' -> X)} 
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-of f' belongs to K
f

, iff the covering {g':Y -+ X'} belongs to K
X
'. 

[Note: There is a corrmutative diagram 

g' 
Y > X' 

gl If' 
X X . ] 

N.B. If K is a pretopology, then so is K. 
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§12. SIEVES 

Let ~ be a category. 

12.1 DEFINITION Let X E Ob C -- then a sieve over X is a subclass $ of Ob ~/X 

g f f 
such that the composition Z --> Y --> X belongs to $ if Y --> X belongs to $. 

E. g. : The minimal sieve over X is $min = ~. 

12.2 LEMMA If $ and $' are sieves over X, then $ refines $' iff $ c $'. 

12.3 ID-1MA Every covering C of X is contained in a sieve $(C) minimal w.r.t. 

inclusion (the sieve generated by C). 

[$ (C) is comprised of all rrorphisrns with codomain X which factor through some 

element of C.] 

12.4 EXAMPLE The sieve generated by {i~:x -+ X} is 

$ :: Ob C/X, max -

the maximal sieve over X. 

[Given f:Y -+ X, consider 

f 
Y------> X 

X ========== X .] 

It follows from 12.3 that every covering function K gives rise to a covering 

function $ (K) whose coverings at X are -the $ (C) (C E KX). 
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[NJte: $ (K) is equivalent to K.] 

12.5 DEFINITION A sifted _ covering function is a covering function all of 

whose coverings are sieves. 

[NJte: The tenn sifted coverage is to be assigned the obvious meaning.] 

12.6 NOI'ATION Given a sieve $ over X and a rrorphism f:Y -+ X, put 

f*$ = {g:cod g = Y & fog E $}. 

Then f*$ is a sieve over Y. 

12. 7 LEMMA SUPIX>se that K is a sifted covering function -- then K is a sifted 

coverage iff \f X E Ob ~, \f $ E KX' and \f f' :X' -+ X, f' *$ has a refinement $' in 

PROOF Using the notation of 11.13, let us first prove the sufficiency of the 

condition. Thus put C
f

, = $', the claim being that f' 0 $' is a refinement of $. 

But 

g' E $' => g' E f'*$ (cf. 12.2) => f' 0 g' E $. 

I.e. : 

f' 0 $' c $, 

so f' 0 $' is a refinement of $. As for the necessity, write $' in place of Cf " 

hence by assumption f' 0 $' is a refinement of $, hence f' 0 $' c $ (cf. 12.2) 

(f' 0 $' is a sieve over X). Tb see that $' c f'*$, let g' E $' -- then 

f' 0 g' E f' 0 $' c $ => g' E f'*$. 

12.8 DEFINITION A sifted covering function K is sieve saturated if $ E KX 

and $ c $' => $' E K • 
X 
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12.9 LEMMA Suppose that K is a sieve saturated sifted covering function --

then K is a sifted coverage iff V X E Ob~, V $ E KX' and V f':X' + X, f'*$ E KX'. 

12.10 LEMMA SUppose that K is a sieve saturated sifted covering function --

then K is a pretopology iff K is a Grothendieck pretopology. 

12.11 DEFINITION A sifted covering function K is locally closed provided the 

following condition is satisfied: If $ E KX and if $' is a sieve over X such that 

f*$' E Ky for all f:Y + X in $, then $' E KX. 

12.12 LEMMA Suppose that K is a sieve saturated sifted coverage - then K is 

a Grothendieck pretopology iff K is locally closed. 

PR)()F Using the notation of 11.31 (with "g" replaced by "f"), to check that 

"Grothendieck pretopology" => "locally closed", 

take $f = f*$' E Ky -- then 

belongs to KX. But 

ufo $f = {f 0 h:f E $ & h E f*$'} 
fE$ 

h E f*$' => f 0 h E $' 

=> 

Therefore $' E KX (K being sieve saturated), so K is locally closed. Turning to 

the converse, the data is the sieve 

and the claim is that it belongs to KX. But V f E $, 
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f*$' ~ $ E K => f*~' E K f Y ,p Y 

12.13 LEMMA let K be a sifted covering function. Assume: K is locally closed 

and V X E Ob C, $ E KX -- then K is sieve saturated. - max 

PRCX)F Fix $ E KX' supIX'se that $ c $', and let f: Y -+ X be an element of $ 

then 

f*$ c f*$'. 

But 

f*$ = Ob £IY E Ky => f*$' E Ky 

12.14 DEFINITION SUPIX'se that K is a sifted coverage -- t.11.en K is a Grothendieck 

toIX'logy if it is locally closed and V X E Ob C, $ E KX' 
- max 

[Note: It folloN'S from 12.13 that K is sieve saturated. Therefore K is a 

Grothendieck pretop8logy (cf. 12.12) and it is automatic that 12.9 is in force.] 

12.15 LEl',1I'1A If K is a Grothendieck toIX'logy and if $,$' E KX' then $ n $' E KX' 

PRX)F For any f:y -+ X in $, 

f*$' = f*($ n $'). 

However, thanks to 12.9 (applied to $'), f*$ I E Ky ' so 

f* (~ n ~') E K => ~ n 55' E K ,p,p y,p X· 

12.16 :E:XAr1PLE Take g = g(X), X a topological space (cf. 11.18). Given an open 
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set U c X, a sieve $ over U is a set of open subsets V of U which is hereditary 

in the sense that 

V E $ & Vi C V => Vi E $. 

One then says that $ covers U if u V = u. Denoting by KU the set of all such $ I 

VE$ 

the assignment U -+ KU is a Grothendieck topology K on Q (X) . 

12.17 DEFINITION let K be a sifted covering function -- then its sifted 

saturation is the sifted covering function sif K whose coverings are the sieves 

that contain a sieve in K. 

12.18 LEMMA. For any covering function K, 

sif $(K) = $ (sat K). 

Denote this covering function by J(K) -- then J(K) is sifted and sieve saturated. 

12.19 LEMMA Suppose that $ is a sieve over X -- then $ E J(K)X iff $ contains 

an element of KX' 

12.20 THEOREM If K is a pretopology with identities (cf. 11.33) I then J(K) 

is a Grothendieck topology. 

PROOF The assumption that K is a pretopology implies that sat K is a pre-

topology (cf. 11.28) (K and sat K are equivalent), hence that $(sat K) is a pre-

topology (cf. 11.28) (sat K and $ (sat K) are equivalent), in particular J(K) = 

$(sat K) is a coverage. Therefore J(K) is a Grothendieck pretopology (cf. 12.10) 

(J(K) is sieve saturated), thus J(K) is locally closed (cf. 12.12). Finally, if 

{i~:X -+ X} refines C E KX' then 
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But 

$ ({i~:X -+ X}) = $max (cf. 12.4) 

=> 

$(C) = $ => $ E J(K)X' max max 

[NJte: The two descriptions of J(K) supplied by 12.18 are used in the proof.] 

12.21 REMARK In the literature, terminology varies. For example, some author-

ities -v.ould say that a "Grothendieck topology" is a covering function K which is 

a Grothendieck pretopo1ogy with identities whose underlying coverage is a Grothen-

dieck coverage. Such a K generates a "Grothendieck topology" in our sense via 

passage to J(K) (cf. 12.20). 

12.22 EXAMPLE Take for K the coverage defined in 11.14 (assuming the relevant 

conditions on g) -- then K is a pretopo1ogy (cf. 11.32) with identities ( ... ) and 

here $ E J(K)X iff $ is nonempty (cf. 12.19). 
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§13. SITES 

Let g be a small category. 

13.1 DEFINITION A Grothendieck topology on g is a function T that assigns to 

each X E Ob g a set TX of sieves over X subject to the following assumptions. 

(2) If $ E TX and if f:Y -+ X is a norphism, then f*$ E Ty • 

(3) If $ E TX and if $' is a sieve over X such that f*$' E Ty for all 

[Note: Within the setting of a small category, this is just a rephrasing 

of the definition of "Grothendieck topology" as fonnulated in 12.14 (however, "K" 

has been replaced by "T" and TX is a set rather than a mere conglomerate).J 

13.2 DEFINITION A site is a pair (g,T), where g is a small category and T is 

a Grothendieck topology on g. 

13.3 REMARK Suppose that we have an assignment X -+ TX satisfying (1), (2) of 

13.1 and for which 

Then to check (3) of 13.1, it suffices to consider those $' such that $' c $. 

13.4 DEFINITION 

• The minlinal Grothendieck topology on C is the assignment X -+ {,$ } • - max 

• The TIlaXlinal Grothendieck topology on g is the assignment X -+ {$}, where 

$ runs through all the sieves over X. 
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13.5 NOl'ATION Let TC stand for the set of Grothendieck tor:ologies on ~. 

13.6 EXAMPLE Take ~ = ! -- then ~ has bro Grothendieck tor:ologies: {$rrax} 

and {$min' $rrax}· 

Given T, T' ETC' write T ~ T' if V X E Ob ~, TX C TX. 

13.7 LEMMA '!he r:oset TC is a bounded lattice. 

PIroF If T, T' ETC' let T /\ T' be their set theoretical intersection and let 

T v T' be the smallest Grothendieck tor:ology containing their set theoretical union. 

As for 0 and 1, take 0 to be the minlinal Grothendieck top::>logy and 1 to be the 

rraximal Grothendieck tor:ology. 

13.8 THEOREM '!he rounded lattice TC is a complete Heyting algebra or, equiva­

lently, the bounded lattice TC is a locale. 
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§14. SUBFUNCTORS 

let g be a locally small category. 

14.1 DEFINITION A subfunctor of a functor F:COP 
-+ 8El' is a functor G:COP 

-+ 8El' 

such that V X E Ob g I GX is a subset of FX and the corresp::mding inclusions con­

stitute a natural transfornation G -+ F, so V f:Y -+ X there is a corrmutative diagram 

GY ------------~> FY 

Gfl 
GX ------------~> FX 

[Note: There is a one-to-one correspondence between the subobjects of F and 

the subfunctors of F.] 

14.2 LEMMA Fix an object X in g -- then there is a one-to-one correspondence 

between the sieves over X and the subfunctors of ~ (cf. 10.8). 

PIroF If S is a sieve over X, then the designation 

GY = {f:Y -+ X & f E S} 

g 
defines a subfunctor of ~ (given Z --> Y I Gg:GY -+ GZ is the map f -+ fog) • 

Conversely I if G is a subfunctor of ~I then GY c MJr (Y/X) and 

is a sieve over X. 

S = U GY 
Y 

14.3 EXAMPLE The subfunctor corresponding to Smax is ~ and the subfunctor 
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A 

corresIX>nding to $. is ~A (the initial object of ~) • 
nun C 

SUPIX>se now that ~ is a small category -- then in view of 14.2, the notion 

of Grothendieck toIX>logy can be reformulated. 

14.4 NarATION Given a subfunctor G of ~ and a rrorphism f:Y -+- X, define f*G 

by the pullback square 

in g -- then f*G is a subfunctor of hy. 

14.5 DEFINITION A Grothendieck t0IX>logy on ~ is a function T that assigns 

to each X E Ob ~ a set TX of subfunctors of ~ subject to the following assumptions. 

(1) The subfunctor ~ E TX. 

(2) If G E TX and if f:Y -+- X is a rrorphism, then f*G E Ty • 

(3) If G E TX and if G' is a subfunctor of ~ such that f*G' E Ty for all 

f E (!;i, then G' E TX. 

14.6 LEMMA Let T be a Grothendieck tOIX>logy on ~ -- then 

G E TX & G c G' => G' E TX. 

14. 7 LEMMA Let T be a Grothendieck toIX>logy on C -- then 

G,G' E TX => G n G' E TX. 
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14.8 REMARK SUppose that we have an assignment X + TX satisfying (1), (2) of 

14.5 and for which 

G E TX & G c G' => G' E TX. 

Then to check (3) of 14.5, it suffices to consider those G' such that G' c G. 
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§15. SHEAVES 

In what follows, all categories are assumed to be locally small for the 

generalities and small for the sheaf specifics. 

15.1 RAPPEL A full, isomorphism closed subcategory Q of a category g is said 

to be a reflective subcategory of g if the inclusion l:Q -+ g has a left adjoint 

R, a reflector for D. 

[Note: A reflective subcategory Q of a category g is closed under the forma­

tion of limits in g.] 

Let Q be a reflective subcategory of a category g, R a reflector for Q -­

then one may attach to each X E Ob g a rrorphism rx:X -+ RX in g with the following 

property: Given any Y E Ob Q aJ:1..d any rrorphism f:X -+ Y in g, there exists a unique 

rrorphism g:RX -+ Y in Q such that f = g 0 r X' 

N.B. Matters can always be arranged in such a way as to ensure that R 0 1 = 

~. 

A 

Let g be a small category. Suppose that ~ is a reflective subcategory of g. 

Denote the reflector by ~ -- then there is an adjoint pair (~, 1), l:S -+ C the 

inclusion. 

Assume: ~ preserves finite limits. 

[Note: It is autanatic that ~ preserves colimits.] 

iG 
15.2 THEDREM Given X E Ob g, let TX be the set of those subfunctors G --> hx 

such that ~iG is an isorrorphism - then the assigrnnent X -+ TX is a Grothendieck 
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to];Ology L on g (in the sense of 14.5) • 

ProoF Since 

it follows that ~ E LX' hence (1) is satisfied. As for (2), by assumption ~ 

preserves finite limits, so in particular §! preserves pullbacks, thus 

af*G --------> aG 

~if*: j 
~--->~ 

is a pullback square in §. But ~iG is an isarrorphism. Therefore §!if*G is an 

isorrorphism, i.e., f*G ELy. The verification of (3), however, is nore complicated. 

• Sup];Ose that G E LX and G is a subfunctor of G': 

, i:G -+ G' . 

Then 

But §!iG is an isorrorphism, hence 

. . . (.)-1 
ld = ~lG' 0 ~l 0 §!lG ' 

which :implies that ~iG' is a split epirrorphism. On the other hand, §! preserves 

nonorrorphisms, hence §!iG' is a m::morrorphism. Therefore ~iG' is an isarrorphism, 
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i.e., G' E TX. 

• It remains to establish (3) under the restriction that G' is a subfunctor 

of G (cf. 14.8). Using the Yoneda lemma, identify each f E GY with f E Nat(ly,G) 

and display the data in the diagram 

hy xG G' --> G' G' 

------'> G -----'> rx 
f iG 

There is one such diagram for each Y and each f E GY, so upon consolidation we have 

_II Jl hy xG G' ----------------~> G' 

Y f 

i 

Jl Jl ------------------~> G 
Y f 

A 

N:>w i is an equalizer (all rron.onorphisms in ~ are equalizers), thus ai is an 

equalizer (by the assumption on §!;). But the assumption on G' is that V Y and 

V f E GY, §!;if is an isonorphism, thus §!;i is an epirrorphism (see 15.6 below) . 

And this means that §!;i is an isonorphism (in any category, a rrorphism which is an 

equalizer and an epirrorphism is an isonorphism). Finally, 
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'rherefore ~iG' is an isarorphism, i.e., G' E LX. 

15.3 RAPPEL Given a category g, a set U of objects in C is said to be a 

f 
--> 

separating set if for every pair X Y of distinct rrorphisms, there exists 

---g> 

a U E U and a rrorphism a:U -+ X such that f 0 a ;t goa. 

15.4 EXAMPLE Supp:>se that g is sma.11 -- then the hy (Y E Ob g) are a separating 
"'-

set for C. 

15.5 LEMMA Let g be a category with coproducts and let U be a separating set -­

then V X E Ob g, the unique rrorphism 

Jl II dam f --> X 
UEU f E l-br (U ,X) 

such that V f, r X 0 inf = f is an epinorphism. 

"'-

15.6 APPLICATION Supp:>se that g is small. w::>rking with g, take X = G in 

15.5 -- then 

_II_II hy-->.G 
Y f rG 

is an epinorphism. 

[NJte: 'lb finish the argument that ~i is an epinorphism, start with the 

relation 
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Then 

Since rG is an epirrorphism, the same is true of ~rG (left adjoints preserve epi­

rrorphisms). And 

is an isannrphism, call it <P, hence 

-1 
ar = ai 0 (a_IIG' 0 <P ). 
- G -

Therefore ~i is an epirrorphism.] 

15.7 DEFINITION Fix a Grothendieck topology T E TC -- then a presheaf F E Ob ~ 

is called a T-sheaf if V X E Db g and V G E TX' the precomp:>sition map 

is bijective. 

A 

Write Sh (C) for the full subcategory of g whose objects are the T-sheaves. 
-'[ -

15.8 EXAMPLE Take for T the minimal Grothendieck topology on g -- then 
A 

Sh (C) = C. 
T - -

A 

[Ibte: In particular, Sh (1) = 1 :::: Sm'.] 
-'[- - -

15.9 EXAMPLE Take for T the maximal Grothendieck topology on g -- then the 

t\ 

objects of Sh (C) are the final objects in C. 
--<[ - -

[First, V X E Db g, ~A + ~. 
C 

But ~ t\ is initial, thus the condition that F 
C 
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be aT-sheaf arrounts to the existence for each X of a unique :rrorphism ~ -+ F. 

Meanwhile, by Yoneda, Nat(~,F) ::::: FX.] 

A A 

15.10 THEOREM The inclusion 1 :Sh (C) -+ C admits a left adjoint a :C -+ Sh (C) 
T-'[- - -T- -'[-

that preserves finite limits. 

[Note: We can and will assume that a 0 1 is the identity.] 
""'T T 

Various categorical generalities can then be specialized to the situation at 

hand. 

15.11 DEFINITION A :rrorphism f:A -+ B and an object X in a category ~ are said 

to be orthogonal (f J. X) if the precomp::>sition map f*:l'br(B,X} -+ M:>r(A,X) is bi-

jective. 

15.12 RAPPEL Let !2 be a reflective subcategory of a category ~, R a reflector 

for D. Let W
D 

be the class of norphisms in ~ rendered invertible by R. 

a . 
-T 

• Let X E Ob ~ -- then X E Ob !2 iff V f E W
D

, f J. X. 

• Let f E M:>r ~ -- then f E WD iff V X E Ob !2, f J. X. 

A 

15.13 NOTATION Let W be the class of :rrorphisms in ~ rendered invertible by 
T 

A 

15.14 EXAMPLE If F E Ob ~, then F is a T-sheaf iff V _ E W , I-f 

T 
J. F. 

A 

15.15 EXAMPLE If _ E M:>r ~, then H E W iff for every T-sheaf F, _ 
T 

J. F. 
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[NJte: If X E Ob ~ and if G E TX' then for every T-sheaf F, iG .L F, thus 

iG E W
T

·] 

15.16 RAPPEL Let Q be a reflective subcategory of a category ~, R a reflector 

for Q -- then the localization W~l~ is equivalent to Q. 

15.17 APPLICATION The localization clr12 is equivalent to Sh (C). 
T- -'[-

15.18 RAPPEL Let Q be a reflective subcategory of a finitely complete category 

~, R a reflector for Q -- then R preserves finite limits iff W
D 

is pullback stable. 

A 

15.19 APPLICATION Since a :C -+ Sh (C) preserves finite limits, it follows 
-T - -'[-

that W is pullback stable. 
T 

A 

15.20 EXAMPLE Take ~ = !, so ! ::::: Sm' -- then hI = 2. On the other hand, Sm' 

has precisely 3 reflective subcategories: SID' itself, the full subcategory of 

final objects, and the full subcategory of final objects plus the empty set (#RX = 1 

if X ~ ~, ~ = ~). In tenus of Grothendieck topologies, the first two are accounted 

for by 15.8 and 15.9. But the third cannot be a category of sheaves per a Grothen-

dieck topology on ~ = !. 'Ib see this, note that the class of rrorphisms rendered 

invertible by R consists of all functions f:X -+ Y with X ~ ~ as well as the function 

~ -+ ~ (thus the arrows ~ -+ X (X ~ ~) are excluded). Suppose nCM that z is a nonempty 

set and X,Y are nonernpty subsets of Z with an empty intersection. Consider the 

pullback square 

~=xnY > Y 

~l l~ 
X > Z , 

ix 



8. 

where ~I~ are the inclusions -- then Riy is an isarrorphism but Riy is not an 

isarorphism. Therefore the class of rrorphisms rendered invertible by R is not 

pullback stable. 

A 

15.21 NCY.rATION Let F E Ob g be a presheaf. Given X E Ob g, let TX(F) be the 

set of subfunctors iG:G -+ ~ such that for any rrorphism f:Y -+ X, the precorIl};X:>sition 

arrow 

is bijective. 

15.22 LEMMA The assignment X -+ TX(F) is a Grothendieck topology T(F) on C. 

N.B. T (F) is the largest Grothendieck topology in which F is a sheaf. 

15.23 SCHOLIUM For any class F of presheaves I there exists a largest Grothen-

dieck topology T (F) on g in which the F E F are sheaves. 

15.24 DEFINITION The canonical Grothendieck topology T on C is the largest can -

Grothendieck topology on g in which the ~ (X E Ob g) are sheaves. 

foote: Let T E TC -- then T is said to be subcanonical if the ~(X E Ob g) 

are T-sheaves.] 

15.25 EXAMPLE Take g = Q(X) I X a topological space (cf. 11.18) -- then the 

Grothendieck topology T on Q (X) per 12.16 is the canonical Grothendieck topology I 

Sh (0 (X) ) being the traditional sheaves of sets on X, i.e. I Sh(X). 
-'[ - -
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§16. SHEAVES: SORITES 

The category Sh (e) associated with a site (~"r) has a number of properties 
-'[ -

that will be cataloged below. 

16.1 LEMMA Sh (e) is complete and cocamplete. 
-'[ -

A 

[This is because Sh (e) is a reflective subcategory of e which is both com-
--'[ - -

plete and cocomplete. Accordingly, limits in Sh (e) are computed as in C while 
-'[ - -

colimits in Sh (e) are computed by applying a to the corresp::mding col:imts in C.] 
--'[ - -T -

16.2 EXAMPLE Given TETe' define 0T by the rule 

- {O} if ~ A E TX 
e 

Then 0 is a T-sheaf and, rroreover, is an initial object in Sh (e). 
T -'[ -

16.3 LEMMA Sh (e) is cartesian closed. 
-'[ -

16.4 LEMMA Sh (e) admits a subobject classifier. 
-'[ -

16.5 REMARK Therefore Sh (e) is a top:Js. 
-'[ -

16.6 LEMMA Sh (e) is balanced. 
-'[ -

16.7 LEMMA Every rronarrorphism in Sh (e) is an equalizer. 
--'[ -

[Let ::::P -+ G be a rroncm::>rphism in Sh (e) -- then 1 ~: 1 P -+ 1 G is a rronorrorphism 
-'[ - T T T 
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A 

in g, hence is an equalizer. But a preserves equalizers (since it preserves 
-T 

finite limits).] 

N.B. M:)narorphisrns in Sh'[ (g) are pushout stable. 

16.8 LEMMA Every ep:ilrorphism in Sh (C) is a coequalizer. 
-'[ -

16.9 LEMMA Sh (C) fulfills the standard conditions (cf. 11.23). 
-'[ -

[Ep:ilrorphisrns in Sh (C) are pullback stable (cf. 17.16) and every epinorphisrn 
-'[ -

in Sh (C) is a coequalizer (cf. 16.8).] 
-'[ -

16.10 LEMMA In Sh (C), filtered colimits corrmute with finite limits. 
-'[ -

16.11 RAPPEL Cbproducts in § are disjoint. 

[In other w::>rds, if F = 11 F. is a coproduct of a set of presheaves F., then 
lEI 1 1 

ViE I, in. :F. -+ F is a llDnorrorphism and V i,j E I (i ;t j), the pullback F. x
F 

F. 
1 1 1 J 

is the initial object in §.] 

16.12 LEMMA Cbproducts in Sh (C) are disjoint. 
-'[ -

A 

16.13 RAPPEL Cbproducts in g are pullback stable. 

[In other words, if F = 11 F. is a coproduct of a set of presheaves F i' 
iEI 1 

then for every arrow F I -+ F, 

11 F' xF Fl' ::::: F'.] 
iEI 

16.14 LEMMA Cbproducts in Sh (C) are pullback stable. 
---'l -
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16.15 DEFINITION Let g be a category which fulfills the standard conditions. 

u ---'> 
SUppose that R X is an equivalence relation on an object X in g. Consider 

-v--'> 

the coequalizer diagram 

u 
---> TI 

X ----'> X/R == coeq(u,v) • R 

v > 

Then there is a commutative diagram 

v 
R-------> X 

X -------'> X/R 
TI 

and a pullback square 

X -----~> X/R • 
TI 

One then says that R is effective if the canonical arrow 

R-> X xX/R X 

is an isonorphism (it is always a rrononorphism) . 

[NJte: C has effective equivalence relations if every equivalence relation 

is effective.] 

16.16 LEMMA Equivalence relations in Sh (C) are effective. 
-'[ -
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[The usual methods apply: Equivalence relations in SET are effective, hence 

equivalence relations in ~ are effective etc.] 

16.17 LEMMA The ~T~ (X E Ob~) are a separating set for Sh
T 
(~) • 

pR)()F Let ~,~': F -+ G be distinct arrows in Sh (e) -- then the claim is that 
-T -

3 X E Ob e and a:a h -+ F such that ~ 0 a ;t: ~, 0 a. But ~ ;t: ~' implies that - -T--X 

~X ;t: ~x (3 X E Ob ~) which implies that ~r- ;t: ~;r (3 x E FX). CMing to the Yoneda 

lemna, FX:::: Na.t(~,F), so x corresponds to a a' E Nat(~,F), thus ~ 0 a' ;t: ~' 0 a'. 

Detennine a: ~T~ -+ F by the diagram 

F========F 

Then ~ 0 a ;t: ~, 0 a. 

N. B. All epinorphisrns in Sh
T 
(~) are coequalizers (cf. 16. 8). So, for every 

T-sheaf F, the epinorphism r F of 15.5 is autarna.tically a coequalizer. Therefore 

the ~T~ (X E Ob ~) are a "strong" separating set for Sh
T 
(~) • 

16.18 DEFINITION Let ~ be a cocomplete category and let K be a regular cardinal 

then an object X E Ob ~ is K-definite if Mor(X,-) preserves K-filtered colimits. 

16.19 LEMMA Sh (e) is presentable. 
-T -

ProoF Fix a regular cardinal K > #Mor ~ -- then \j X E Ob ~, ~ E Ob g is 

K-definite, the contention being that \j X E Ob ~, ~T~ E Ob Sh
T 
(~) is K-definite, 
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which suffices. 'lb see this, note first that a K-filtered colimit of T-sheaves 

"-

can be computed levelwise, i.e., its K-filtered colimit per g is a T-sheaf. Now 

fix a K-filtered category I and let lI:I -+ Sh (C) be a diagram -- then - - ~-

Nat (a h,colinL 1I.) ~ Nat (a h,colinL 1 1I.) 
-T-~ ~ 1 -T-~ ~ T 1 

~ colinL Nat (a h ,1I.). 
~ -T-~ 1 

16.20 REMARK A presentable category is necessarily well}X)Wered and cowell-

}X)Wered. 

16.21 DEFINITION Let ~ be a topos -- then ~ is said to be a Grothendieck topos 

if ~ is cocamplete and has a separating set. 

[N:>te: In general, a cocomplete topos need not admit a separating set.] 

It therefore follows from 16.17 that the cooarnplete topos Sh (C) is a Grothen­
-T -

dieck topos. 
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§17. LOCAL ISOMORPHISMS 

Let g be a locally small category. 

17.1 DEFINITION Let f:X -+ Y be a :rrorphism in g - then a decorI1p:)sition of 

k m 
f is a pair of arrows X --> M --> Y such that f = m 0 k, where k is an epi-

:rrorphism and m is a :rronarorphism. The deccrnposition (k,m) of f is said to be 

minimal (and M is said to be the image of f, denoted lin f) if for any other factor-

l n 
ization X --> N --> Y of f with n a :rronarorphism, there is an h:M -+ N such that 

h 0 k = l and n 0 h = m. 

17.2 LEMMA Suppose that g fulfills the standard conditions (cf. 11.23) -- then 

every rrorphism f: X -+ Y in g admits a minimal decanposition f = m 0 k, where k is 

a coequalizer and m is a :rrononorphism, the data being unique up to isorrorphism. 

Let g be a small category. 

A 

17.3 RAPPEL g fulfills the standard condtions (and is oolanced) • 

A 

Let H,K E Ob ~ be presheaves and let H E Nat (H,K) • Fb:rro the pullback square 

q 
H xK H ------'> H 

pi 
H -------'> K 

Then p and q are epiIIorphisms. 
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17.4 NOI'ATION 0H:H -+ H xK H is the canonical arrow associated with i<\r' thus 

N.B. 0H is a nono.rrorphism. 

17.5 LEMMA ~ is a rronarrorphism iff 0H is an epinorphism. 

[J:bte : Consequently, if ~ is a rronarrorphism, then 0H is an iso.rrorphism.] 

Fix a Grothendieck topology T ETC. 

A 

17.6 DEFn:JITION Let H,K E Ob ~ be pre sheaves and let ~ E Nat (H,K). Factor ~ 

per 17.2: 

k m 
H --> M--> K. 

Then ~ is a T-local epinorphism if for any f:ly -+ K, the subfunctor f*M of ly 

defined by the pullback square 

is in Ty • 

f*M ----:> M 

if~l 
ly---> K 

f 

A 

17.7 LEMMA Every epinorphism in ~ is aT-local epinorphism. 

A 

17.8 DEFn:JITION Let H,K E Ob ~ be presheaves and let ~ E Nat (H,K) -- then ~ 

is a T-local rronorrorphism if 0H is aT-local ep.i.norphism (cf. 17. 5) • 

17.9 LEMMA Every nonarrorphism in g is aT-local rronarrorphism. 
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A 

17.10 DEFINITION Let H,K E Ob g be presheaves and let 3 E Nat(H,K) -- then H 

is a T-local isarrorphism if 3 is both aT-local epinorphism and aT-local nono-

norphism. 

17.11 EXAr1PlE If G E TX' then iG:G + ~ is aT-local isarrorphism. 

[For any f:Y + X, there is a pullback square 

f*G----> G 

A 

in C and f*G E Ty ' thus iG is aT-local epinorphism. On the other hand, iG is a 

nononorphism, hence iG is aT-local nonarrorphism (cf. 17.9).] 

[Note: If G is a subfunctor of ~ and if iG:G + ~ is aT-local epinorphism, 

then G E TX. Proof: Take f = i~ and consider 

G------G 

17.12 THEOREM W is the class of T-local isarrorphisms. 
T 

A 

17.13 NOI'ATION Denote by §c the "set" of reflective subcategories § of g 
A A 

with the property that the inclusion 1:§ + g has a left adjoint ~:g + § that 

preserves finite limits. 
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We shall now proceErl. to establish the "fundamental correspondence". 

17.14 THEOREM The arrows 

(cf. 15.2) 

(cf. 15.10) 

are mutually inverse. 

'Ib dispa.tch the second of these, consider the composite 

Te --> ~ --> Te· 
- -

Take aTE Te and pa.ss to Sh'[ (g) -- then the Grothendieck topology on g detennmErl. 

by Sh'[ (g) via 15.2 assigns to each X E Ob g the set of those subfunctors iG:G + ~ 

such that ~TiG is an isarrorphism or, equivalently, those subfunctors iG:G + ~ 

such that iG is aT-local isarrorphism (cf. 17.12). But, as has been seen above, 

the subfunctors of ~ with this property are . precisely the elements of TX (cf. 17.11). 

Therefore the composite 

is the identity map. 

It remains to prove that the composite 

is the identity map. So take an ~ E ~, produce a Grothendieck topology T on g 

per 15.2, and pa.ss to Sh (e) -- then S c Sh (e). Thus let F E Ob ~, the claim being 
-'[- - -'[-

that F E Ob Sh (C) or still, that F is a T-sheaf, or still, that V X E Ob g and 
--'[ -
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V GET X' iG .L F, which is clear since iG E W T (cf. 15.15). 'Ib reverse matters 

and deduce that Sh (e) c S, one has only to show that if :;::H -+ K is a norphism 
-'[ - -

"'-

in g and if ~:;: is an isorrorphism, then a :;: is an isorrorphism (cf. 17.17 infra). 
-T 

'Ib this end, factor :;: per 17.2: 

k m 
H --> M--> K. 

Then ~:;: = ~ o~. But~:;: is an isarrorphism and ~ is a nonorrorphism (~ preserves 

finite limits). Therefore ~ is a nonorrorphism. But ~ is a coequalizer (~ is a 

left adjoint), thus ~ is an isarrorphism (in any category, a norphism which is a 

nonorrorphism and a coequalizer is an isarrorphism). And then am is an isarrorphism 

as well. 

• Assl.D.lle that a:;: is an isorrorphism, where _ is a nonorrorphism -- then 

a _ is an isarrorphism. 
-T 

[Bearing in mind that here H = M, consider a pullback square 

f*H -----> H 

if~l 
ry----'> K 

f 

Then the asstmJption that ~:;: is an isarrorphism implies that ~if*H is an isonorphism 

which in turn implies that if*H E Ty • Therefore:;: is aT-local epinorphism or still, 

:;: is aT-local isarrorphism, hence:;: E W (cf. 17.12), so a :;: is an isorrorphism. 
T -T 

• Assl.D.lle that a:;: is an isorrorphism, where _ is a coequalizer 

is an isarrorphism. 

then a :;: 
-T 
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[Because a ~ is a coequalizer, to conclude that a ~ is an isonnrphism, it 
-T -T 

suffices to verify that a ~ is a rro:norrorphism. For this purrose, consider the 
-T 

pullback square 

q 
H x

K 
H > H 

pI 
1" 

H > K 
~ 

Then 0H is a rrononorphism and there are pullback squares 

~q 

~ x aK ~ ---------'> aH 

;!{ 
> a H 

-T 

l
a ~ 
-T 

aH ------------~> aK , a H ----------------'> a K 
-T -T a ~ 

-T 

But ~oH = 0aH is an isonnrphism, thus ~ToH = 0a H is an isonnrphism (cf. supra), 
-T 

so a ~ is a rro:norrorphism.] 
-T 

A 

17.15 THEOREM Let H,K E Ob g be presheaves and let ~ E Nat(H,K) -- then 

a ~:a H -+ a K is an epinorphism in Sh (C) iff ~ is aT-local epirrorphism. -T -T -T -T -

17.16 APPLICATION The epinorphisms in Sh (C) are pullback stable. 
-'[ -

[The class of T-local epinorphisms is pullback stable.] 

17.17 LEMMA Let Ql' Q2 be reflective subcategories of a category~. Supp::>se 
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ProOF Take Xl E Cb Ql. 'Ib conclude that Xl E Ob Q2' it need only be shown 

that V f E WD ' f L ~ (cf. 15.12). But 
-2 
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§18. K-SHEAVES 

Let g be a category. 

18.1 DEFINITION Let C be a covering of X E Ob g -- then a functor F:gOP 
-+ SEl' 

has the sheaf property w.r.t. C if the follO'ilVing condition is satisfied: Given 

elEments 

x E FY (g:Y -+ X in C) g 

'Which are canpatible in the sense that if 

(i) 

and 

imply 

(iii) (Fhl(X
gl

) = (Fh2 (X
g2

), 

then there exists a unique x E FX such that \f g: Y -+ X in C, 

(Fg)x = x • g 

18.2 REMARK Suppose that $ is a sieve -- then elements x
f 

E FY (f:Y -+ X in $) 

g f 
are compatible iff whenever Z --> Y --> X, there follON'S 

x = fog 

[Note: If C is locally small, then 

sieves <-> subfunctors (cf. 14.2) r 
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say 

$ <-> G c ~. 

Accordingly, a compatilile family corresp:mds to a natural transfonuation G -+ F 

and F has the sheaf property w.r.t. $ iff every natural tranfo:r:mation G -+ F extends 

uniquely to a natural transfonnation ~ -+ F.] 

OP 18.3 EXAMPLE Take C = {i~:X -+ X} - then every functor F:~ -+ SET has the 

sheaf property w. r . t. C. 

OP 
18.4 LEMMA A functor F: ~ -+ SET has the sheaf property w. r . t. C iff it has 

the sheaf property w.r.t. $(C) (cf.12.3). 

18.5 EXAMPLE Fix X E Ob ~ -- then every functor F: gOP -+ SET has the sheaf 

PDQperty w.r.t. $ (cf. 12.4). 
max 

18. 6 DEFINITION SUppose that K is a covering function -- then a functor 

F:~OP -+ SET is a K-sheaf if it has the sheaf property w.r.t. all the coverings in K. 

N.B. The K-sheaves and the $ (K) -sheaves are one and the same. 

18. 7 REMARK Let g be a SJIE.ll category and suppose that T is a Grothendieck 

topology on ~ -- then T can be defined as in 13.1 or as in 14.5, thus there are 

two possible interpretations of the phrase "T-sheaf", viz. the one above or that 

of 15.7. Fortunately, however, there is no ambiguity: Both are descriptions of 

the same entity. 

18.8 LEMMA If K is a coverage and if K' ~ K, then every K-sheaf is a K'-sheaf. 
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[This is because if F is a K-sheaf, then F has the sheaf property w.r.t. 

every covering that has a refinement in K.] 

18.9 APPLICATION Equivalent coverages have the same sheaves. 

Write ~ (g) for the full suhnetacategory of [gOP ,SEr] whose objects are the 

K-sheaves. 

18.10 LEMMA Suppose that K is a coverage -- then 

Sh (e) = Sh t (e) 
--K - --sa K-

= She:;: ( t ) (e) • -iPsa K-

18.11 THEOREM Suppose that K is a pretopo1ogy with identities -- then J(K) 

is a Grothendieck topology (cf. 12.20) and 

ShT( ) (e) = Sh (e). 
~K - --K-

In the presence of a size restriction and pullbacks, there is another way to 

formulate the sheaf property. 'rhus let C be a covering of X E Ob ~, say C = 

gi 
{y. > X: i E I}, where I is set. Assume that the pullbacks 

1 

1 
1T •• 

y. Xx y. 1J > y. 
1 J 1 

~~'l 1J 19i 
y. > X 

J 
gj 

exist for all i,j E I. 
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18.12 r.:EJ..'IMA Under the preceding conditions, a functor F:COP 
-+ Sm' has the 

sheaf property w.r.t. C iff in the diagram 

Fg. 
1 

1 
Fn .. 

1J 
FX -------------> FY. ----------------.:> F (Y. Xx Y.) 

1 1 J 

e 

pro 
1 

FX ----------> Tf FYk 
k 

pro 
J 

---------'> 

---------'> 
P2 

pro . 
1J 

pro . 
1J 

FX -------------> FY. --------2~----:> F(Y. Xx Y.), 
J 1 J Fg. PIT .. 

J 1J 

e is an equalizer of PI and P2 in Sm'. 

18.13 DEFINITION Let g be a locally small category, K a covering function --

then K is subcanonical if 'if X E Ob g, ~ is a K-sheaf. 

18.14 EXAMPLE Assuming that g has pullbacks, define K by KX = {f}, where 

f E Ob g/X -- then K is subcanonical iff the fare coequalizers. 

18.15 EXAMPLE Take g = TOP -- then the open map coverage is subcanonical. But 

the open subset coverage, the open embedding coverage, and the local hameonorphism 

coverage are all subordinate to the open map coverage, hence they too are sub-

canonical (cf. 18.8). 
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18.16 EXAMPLE Take ~ = SCH (cf. 0.6) and fix X E Ob ~ (Ox being understood) • 

• Let KX be comprised of the collections {g 0 :Y 0 -+ X} such that V i, go 
111 

is an open inmersion and U g i (Y i) = X -- then K is a Grot..~endieck coverage, the 

Zariski coverage. 

• Let KX be comprised of the collections {g 0 :Y 0 -+ X} such that V i, go 
111 

is etale and U go (Y 0) = X -- then K is a Grothendieck coverage, the etale coverage. 
1 1 

• Let KX be comprised of the collections {g 0 :Y 0 -+ X} such that V i, go 
111 

is SJIDOth and U go (Y 0) = X -- then K is a Grothendieck coverage, the SJIDOth coverage. 
1 1 

• Let KX be comprised of the collections {go :Yo -+ X} such that V i, go 
1 1 -1 

is flat + locally of finite presentation and U go (Y 0) = X -- then K is a Grothen-
1 1 

dieck coverage, the fppf coverage. 

18.17 REMARK Each of these Grothendieck coverages is a Grothendieck pretopology 

with identities. 

An open :imnersion is necessarily etale, an etale norphism is necessarily SJIDOth, 

and a SJIDOth norphism is necessarily flat + locally of finite presentation. There­

fore the zariski coverage is subordinate to the etale coverage which in turn is sub-

ordinate to the SJIDOth coverage which in turn is subordinate to the fppf coverage. 

[Note: If K is the fppf coverage and if K' is the Zariski coverage, then 

every K-sheaf is a K'-sheaf (cf. 18.8) but there are K'-sheaves that are not K-sheaves.] 

18.18 THEOREM The fppf coverage is subcanonical. 

Consequently, the Zariski coverage, the etale coverage, and the SJIDOth coverage 
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are all subcanonical (cf. 18.8). 

It turns out that the fppf coverage is subordinate to the so-called "fpqc 

coverage" (see below) • 

18.19 DEFINITION Let f:X -+ Y be a surjective IIDrphism of schemes -- then f 

is locally quasi-compact provided that every quasi-compact open subset of Y is 

the image of a quasi-oampact open subset of X. 

18.20 EXAMPLE Let f:X -+ Y be a surjective IIDrphism of schemes. 

(1) If f is quasi-compact, then f is locally quasi-compact. 

(2) If f is open, then f is locally quasi-compact. 

Given a scheme X, let KX be comprised of the collections {g.:Y. -+ X} such that 
1 1 

v i, g. is flat, U g. (Y.) = X, and II Y. -+ X is locally quasi-campact -- then K 
1 1 1 .-~ 1 

1 

is a Gr:'othendieck coverage, the fpqc coverage. 

[N:>te: Like its predecessors, the fpqc coverage is a Grothendieck pretopology 

with identities.] 

18.21 LEMMA The fppf coverage is subordinate to the fpqc coverage. 

[A flat IIDrphism locally of finite presentation is open.] 

18.22 THEOREM The fpqc coverage is subcanonical. 

Therefore 

18.22 => 18.18. 

18.23 REMARK The coverage K that assigns to each scheme X the collections 
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{g. :Y. -+ X} such that V i, g. is flat and U g. (Y.) = X is not subcanonical. 
1 1 111 

Returning to the generalities, let again g be a locally snaIl categOl:Y. 

18.24 LEMMA SupJ;X)se that K is a subcanonical covering function -- then 

V X E Ob g, the induced covering function K on g/X is subcanonical. 

18.25 EXAMPLE Take g = 'IDP, let K be the open subset coverage, and fix 

X EObC--then 

Sh (O(X» = Sh(X) 
---K - -

and the inclusion O(X) -+ 'IDP/X induces an arrow 

R: Sh _ ('IDP IX) -+ Sh (X) 
K 

of restriction. On the other hand, there is also an arrow 

P: Sh (X) -+ Sh_ ('IDP IX) 
K 

of prolongment and (P ,R) is an adjoint pair. 
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§19. PRES I TES 

19.1 DEFINITION A presite is a pair (g,K) , where g is a small category and 

K is a covering function which is a Grothendieck pretopology with identities whose 

underlying coverage is a Grothendieck coverage (cf. 12.21). 

Explicated: 

19.1 DEFINITION (bis) A presite is a pair (g,K) , where g is a small category 

and K is a covering function subject to the following assumptions. 

(2) V X E Ob C, V C E KX'V g:Y + X in C, a~ V f':X ' + X, there is a pullback 

square 

X I X Y -------,> Y 
X 

g'l 
XI -------'> X 

f' 

such that the covering 

g' 
{XI Xx Y -----:> XI:g E C} 

belongs to KX I • 

(3) V X E Ob g, V C E KX' V g:Y + X in C, and V Cg E Ky ' 

h g 
U 9 0 C = {g 0 h: g E C & h E C } (Z --> Y --> X) 

gEC g g 

belongs to KX. 
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[Note: Here, of course, it is understood that V X E Ob g, KX is a set of 

subsets of Ob g/X.] 

19.2 THEOREM Suppose that (g,K) is a presite -- then 

(cf. 18.11) 

and the elanents of Sh (e) are characterized by the equalizer diagram figuring 
-K -

in 18.12. 

19.3 EXAMPLE Take g = g(X), X a topological space (cf. 11.18) and define the 

covering function K as there -- then the pair (g,K) is a presite and J(K) is the 

Grothendieck topology T on g(X) per 12.16. And a functor F:gOP 
-+ SET is a K-sheaf 

iff for any subset U c X, any open covering U = U U., and any collection s. E FU. 
iEI 1 1 1 

(i E I) such that V i,j E I, 

s.lu. nu. =s.lu. nu., 
1 1 J J 1 J 

there exists a unique s E FU such that s. = s I u. ViE I, or , equivalently, the 
1 1 

diagram 

FU ----.;> 1T FU. 
. 1 

1 

is an equalizer diagram. 

-----'> 
1T F(U. n U.) 
i,j 1 J 

------'> 

[Note: The empty covering of the enpty set is admissible. Suppose that it is 

excluded (retaining, however, id~:~ -+~) -- then the result is another presite 

(g,K') but now §!;r(K') (g) is Sh(X _II {*}), the open subsets of X _II {*} being the 

empty set and any set of the fonn U U {*} with u c X open. For instance, consider 
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the case when X is a singleton -- then X II {*} has ~ points, the underlying 

topological space is Sierpinski space, and ~ (K') (~) is equivalent to the arrow 

category SEI'(-+}.J 

19.4 DEFINITION Let (g,K), (g' ,K') be presites -- then a functor qJ:C -+ C' 

is geometric provided the following conditions are satisfied. 

(1) V X E db ~, V C E KX' 

~ 0 C E (sat K')~X. 

(2) V X E Ob~, V C E KX' V g:Y -+ X in C, and V f':x' -+ X, the canonical 

arrow 

~(X' x Y) -+ ~X' x~ ~Y 
X .,..X 

is an isam::>rphism. 

N.B. The first condition is equivalent to requiring that ~ 0 C has a refine-

ment in K' (cf. 11.9). 

19.5 EXAMPLE Take ~ = ~' - then idc is geometric iff K s; K' (cf. 11. 6 (with 

the roles of K and K' reversed». 

19.6 NOl'ATION PRESI'IE is the locally small category whose objects are the pre-

sites and whose norphisms are the geometric functors. 

[Note: PRESI'IE is a locally small large category.] 

19.7 LEMf)IJA Let (~, K), (~', K') be presites and sup:r;ose that ~:~ -+ ~' is a 

geometric functor. Let F' be a K '-sheaf -- then F' 0 ~ is a K-sheaf. 

P:RJOF Let C be a covering in K -- then ~ 0 C has a refinement in K', hence 

gi 
F' has the sheaf property w.r.t. ~ 0 C (cf. 18.8). Assuming that C = {Y

i 
> X: 
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i E I}, where I is a set, this means that the diagram 

-----'> 
F'<PX --> TT F'<PY. 

. 1 
1 

is an equalizer diagram .in SEl'. But 

=> 

thus it rerna.ins only to quote 18.12. 

A functor <P:C -+ C' determines a functor <pOP : COP -+ (g') OP, from which an .induced 

functor 

i.e. , 

Assume now that (g,K), (g',K') are presites and that <P:C -+ C' is a geometric 

functor -- then .in 19.7, it is officially a question of 

th than , if, . abb' (if,OP) * if, * th . . d ed ra er F 0 '±'. Agreelllg to revlate '±' to '±', ere 1S an III uc 

functor 

Sh <P*:Sh ,(C') -+ Sh (C) 
- =..:...::j( - ~-

and a comnutative diagram 
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A ¢* A 

C' > C -

lK'\ 1'K 
Sh ,(C') 
~ - > Sh (C). 

~-

Sh ¢* 

19.8 EXAMPLE Let X,Y be to};X)logica1 spa.ces and let f:X -+ Y be a continuous 

function. Define K as in 11.18 (per X or Y) -- then there are presites 

(Q(X),K) with Sh (O(X» = Sh(X) 
~-

(Q(Y),K) with Sh (O(Y» = Sh(Y). 
~-

(cf. 15.25) 

-1 
In addition, the functor f :Q(Y) -+ Q(X) is geometric and 'if F E Sh(X), 

F 0 (f-1)OP = f~, 

where 

19.9 NOl'ATION Given a presite (g,K), J(K) is a Grothendieck to};X)logy and 

(cf. 18.11). 

A 

Write lK (= lJ(K» for the inclusion ~ (g) -+ g and denote its left adjoint by 

~K (= ~J(K» (cf.15.10). 

Let (g, K), (g', K') be presites and sup};X)se that ¢:g -+ g' is a geometric 
A A 

functor -- then by the theory of Kan extensions, ¢* has a left adjoint ¢!:g -+ g'. 
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19.10 LEMMA The composite 

¢! 
A A 

a I -K 
Sh (e) 
--K -

-----> e ----~> e ' ------> ~,(g') 

is a left adjoint for 

Sh ¢*:Sh ,(e ' ) + Sh (e). 
- --K - --K-

PR:X)F If F is a K-sheaf and F I is a K' -sheaf, then 

M::>r(a , 0 ¢ 0 1 F,F') 
-K ! K 

::::: M::>r h , 0 a I 0 ¢ 0 1 F, 1 I F I ) 
K -K ! K K 

::::: M::>r (a , 0 1 ,oa I 0 ¢, 0 1 F,F') 
-K K -K • K 

::::: M::>r(a I 0 ¢ 0 1 F,F') 
-K ! K 

::::: M::>r (1 F, ¢* 0 1 F' ) 
K K' 

::::: M::>r (1 F, 1 0 Sh ¢*F I ) 
K K -

::::: M::>r(F,Sh ¢*F'). 

19.11 REMARK The pair 

def ines a geometric rrorphism 

Sh I (e ' ) + Sh (e) 
--K - --K -

if in addition ~K' 0 ¢! 0 lK preserves finite limits. 
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19.12 EXAMPLE Consider the setup of 19.8. Dictionary: 

In traditional tennino1ogy: 

f* <--> Sh <1>* 

f* <--> a , 0 <1> 0 l . 
-K ! K 

f* = direct image 

f* = inverse image. 

[Note: The pair (f* ,f*) defines a geometric lIDrphism Sh(X) -+ Sh(Y) .] 

19.13 LEMMA There is a 2-functor 

op 
Sh:PRESITE -+ 2-tAt 

which on objects sends (C_,K) to Sh (C). 
--K -

N.B. It then makes sense to fonn 

gropRESITE Sh (cf. 7.7). 

19.14 EXAMPLE Take the data as in 19.8 -- then there is a f1IDctor 

'rop
op 

-+ PRESITE 

which on obj ects sends X to (Q (X) , K). From here, pass to op:pJsi tes and :pJstcornp:>se 

with Sh to get a 2-f1IDctor 

Sh 
'roP -~> PRESITEO

P ------'> 2-tAt 

which on objects sends X to Sh (X). One may then consider its Grothendieck opcon-

struction ••.. 
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§20. INVERSE IMAGES 

Let P:E -+ B be a fibration. SupPJse that K is a covering function on ~ --

then its inverse image p-lK is the covering function on ~ specifiErl by the following 

procErlure. Let X' E Ob ~ and let {g:B -+ PX'} E KpX'. For each g, choose a hor-

izontal rrorphism u:X -+ X' such that Pu = g -- then the class {u:X -+ X'} is a 

-1 
covering of X'. One then takes for {P K)X' the conglomerate of all such coverings 

of X'. 

-1 
20.1 LEMMA If K is a coverage, then P K is a coverage. 

20.2 LEMMA If K is a C'irothendieck coverage, then p-lK is a Grothendieck coverage. 

-1 
PRX)F Referring to 11.16, take X' E Ob ~, let C E {P K)X" take u:X -+ X' in 

C, and let f: Y -+ X' -- then the problem is to construct a pullback 

Y xX' X -----> X 

vI 
Y --------> x' 

f 

of u along f such that the covering 

v 
{y xX' X ----;> Y:u E C} 

-1 
belongs to {P K)y. 'lb this end, pass to B and fo:rm py xpx ' B per the assumption 

on K: 

prB 

PY xpX ' B > B = PX 

hi 1 g 

PY > px' 
Pf 
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Choose a horizontal v:Z -+ Y such that Pv = h, hence PZ = PY xpx ' B, the claim 

being that Z is a pullback of u along f. The first step in the verification is 

to find a rrorphism k: Z -+ X rendering the diagram 

k 
Z ------> X 

Y------> X· 
f 

commutative. So consider 

f 0 v P(f 0 v) 
I Z • • • • > X ___ --'> X' I I PZ ____ .> PX ______ :> PX' I • 

u Pu = g 

Then 

p(f 0 v) = Pf 0 Pv. 

On the other hand, 

Pu 0 pr = g 0 pr = Pf 0 h = Pf 0 Pv. B B 

Accordingly, since u is horizontal, there exists a unique rrorphism k: Z -+ X such 

that Pk = prB and u 0 k = f 0 v. There rerna.ins the universality of Z: If 

k:Z -+ X 
subj ect to u 0 k = f 0 v, then there is a unique cj>: Z -+ Z such that 

v: Z -+ Y 

~ 

k 0 cj> = k 

v 0 cj> = v. 

~ 

Existence of cj> Since PZ = PY xpx ' B is a pullback, there is a unique l/J:PZ -+ PZ 
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such that 

prB 0 ~ (= Pk 0 ~) = Pk 

h 0 ~ (= Pv 0 ~) = Pv. 

Bearing in mind that v is horizontal, consider 

v Pv 
I ~ I 

Z • • • • > Z ------'> Y I 
PZ ----'> PZ ----> py • 

v Pv 

'Ihen 
~ 

Pv = Pv 0 ~, 

-
which implies that there exists a illlique norphism cp: Z -+ Z such that Pcp = ~ and 

~ 

v 0 cp = v. 'Ib check that k 0 cp = k, consider 

P(u 0 k) 

I Z • . • • > X ___ ----'> Xl I, I PZ __ ~-:> PX _____ > PX I I • 

u Pk Pu 

Because u is horizontal, there is a illlique norphism i:z -+ X such that pi = Pk and 

- - -
u 0 i = u 0 k. Obviously, then, i = k. But meanwhile, 

- -v 0 cp = V => f 0 v 0 cp = f 0 v = u 0 k. 

I.e. : 

u 0 k 0 cp = u 0 k. 

And 

P(k 0 cp) = Pk 0 Pcp = prB 0 ~ = Pk. 

-'Iherefore k 0 cp = k. 
~ 

Uniqueness of cp If CPl'CP2:Z -+ Z both satisfy the requisite conditions, then 



v 0 

and 

v 0 

<P = v 1 

<P = v 2 

4. 

, thus <PI = <P2 (cf. supra). 

20.3 REMARK It is not assumed that !! or ~ has pullbacks but merely certain 

pullbacks as per the definition of Grothendieck coverage. 

20.4 LEMMA If K is a pretoj:X>logy, then P -IK is a pretoj:X>logy. 

20.5 LENMA If K is a Grothendieck pretoj:X>logy, then P -IK is a Grothendieck 

pretoj:X>logy. 

20.6 LEMMA If K is a pretoj:X>logy (or a Grothendieck pretoj:X>logy) with identities, 

-1 then P K is a pretoj:X>logy (or a Grothendieck pretoj:X>logy) with identities. 

20.7 REMARK Ignoring issues of size, it follows that if (!!,K) is a "presite", 

-1 
then (~,P K) is a "presite" (cf. 19.1 and 19.1 (bis». 
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§2l. ALGEBRAIC STRUCTURES 

Let (g,K) be a presite. 

21.1 LEMMA Let F:eOP 
-+ SET be a functor -- then F is a K-sheaf iff V S E Ob SET, 

the pre sheaf X -+ M:>r (S ,FX) is a K-sheaf. 

21.2 DEFINITION Let ~ be a locally SllE.ll category with products -- then a 

functor F:gOP 
-+ ~ is a K-sheaf with values in ~ if V A E Ob~, the presheaf 

X -+ M:>r(A,FX) is a K-sheaf. 

Write ~ (g,~) for the full subcategory of [gOP ,~] whose objects are the 

K-sheaves with values in A (thus 

g 

Sh (e) = Sh (e,SET)). 
~- ~--

21.3 REMARK Let C = {Y
i 
--> x:i E I} E KX' where I is a set -- then for any 

OP 
functor F: g -+~, the diagram 

----:> 
F'X ---> 1T FY. 

. 1 
1 

1T F(Y. Xx Y.) 
.. 1 J 
1, J ----:> 

is an equalizer diagram in ~ iff V A E Ob ~, the diagram 

-----:> 

----'> 

1T M:>r (A,F (Y. Xx Y.) ) 
. . 1 J 1,J 

M:>r(A,FX) --~> 1T M:>r(A,FY.) 
. 1 
1 

is an equalizer diagram in SET. 

The central problem at this juncture is to find conditions on A which suffice 
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to ensure that the inclusion 

Sh (C A) + [gOP/~] 1 : , 
K--K--

admits a left adjoint 

OP a : [C ,A] + Sh (C,A) 
-K - - --K - -

that preserves finite limits (cf. 15.10 for the case ~ = SET) . 

• Assume: ~ is a construct, i.e., there is a faithful functor U:A + SET 

which, in addition, reflects isorrorphisms. 

21.4 EXAMPLE HTOP is not a construct. TOP is a construct but the forgetful 

functor U: TOP + SET does not reflect isorrorphisms. 

One then imposes the following conditions on the pair (~/U). 

(1) ~ is complete and U is limit preserving. 

(2) A has filtered colimits and U is filtered colimit preserving. 

21.5 EXAMPLE Taking for U the forgetful functor, these conditions are met by 

the category of abelian groups, groups, commutative rings, rings, m:xlules over a 

fixed ring, vector spaces over a fixed field, •.•• 

[Note: Neither coproducts nor coequalizers are preserved by U.] 

21.6 LEMMA Let F:COP 
+ A be a functor -- then F is a K-sheaf with values in 

A iff U 0 F is a K-sheaf. 

21.7 REMARK The forgetful functor U:TOP + SET preserves limits and colimits. 

On the other hand, it is not difficult to exhibit a presite (Q(X) ,K) (cf. 19.8) 
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OP and a functor F:Q(X) + TOP such that u 0 F is a K-sheaf but F is not a K-sheaf 

with values in TOP. 

[Note: This does not contradict 21.6 (cf. 21.4).] 

21.8 THEOREM The inclusion 

admits a left adjoint 

Sh (C A) + [gOP,~] l: , 
K -K - -

OP a : [C ,A] + Sh (C,A) 
-K - - -K - -

that preserves finite limits. 

OP Implicit in the proof is the fact that for any functor F:g + ~, 

a (u 0 F) = U 0 a F 
-T -T 

thus there is a commutative diagram 

Sh
l
( (g,A) 

U* 

Sh (C) 
-K -

Here U* is given on objects by 

and on rrorphisms by 

-----> 

<-----a 
-K 

lK 
-----> 

< a 
-K 
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APPENDIX 

Let g be a category. 

NOTATION SIC is the functor category [~OP,g] and a simplicial object in g 

is an object in SIC. 

In particular: 

SISRI' = ;i 

is the category of simplicial sets. 

Let g be a small category -- then 

~ [(C x ~) OP ,SET] 

OP 
= [s: ,SISEr], 

the obj ects of the latter being termed simplicial presheaves. 

SUppose that (g,K) is a presite. 

DEFINITION 'TIle objects of SISh (C) are called simplicial K-sheaves. 
~-

'TIle product ~ x ~ is a presite, viz. 

where 

i :C 4 C x ~ 
n - -



is the inclusion 
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i X = X x en] 
n 

It thus makes sense to fonn Sh (C x ~). 
---i( -

LEMMA We have 

SISh (C) ~ Sh (C x ~). 
--i( - --K - -

All the basic results on presheaves and K-sheaves of sets extend without 

essential change to simplicial presheaves and simplicial K-sheaves. 

p3.ir 

N.B. It is custCJl'lE.rY to use the same symbols 

A 

SIC ---'> SISh (C) 
--i( -

SISh (C) 
--i( -

A - __ > SIC 

LEMMA Sh (C,SISEI') can be identified with 
--K - ---' 

SISh (C) ~ Sh (C x _~) • 
---K - --K -

a 
-K 

for the induced adjoint 

POCOF A simplicial presheaf F: gOP -+ SISEI' detennines a sequence {F n} of 

functors F : COP -+ SET via the prescription F X = (FX) ( [n]) and F is a simplicial 
n - -- n 

K-sheaf iff V n, F is a K-sheaf. Assume now that F:COP 
-+ SISEI' is a K-sheaf with 

n 

values in SISEI' -- then for every simplicial set S, the presheaf X -+ M:>r (S,FX) 
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is a K-sheaf. In particular: V n, the presheaf 

is a K-sheaf. But 

x -+ l-br (Mn] ,FX) 

Mor(~[n],FX) ~ (FX) ([n]) = F X, 
n 

so V n, F is a K-sheaf, i.e., F is a s.implicial K-sheaf. Conversely, if F is a 
n 

simplicial K-sheaf, then F is a K-sheaf with values in SISET. 'Ib see this, given 

a s.implicial set S, write 

Then 

S = colim. ~[n.]. 
1 1 

Mor(S,FX) = l-br(colim. Mn.] ,FX) 
1 1 

::::; lim. ~Jbr (Mn.] ,FX) 
1 1 

"" lim. F X. 
1 n. 

1 

And lim. F E Ob Sh (C) is computed levelwise. 
1 n. --K -

1 
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§22. A SPACES 

Let ~ be a locally small category with pvoducts. 

22.1 NarATIQ\J Given a torological s:pa.ce X, write Sh(X,~) for the category 

whose objects are the K-sheaves with values in A. 

[Note: Here K is taken per 11.18, so 

N.B. Therefore 

Sh(X) = Sh(X,SEI') . 

22.2 EXAMPLE Fbr any K-sheaf F on X with values in ~, F,0 is a final object in A. 

22.3 LEMMA Suprose that X is a one point s:pa.ce -- then the functor 

ev 
Sh(X,~) -> A 

that sends F to FX is an equivalence of categories. 

22.4 REMARK If X is a one roint s:pa.ce, [Q (X) OP ,~] can be identified with the 

arrow category ~(-+). Fix a final object *A in ~ -- then the functor ~ -+ ~(-+) 

which sends an object A to the arrow ~ --> *A has a left adjoint, viz. dome 

22.5 LEMMA Let X, Y be torological s:pa.ces and let f:X -+ Y be a continuous 

function -- then there is an induced functor 

(cf. 19.8). 

22.6 EXAMPLE Assuming that X is not empty, fix a roint x E X and let i : {x} -+ X 
x 
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be the inclusion -- then there is an induced functor 

(i ) :Sh ({x} ,A) -+ Sh (X,A) • 
x*- - - -

Now choose a final object *A in~, from which an induced functor 

Sky :A -+ Sh (X,A) , 
x - - -

where 

A (x E U) 

Sky x (A) (U) = 

22.7 LEMMA If A is cocc:mplete, then Sky admits a left adjoint - x 

the stalk functor. 

PROOF Let 0 (X) be the subcategory of 0 (X) whose obj ects are the open subsets 
- x -

of X containing x -- then the inclusion 1 :O(X) -+ O(X) is geometric, hence there x- x -
is an induced functor 

l*:Sh (O(X),A) -+ Sh (0 (X) ,A). x --K - - --K - x-

This said, consider the composite 

1* 
X 

---> ~ (9 (X) K ,~) 

colim 

-------'> A. 

22.8 DEFINITION An ~ space is a pair (X,Ox), where X is a totx>logical space 

and Ox is a K-sheaf with values in A. 

[Note: If ~ is cocarnplete, the stalk of Ox at x E X is denoted by the symbol 

Ox .] ,x 
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TOP A is the category whose obj ects are the ~ spaces and whose morphisrns are 

the pairs 

-----> (Y, Oy) , 

where f:X -+ Y is a continuous function, f# :Oy -+ f*Ox is a morphism in Sh(Y,~), 

-lOP 
and f*Ox = Ox 0 (f ) • 

[Ibte: The ca:nr:osition 

of 

-----> (y,Oy) -----> (Z,OZ) 

has first canr:onent g 0 f and second comr:onent g* (f#) 0 g# ((g 0 f) * = g* 0 f*). 

And id(X,Ox) is the arrow 

-----------0> (X, Ox) .] 

N.B. Define a 2-functor F:TOP -+ 2-tAt by sending X to Sh(X,~) and f:X -+ Y 

to f*. One can then introduce groTOP F, the Grothendieck opconstruction on F. 

Thus its objects are the pairs (X, OX), where Ox is a K-sheaf with values in ~, and 

its morphisms are the pairs 

-----~> (Y, Oy) , 

where f:X -+ Y is a continuous function, #f:f*Ox -+ Oy is a morphism in Sh(Y,~), 
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-lOP 
and f*OX = Ox 0 (f ) • Here 

(g,#g)o(f,#f) = (g 0 f,#g 0 g*(#f» 

and 

Conclusion: ••• ? 

22.9 EXAMPLE Take A = RNG (cf. 11. 26) -- then TOP RNG is the category of 

ringed sp3.ces. 

If U is an open subset of X and if ~:u -+ X is the inclusion, then 

admits a left adjoint 

This is true without any additional assumptions on~. 'Ib proceed in general, 

however, we shall supfXJse that ~ is complete and cocomplete and :irrlp:)se on ~ the 

conditions set forth in §2l, thereby ensuring that 21.8 is in force, hence that 

has a left adjoint 

(cf. 19.12), 

so 

with arrows of adjunction 
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22.10 NCYI'ATION Let P~:'lOP~ -+ 'lOP be the fimctor that sends (x, Ox) to X and 

# (f,f ) to f. 

22.11 LEMMA PA is a fibration. 

PR(X)F Given (Y,Oy) and f:x -+ Y, the rrorphism 

is horizontal. 

22.12 EXAMPIE Take X = U, Y = X, f = ~ -- then iUOx = 0x1u and 

is horizontal. Here 

at an open subset V c X is computed by 

per U n V -+ V. 

Let 

be a rrorphism of ~ spaces -- then f#: Oy -+ f*Ox is a rrorphism in Sh (Y ,~), thus 

corresI,:Onds to a rrorphism f#:f*Oy -+ Ox in Sh(X,~) under the identification 
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[Note: The composite 

is f # • Observe too that 

is a norphisrn of ~ spaces: 

and the diagram 

------------------~> (y,Oy) (X, OX) 

(~,ff) 1 
(X,f*Oy) 

in TOP A comnutes.] 

--------> (y,Oy) 
(f,110 ) 

Y 

Consequently, at the level of stalks, \if x E X, there is a norphisrn 

(f#) : (f*Oy) ~ Ox x x ,x 

in A. 

22.13 LEMMA Fix x E x -- then the stalk functor at f (x) is the composition 

(i ) * 0 f*. 
x 



[Note: Technically, 

7. 

(i ) * x 
---> Sh({x},~) 

so "taking the stalk at x" is really (i ) * rrodulo the equivalence 
x 

Sh({x} ,~) -> A (cf. 22.3).J 

22.14 APPLICATION V x E X, 

In particular: 

o Y,f(x) 

Fix a one {X)int spa.ce * and consider X --> * -- then 

ev 
--> ~ of 22.3 to get a functor 

the global section functor: 

rF = FX. 

[Note: If 

-----> (Y,Oy) 

is a rrorphism of ~ spaces, then 
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= 0 (X) = fO X X 

is a rrorphism in ~.] 

22.15 LEMMA The global section functor f is the restriction to Sh(X,~) of 

lim: [Q (X) OP ,~] • 

22.16 RAPPEL The functor 

is a right adjoint for the constant diagram functor 

Display the data: 

K 

> 
A -

< 
lim 

Then a left adjoint for 

is 

[Q(X) OP ,~] 

a 
-K 

> 
Sh(X,~). 

< 
1 

K 

r = lim 0 lK 

/}, = a 0 K. 
-K 

22.17 EXAMPLE Let A be a corrmutative ring with unit. Consider the ringed 

space (Spec A,OA) -- then 
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[Note: Here 0A == 0spec A is the structure sheaf of Spec A.] 

22.18 REMARK Spec A = ~ iff A = {O} (a zero ring). Of course, {a} is a 

final object in RNG and 

O{O} Spec {a} = O{O} ~ = {a} 

in agreement with 22.2. 

22.19 LEMf"'IA The diagram 

1* 
-----> Sh(X,~) 

A ------> Sh(X,~) 

corrmutes up to isorrorphism: 

1* :::: !::. 0 eve 

PROOF For any 0* and for any OX' 
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§23. LOCALLY RINGEV SPACES 

Let g be a category. 

23.1 DEFINITION A subcategory D of C is said to be replete if for any object - -
X in Q and for any isorrorphism f:X -+ Y in g, roth Y and f are in Q. 

[Note: If Q is a full subcategory of g, then the tenn is _i_SOIID_· _rn-,",~_hi_·_sm_c_l_o_s_ed_. 

E.g. : Reflective subcategories are isorrorphism closed.] 

23.2 EXAMPLE Let ~-RNG be the subcategory of RNG whose objects are the local 

rings and whose norphisms are the local ham:::morphisms -- then ~-RNG is a replete 

(nonfull) subcategory of RNG. 

23.3 DEFINITION Let g,g' be categories -- then a functor F:~ -+ g' is said to 

be replete if it has the isorrorphism lifting property (cf. 1.23), Le., if V iso-

norphism l/!:FX -+ x' in g', :3 an isorrorphism ¢:X -+ Yin g such that F¢ = l/! (so FY=X'). 

[Note: One can thus say that a subcategory Q of g is replete provided the 

inclusion functor Q -+ g is replete.] 

23.4 EXAMPLE A fibration P:~ -+ ~ is replete (cf. 4.23). 

23.5 LEMMA Let F: (~,P) -+ (~' ,P') be a norphism in tAt/~, where P:~ -+~, 

p' :~' -+ ~ are fibrations -- then F is replete iff V B E Ob ;§, the functor FB:~ -+ 

E:8 is replete. 

23.6 REMARK The fiberwise condition on F anounts to the assertion that if 

l/! : FX -+ X' is a vertical isonorphism in ~', then there exists a vertical isorrorphism 

¢:X -+ Y in E such that F¢ = l/! (so FY = X'). 
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23.7 DEFINITION A ringed space (X, OX) is a locally ringed space if each stalk 

Ox is a local ring. ,x 

nbte: nx,x is the maximal ideal of 0x,x and K(x) = 0x,~nx,x is the residue 

field of Ox .] ,x 

23.8 REMARK Consider the pair (91, °91), where 09191 = {a} (a zero ring) (cf. 22.18) 

then there is no stalk and the local ring condition is vacuous, so (91, 091) is a 

locally ringed space. 

[tbte: Zero rings are not local rings.] 

Let (X,OX) , (Y,Oy) be locally ringed spaces. SupfX)se that 

(f,f#) 

is a rrorphism of ringed spaces -- then (f ,f#) is a rrorphism of locally ringed spaces 

if V x E X, the ring h.om:Jnorphism 

is local. 

23.9 NJI'ATION Let 

_lOC_-_TO __ lP RNG 

be the subcategory of 'IDP
RNG 

(cf. 22.9) whose objects are the locally ringed spaces 

and whose rrorphisms are the rrorphisms of locally ringed spaces. 

[tbte: 'Ib verify closure under carrq;x:>sition, recall that 

-----:> (Z,Oz) 
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has first component g 0 f and second component g* (f#) 0 g#. And here 

(g 0 f)* ~ f* 0 g* ( ... ) 

while 

i.e. , 

So, V x EX, the stalk h.omom::>rphism 

is the arrow 

which when explicated is the composition 

o Z,g 0 f(x) ------'> Oy, f (x) -----> Ox ,x 

of two local ho.rnorrorphisms, thus is a local horroJ:rorphism.] 

The functor 

P RNG: TOP RNG -> TOP (cf. 22.10) 

restricts to 

call it LOC-P RNG' 

23.10 LEMMALOC-P
RNG 

is a fibration. 
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PRCDF In the notation of the proof of 22.11, if (y,Oy) is a locally ringed 

space, then so is (X,f*Oy) (V x EX, (f*Oy)X = Oy,f(x». I'breaver, 

is a :rrorphisrn of locally ringed spaces: 

=> 

or still, 

(110) = idf*O . 
y # y 

In addition, it is horizontal when viewed from the perspective of TOP
RNG

• Consider 

now a setup 

• • • • > I 
Z-->X-->Y 

g f 
(h = fog) , 

where (h,h#) is a :rrorphism of locally ringed spaces -- then there is a unique filler 

in TOP RNG such that 

(f,110) 0 (g,g#) = (h,h*), 
y 

the claim being that (g ,g#) is a :rrorphism of locally ringed spaces. 'Ib begin with 
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On the other hand, 

And 

hence under this identification, 

corresponds to an element 

# - # which, in fact, is precisely g (since f* (h#f) 0 110 - h ). Accordingly, to 
y 

ascertain that V z E Z, (g#)z is local, it suffices to consider (h#f,#g)z: 

But 

Therefore 

And, V z E z, (h#) z is, by hypothesis, local. 
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N.B. The pair 

and the pair 

are obj ects of 

FIB (TOP) 

and the inclusion functor 

LOC-TOP RNG -+ TOP RNG 

is horizontal. 

[SUppose that 

is horizontal in LOC-TOPRNG • 'Ib see that it is horizontal in ~I introduce 

vvhich is horizontal in TOP RNG -- then there is a vertical isorrorphism 

and a corrmutative diagram 

-------> (y lay) 

------'> (Y lay) I 
(f,110 ) 

Y 



so 

7. 

(f,f#) = (f,~O ) 0 v 
y 

is horizontal (cf. 4.20 and 4.21).] 

23.11 LEMMA IOC-'IDP
RNG 

is a replete (nonfull) subcategory of ~. 

[This is an application of 23.5 (and 23.6). Thus let 

be a vertical isorrorphism in 'IDPRN'G' where (X, OX) is in IOC-'IOPRNG -- then (X,Ox) 

is necessarily a locally ringed space and (i~, (i~) #) is a IIDrphism of locally 

ringed spaces.] 

[N:>te: It follows that the inclusion functor 

IOC-'IDP RNG -+ 'IDP RNG 

reflects isomorphisms.] 

23.12 REMARK SUPIX>se that (y,Oy) is a locally ringed space. Let f:X -+ Y be 

a continuous function and let 

be a horizontal IIDrphism in 'IDP
RNG 

-- then (X, OX) is a locally ringed space and 

(f,f*) is a IIDrphism of locally ringed spaces. 

[First choose a horizontal IIDrphism 

in IOC-'IDP -- then (f,i*) is a horizontal IIDrphism in 'IDPRNG , so there is a =.:...=--..::.--,RNG 



vertical isarrorphism 

and a corrmutative diagram 

8. 

-------:> (y,Oy) 

-------> (Y, Oy) • 

(f, f*) 

Since L<Y:-TOP.~4G is a replete subcategory of IDPRNG, both (X, OX) and v are in 

lDC-IDP RNG • Finally, 

(f,f#) 0 v = (i,i#) 

=> (f,f#) = (f,i#) -1 
o v 

hence (f,f#) is a rrorphism of locally ringed spaces (and, as such, is horizontal).J 

23.13 DEFINITION An affine scheme is a locally ringed space which is isarrorphic 

as a locally ringed space to (Spec A,OA) (OA == 0spec A) for some A E Ob RNG (cf. 22.17). 

[Note: A ringed space which is isarrorphic as a ringed space to a (Spec A,OA) 

is automatically a locally ringed space and the isarrorphism is one of locally ringed 

spaces. ] 

23.14 NOI'ATION AFF-SOI is the full subcategory of IJJC-IDP
RNG 

whose objects 

are the affine schemes. 

23.15 REMARK The category AFF-SOI has finite products and pullbacks, hence is 



9. 

finitely complete. 

23.16 THEOREM The functor 

(Spec, 0) :RNGOP 
-+ AFF-SCH 

that sends A to (Spec A,OA) is an equivalence of categories. 

N.B. We shall also view (Spec, 0) as a fully faithful functor 

Let 

OP 
RNG -+ IOC-'IOP RNG. 

OP r: LOC-IDP RNG -+ RNG 

be the functor defined on objects (X, Ox) by 

and on m::>rphisms 

by 

23.17 THEOREM The functor r is a left adjoint for the functor (Spec,O): 

23.18 APPLICATION (Spec Z,OZ) is a final object in LOC-IDPRNG • 
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[Indeed, 

is 

Mbr(Z,f(X,OX)) in RNG.] 

23.19 DEFINITION A scheme is a locally ringed space with the property that 

fNery point has an open neighborhood which is an affine scheme. 

23.20 NarATION SCH is the full subcategory of IOC-IDP RNG whose objects are 

the schemes (cf. 0.6). 

[Note: AFF-SCH is a full subcategory of SCH.] 

23.21 REMARK The category seH has finite products and pullbacks, hence is 

finitely camplete. 

[Note: SCH does not have arbitrary products, hence is not camplete. Consider, 

00 

for example 1T P~.] 
1 

N.B. If A is a zero ring, then Spec A is an initial object in SCH whereas 

Spec Z is a final obj ect in SCH. 

When dealing with schemes, one sometimes says "let X be a scheme" rather than 

"let (X, OX) be a scheme." 

23.22 DEFINITION Let X be a scheme -- then an open subset U c X is an affine 

open subset of X if U is an affine scheme. 

23.23 LEMMA The affine open subsets of a scheme X constitute a basis for the 
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tofOlogy on X. 

[Note: Therefore every open subset of X is a scheme.] 

23.24 m~ The intersection of two affine open subsets of X is open but it 

need not be affine open. 

[Note: Let X be a scheme. 

• X is semi-separated if for each pair u, V c X of affine opens the inter-

section U n V is affine open. 

• X is quasi -separated if for each pair u, V c X of affine opens the inter-

section U n V is a finite union of affine opens. 

One has 

separated => semi-separated => quasi-separated. 

Every affine schane is separated.] 

23.25 LEMMA The underlying tOfOlogy on a scheme X is locally quasi-compact. 

[Recall that V A E Ob RNG, Spec A is quasi -compact (but rarely Hausdorff or 

even T
l
). On the other hand, an open subset of Spec A is not necessarily quasi-

compact (although this will be the case if, e.g., A is noetherian) .J 

23.26 DEFINITION Let I be a set. 

• Given i E I, let Xi be a scheme. 

• Given i,j E I, let U .. c X. be an open subset and let lJ 1 

cp .. :u .. +U .. 
lJ lJ Jl 

be an iscmJrphism of schanes (take U .. = X. and cp •• = i~_ ). 
. 11 1. 11 -X. 

1 
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• Given i, j ,k E I, assume that 

cp. . (U.. n Uik) = u.. n U
J
' k 

1J 1J J1 

and that the diagram 

cp .. 
1J 

---> u .. n U'k ---J1 J 

corrmutes. 

Then the collection 

(I, (X.:i E I) , (U .. :i,j E I) , (CP •• :i,j E I» 
1 1J 1J 

is called glueing data. 

23.27 THEOREM Given glueing data, there exists a scheme X, open subschemes 

u. c X, with X = U U., and isorrorphisms cp.:X. -+- U. of schemes such that 
1 iEI 1 1 1 1 

and 

(1) cpo (U .. ) = U. n U. 
1. 1J 1 J 

(2) cp .. = cp-:-llu. n U. 0 cp.lu ..• 
1.J J 1 J 1 1J 

23.28 EXAMPLE Take U .. = ~ for all i,j -- then X = 11 X .• 
1J . 1 

1 

[Note: If ~, .•• ,lb are nonzero ccmnutative rings with unit, then 

n 
Spec A. ;::: Spec ( IT A.) 

1 1 

i = 1 
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but for an infinite index set I, 11 Spec Ai is not an affine scheme (it is not 

quasi -compact) .] 
i 

23.29 LEMMA Let S be a scheme and let X. (i E I), Y. (j E J) be objects of 
1 J 

SCH/S -- then 

( II X.) Xs ( I I Y.) z II (X. Xs Y.) • 
-1 -J - 1 J 
i j i,j 
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§24. MODULES 

Let (X, OX) be a ringed space. 

24.1 DEFINITION An 0x-module is a sheaf F of abelian groups on X such that 

v open subset U c X, the abelian group F(U) is a left OX (U) -module and for each 

inclusion V c U of open sets there is a commutative diagram 

0x(U) x F(U) ----> F(u) 

1 1 
Ox (V) x F(V) -----'> F (V) • 

24.2 NarATION Ox-MOD is the category whose obj ects are the Ox-nodules. 

[Note: A rrorphism F + G of Ox-nodules is a rrorphism :: of sheaves of abelian 

groups such that V open subset U c X, the arrow ::U: F (U) + G (U) is a horrorrorphism of 

left 0x(U)-nodules. Denote the set of such by 

HomO (F,G). 
x 

Then this set is an abelian group which, rroreover, is a left rox -module: Given 

s E rox and ::: F + G, define s:: by the prescription 

So, e.g., as left rOx-modules, 

24.3 REMARK There is a standard list of operations that I shall not stop to 
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rehearse (kernel, cokernel, inage, coinage, ... ). 

24.4 EXAMPLE Let Z be the sheaf associated with the constant presheaf U -+ Z --

then a Z-m:x1ule is simply a sheaf of abelian groups on x. 

24.5 THEOREM Ox -M)D is an abelian category. 

24.6 THEOREM Ox -MJD has enough injectives. 

24.7 THEOREM 0X-M)D is complete and cocamplete. 

[Any abelian category has equalizers and coequalizers. 

• Given a set I and for each i E I, an Ox-nodule F i' the product 

TT F. 
iEI 1 

is the sheaf that assigns to each open subset U c X; the product 

1T F. (U) 
iEI 1 

of left 0x(U)-modules. It is also the categorical product. 

• Given a set I and for each i E I, an Ox-module F i' the direct sum 

ED F. 
iEI 1 

is the sheaf associated with the presheaf that assigns to each open subset U c X, 

the direct sum 

ED F. (U) 
iEI 1 

of left Ox (U) -nodules. It is also the categ€>ric:::al coproduct.] 

24.8 DEFINITION Given Ox-nodules F and G, their tensor product 
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F ~O G 
X 

is the 0x-rrodule which is the sheaf associated with the presheaf that assigns to 

each open subset U c X, the tensor product 

of left 0x(U}-rrodules. 

24.9 DEFINITION Given Ox-modules F and G, their internal hom 

HomO (F, G) 
X 

is the Ox-module which is the sheaf that assigns to each open subset U c X, the 

left 0x(U}-module 

24.10 L'Ef:l®tlA Let F,G,H be Ox-modules -- then 

HomO (F ~ ° G,H) z HomO (F,HomO (G,H}). 
X X X X 

[Note: As left rox -modules, 

HomO (F ~ ° G,H) ~ HomO (F,HomO (G,H}).] 
X X X X 

24.11 DEFINITION Sup}?Jse that 

------> (Y, Oy) 

is a m::>rphism of ringed spaces. 

• Let F be an Ox-module. Fonn f*F (an object of Sh (Y ,AB)} -- then f*F 



thus 

4. 

• Let G be an Oy--rrodule. Fonn f*G (an object of Sh(X,AB» -- then f*G 

Ox ~ f*O f*G 
y 

is an 0x--rrodule, call it extf G. 

24.12 EXAMPLE Take G = Oy -- then 

24.13 LEMMA The functor 

is a left adjoint for the functor 

24.14 ~~ Let 

------:> (Z,OZ) 

be rrorphisms of ringed spaces -- then the functors resg 0 resf and resg 0 f are 

equal while the functors extf 0 extg and ext g 0 f are naturally isorrorphic. 

24.15 NOI'ATION O-IDD is the category whose objects are the triples (x,Ox,F), 
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vvhere (X, Ox) is a ringed space and F is an 0x-module, and whose norphisms are 

the triples 

(f,f#,~) : (x, Ox' F) + (y,Oy,G) , 

where f:X + Y is a continuous function, f# :Oy + f*Ox is a norphism in Sh(Y,RNG), 

~ : G + f * F is a norphism in Sh (Y ,AB) such that V open subset U c X, the diagram 

>GT 
____ > F(f-1U) 

corrmutes. 

24.16 LEMMA The projection 

is a fibration 

P M)D: O-lVOD + TOP RNG· 

PROOF Given (y,Oy,G) and 

the composition 

is horizontal. 
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[Note: Pecall that 

is a norphism of ringed spaces and there are arrows 

of adjlli1ction.] 

24.17 REMARK The conmutative diagram 

O-IDD 

PRt;G 0 PMJD 1 
'IDP 

is thus an instance of 6.2. 

Pl'DD 
--------> 'IDP

RNG 

l~= 
'IDP 
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§25. QUASI -COHERENT MODULES 

Let (X, OX) be a ringed space. 

25.1 NaI'ATION Given a set I and an 0x-m::Xiule F, write F(I) for the direct sum 

ED F. 
iEI 1 

(\I i, F. = F). 
1 

25.2 DEFINITION An Ox -IIDdule F is said to be quasi -coherent if \I x E X, there 

exists an open neighborhood U of x, sets I and J (depending on x), and an exact 

sequence 

of Ox I U-m::Xiules. 

25.3 NaI'ATION QCO (X) is the full subcategory of 0x-MJD whose objects are the 

quasi-coherent 0x-m::Xiules. 

25.4 REMARK In general, QCO(X) is not an abelian category. 

25.5 ID.!JMA Let F ,G be quasi-coherent 0X-m::Xiules -- then F ED G is quasi- coherent. 

[Note: An infinite direct sum of quasi-coherent 0x-IIDdules need not be quasi­

coherent.] 

25.6 I.EMl\1A Let F ,G be quasi-coherent 0x-IIDdules -- then F ~O G is quasi­
X 

coherent. 

[Note: On the other hand, HomO (F,G) need not be quasi-coherent.] 
X 



2. 

N.B. QCO(X) is a symmetric IIDnoidal category under the tensor product (the 

unit is Ox). 

25.7 DEFINITION An 0x-m::xlule F is said to be locally free if V x E X, there 

exists an open neighborhood U of x and a set I (depending on x) such that Flu is 

isorrorphic to (OxlU) (I) as an 0xlu-IOCld.ule. 

25.8 LEMMA A locally free 0x-m::xlule F is necessarily quasi-coherent. 

25.9 LEMMA SUppose that 

is a IIDrphism of ringed spaces. 

• Let F be a quasi-coherent 0x-IOCld.ule -- then resf F is not necessarily 

a quasi-coherent 0y-m::xlule. 

• Let G be a quasi-coherent 0y-IOCld.ule -- then extf G is necessarily a 

quasi-coherent 0x-IOCld.ule. 

25.10 CONSTRUcrION Let (X, Ox) be a ringed space. Suppose that A E Ob RNG 

and <I>:A -+ rox ( = Ox (X» is a ring honorrorphism. Let M be a left A-m::xlule. Consider 

the canonical arrow 

where 0** = A (TI# = <1» - then ext
TI 

M is quasi-coherent. In addition, the assignment 

M-+ext M 
TI 
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defines a functor 

A .... MOD + OCO (X) - -
and given any 0x-m::xiule F, 

where the left A-nodule structure on rF comes from the left fOx-m::xiule structure 

via cpo 

25.11 REHARK One can take A = rox' cp = id, in which case it is customary to 

write F M in place of ex\r 11. 

Given A E Ob RNG, we shall now recall the connection between A-M:)D and 

QCO(Spec A). So in 25.10, take (X, Ox) = (Spec A,OA) (hence fOA :::: A) -- then for 

every left A-nodule M, the sheaf M is canonically isorrorphic to F M (and this iso-

-
morphism is functorial in M). Therefore the M are quasi-coherent and given any 

-
Ham

O 
(M,F) :::: H~(M,fF). 

A 

25.12 I..ErvlMA For all left A-m::xiules M and N, 

[Bear in mind that 

Ham
o 

(M,N) :::: H~ (M,N) • 
A 

fM:::: M 

-
fN :::: N.] 
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25.13 LEMMA For every quasi-coherent 0A-m::xlu1e F, 

(rF) :::: F. 

25.14 THEOREM The functor 

~:A-IDD -+ QCO(Spec A) 

that sends M to :M is an equivalence of categories. 

[In fact, ~ is fully faithful (cf. 25.12) and has a representative image 

(cf. 25.13).J 

25.15 EXAMPLE The category of abelian groups is equivalent to QCO(Spec ~). 

25.16 LEMMA Let A,B E Ob RNG, supfDse that 

is a morphism of affine schemes, and let p:A -+ B be the associated ring ha.rromJr-

phism. 

• For every left B-m::xlu1e N, 

functoria11y in N. 

• For every left A-rocx:1ule M, 

functoria11y in M. 

25.17 REMARK There is a functor 

OP 
(Spec,O,~) :~(AB) -;> O-MOD 
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which sends an object (A,li) to 

and which sends a norphism (f,C/»: (A,M) -+ (B,N) to 

~ ~ ~ 

(Spec f,Of'C/»: (Spec B,OB,N) -:;:. (Spec A,OA,M). 

[Note: On a principal open set D(a) (a E A), M(D(a» = M and 
a 

~ ~ 

«Spec f) *N) (D (a» = N (D (f (a») = Nf (a) . 

Furthernore, there are arrows of localization 

and a corrmutative diagram 

A->A a 

B -> Bf(a) , 

M->M a 

N -> Nf(a) 

(A,M) ---~> (A ,1'1 ) a a 

1 1 
(B,N) ----.:> (Bf (a) ,Nf (a» .] 

It renains to consider the pairs (X,Ox), where X is a scheme. 

[Note: It has been shown by Rosenbergt that (X, OX) can be reconstructed up 

to isorrorphism from QCO (X) .] 

25.18 LEMMA Let F be an Ox-nodule -- then F is quasi-coherent iff for every 

t LectUAe Note!.> ).)1 PUAe a.nd AppUed Mathematic/') 197 (1998), 257-274. 



6. 

affine open U c X (U ;:::: Spec A), the restriction FlU is of t.1re form M for some M 

in A-MJD. 

N.B. If F is a quasi-coherent 0x-m:xlule, then for all affine open U, V with 

V c U, the canonical arrow 

Ox (V) ~O (U) F(U) + F(V) 
X 

is an iSCl.£l'K)rphism of OX (V) -'!IDdules. 

25.19 LEMMA SUPFOse that 

is a norphism of schemes. Let G be a quasi-coherent 0y-m:xlule -- then ext
f 

G is 

a quasi-coherent 0x-m:xlule (cf. 25.9). 

25.20 REMARK The notation used in 7.3 is suggestive but misleading: Replace 

f* by extf •••• 

25.21 ~~ SUPFOse that 

is a norphism of schemes, where f is quasi-canpact and quasi-separated. Let F be 

a quasi-coherent 0x-m:xlule -- then resf F is a quasi-coherent 0y-m:xlule (cf. 25.9). 

25.22 REMARK If U is an open subset of a scheme X, then in general, res. 0x1u 
~ 

is not quasi-coherent. 

25.23 THEOREM QCO eX) is an abelian category. 
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25.24 RAPPEL A Grothendieck category is a cocamplete abelian category in 

which filtered colimits corrmute with finite limits or, equivalently, in which 

filtered colimits of exact sequences are exact. 

N.B. In a Grothendieck category, every filtered colimit of m:morrorphisms is 

a nonorrorphism, coproducts of nonorrorphisms are nonorrorphisms, and 

t: II x. + IT x. 
- 1 1 
i i 

is a nonorrorphism. 

25.25 EXAMPLE Let A be a conrnutative ring with unit -- then A-MOD is Grothen­

dieck. 

[Note: In r:articular, AB is Grothendieck but its full subcategory whose objects 

are the finitely generated abelian groups is not Grothendieck.] 

25.26 THEO~1 QCO(X} is a Grothendieck category. 

25.27 DEFINITION Given a locally small category g, an object U in g is said to 

be a ser:arator for g if the functor ~br(U,-) :g + SEI' is faithful, i.e., if for 

every r:air f, g: X + Y of distinct morphisms, there exists a norphism G: U + X such 

that fOG ~ gOG. 

25.28 EXAMPLE Let A be a conmutative ring with unit -- then A, viewed as a 

left A-nodule, is a separator for A~D. 

25.29 THEOREM QCO(X} admits a separator. 

N.B. Every Grothendieck category with a separator is complete and has enough 

injectives. 
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25.30 REMARK It can be shown that QCO(X) is a coreflective subcategory of 

0X-IDD, i.e., the inclusion functor 

has a right adjoint. 

Fix a regular cardinal K. 

25.31 DEFINITION ret g be a locally small cocamplete category -- then an 

object X E Ob g is K-definite if M::>r (X,-) preserves K-filtered colimits. 

25.32 EXAMPLE In 'IDP, no nondiscrete X is K-definite. 

25.33 DEFINITION ret g be a locally small cocanplete category -- then g is 

K-presentable if up to isorrorphism, there exists a set of K-definite objects and 

every object in ~ is a K-filtered colirnit of K-definite objects. 

25.34 EXAMPLE SET and CAT are ~o-presentable but 'IDP is not K-presentable 

for any K. 

25.35 DEFINITION ret g be a locally small cocanplete category -- then g is 

presentable if C is K-presentable for some K. 

[Note: Every presentable category is cocomplete (by definition) and canplete, 

wellJ;x:>wered and cowellpowered.] 

25.36 THEOREM (Beket ) SUpJ;x:>se that g is a Grothendieck category with a 

t Math. P~oc. Camb. Phil. Soc. 129 (2000),447-475. 
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separator -- then g is presentable. 

25.37 APPLICATION QOO(X) is presentable. 
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§26. LOCAL TRIVIALITY 

Let g be a category. 

26.1 DEFINITION A subcategory of trivial objects is a replete subcategory 

of c. 

26.2 EXAMPLE If C has initial objects, then the associated full subcategory is 

isooorphism closed, hence is a subcategory of trivial objects. 

26.3 EXAMPLE If g has final obj ects, then the asociated full subcategory is 

isorrorphism closed, hence is a subcategory of trivial objects. 

Let ~ be a category, F:~ + g a functor. 

26.4 DEFINITION The replete full image of F is the isomorphism closed full 

subcategory of g whose objects are those objects 'Which are isomorphic to some FA 

(A E Ob ~). 

26.5 EXAMPLE Take ~ = SET, g = GR, F:~ + g the left adjoint to the forgetful 

functor - then the replete full image of F is the category of free groups. 

OP 26.6 EXAMPLE Take ~ = RNG , g = LOC-TOPRNG , F:A + C the functor that sends 

A to (Spec A,OA) -- then the replete full image of F is the category of affine schemes. 

Let ~ c g be a subcategory of trivial objects. 

26.7 DEFINITION Let C be a covering of an object X in g -- then X is locally 

trivial (w.r.t. !) if the dcmain of each g E C is in !. 
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26.8 DEFINITION Let K be a covering function on ~ -- then an object X in ~ 

is locally trivial (w.r.t. ~) if it is locally trivial (w.r.t. ~) for some 

C E KX. 

N.B. 'lb ensure that 

"trivial" => "locally trivial", 

it suffices to assume that V T E Ob~, {i~:T + T} E KT. 

26.9 REMARK 8upp:>se that V X E Ob ~, KX = {i~:x + X} -- then for any ~, 

the locally trivial objects are the trivial objects. 

26.10 EXAMPLE Take C = 8m'. 

• Let ~ be the subcategory whose only object is the empty set ~ and whose 

only rrorphism is id~:.0 +.0. Define a covering function K by setting KX = {.0 + X} --

then all objects are locally trivial. 

• Let ~ be the subcategory whose objects are the singletons. Define a 

covering function K by setting K.0 = id.0 and 

KX = {{x} + X:x E X} (X ~ ~). 

Then all objects are locally trivial. 

26.11 EXAMPLE Take ~ = 'lOP, let K be the open subset coverage (cf. 11.20), 

and take for ~ the euclidean spaces, i. e., the top:>logical spaces which are hameo­

rrorphic to some open subset of sane Rn -- then the locally trivial objects are the 

top:>logical manifolds. 

[Note: 'lb say that X is a top:>logical manifold means that X admits a covering 
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n. 
by open sets u. c X, where V i, u. is haneorrorphic to an open subset of R 1 (n. 
111 

depends on i).] 

26.12 EXAMPLE Take ~ = IDe-TOP RNG' let K be the open subset coverage, and 

take for T the affine schanes -- then the locally trivial objects are the schemes 

(cf. 23.19). 

[Note: An open subset U of a locally ringed space (X, OX) can be viewed as 

a locally ringed space (let 0u = Ox I u), thus it makes sense to consider the open 

subset coverage.] 

26.13 EXAMPLE Take g = ~, let K be the open subset coverage, and take 

:;r = IDe-TOP
RNG 

(which is replete (cf. 23.11)) -- then here, all locally trivial 

objects are trivial. 

[Note: If U c x is open, then the stalk of 0u at an x E U is 0x,x.] 

Consider a one point ringed space ({x},O{x}) -- then O{x}.0 = {a} (a zero ring), 

° {x} {x} = A (a ring). Abbreviate this setup to ({x} ,A) -- then a nnrphism 

(f,f#) 
({x} ,A) -----> ({y},B) 

of ringed spaces is simply a h.a.rrorrorphism f#:B -+ A. 

26.14 EXAMPLE Let :;r be the replete subcategory of TOP
RNG 

whose objects are 

the pairs ({x},A), where A is a local ring, and whose rrorphisms are the rrorphisms 

({x} ,A) ----> ({y},B) 

of ringed spaces such that the :mom:morphism f#:B -+ A is a local horrorrorphism. 



4. 

Define a covering fW1ction K on ~ by setting K (~,O~) = id(~,O~) and 

Then the locally trivial objects are the locally ringed spaces. 

Let P:E + B be a fibration. SUp};X)se that :!: c :g; is a subcategory of trivial 

objects and let K be a covering fW1Ction on ~. 

26.15 DEFINITION An object X E Ob :g; is locally trivial (w.r.t. :!:) if it is 

locally trivial (w.r.t. :!:) for same C E (P-1K)x. 

[Note: This reduces to 26. 8 if :g; = ~, P = id.] 

Let P:E + B be a fibration. SUp};X)se that ~ has a final object *B and that 

~* ;z! O. Let C be a subcategory of :g;*. Denote by :!:C the full subcategory of :g; 
B B 

whose objects are the X for which there exists an object C E Ob g and a horizontal 

arrow X + C. 

26.16 LEMMA :!:C is a replete subcategory of :g;. 

26.17 REMARK There is an analogous state.rrent involving opfibrations with trivial 

objects determined by a subcategory of the fiber over an initial object. 

26.18 EXAMPLE Consider the fibration PA:TOPA + TOP of 22.11. Place on TOP 

the open subset coverage K and take for £ the fiber over a singleton *, thus the 

objects of :!:C are the ~-spaces (X, OX) which are the domain of a horizontal arrow 
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• The trivial objects are the (X, OX) such that Ox ::::: ! *0* ( z !:J. 0 ev 0* 

(cf. 22.19)). 

[The point is that for any X, the arrow 

is horizontal (cf. 22.11).J 

Observe next that if u is an open subset of X, then 

and If OX' the arrow 

is horizontal (cf. 22.12). So,ifX= U U.,then 
iEI 1 

• The locally trivial objects are the (X, OX) such that X admits an open 

covering {U.:i E I} with the following property: If i, 
1 

[Note: ! ~ is calculated per U., hence 
1 1 

! ~:Sh(*,A) -+ Sh(U. ,A) 
1- - -1-

and (0*) i is an object in Sh(*,~) that depends on LJ 

26.19 EXAMPLE Consider the fibration Ob:CAT -+ SET of 5.1. Place on SET the 

"inclusion of elements" coverage K (cf. 26.10) and take for g the singleton {~) in 

the fiber over *, thus the obj ects of !c are the small categories g such that 
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C --> 1 is horizontal. 

• The trivial objects ~ 0 are the small categories g such that V X,Y E Ob g, 

#M::>r (X, Y) = 1. 

[Assume first that g is trivial and pass to the arrow Ob g -+ *. Procee:Iing 
~ ~ 

as in 5.1, construct a category g and a horizontal g -+ ! such that Ob ! is 

~ t 
Ob C --> * -- then V X, Y E Ob g, #IJbr (X, Y) = 1. But since C --> 1 is horizontal, 

there is a vertical isonorphism v:C -+ C and a carrmutative diagram 

-C-----> 1 

C ----->! ' 

so V X, Y E Ob g, #Ibr (X,Y) = 1, which settles the necessity. Turning to the 

sufficiency, consider a setup 

IC 
-0 

w 

>C--->ll 

Ob w 

I Ob C -----.:> Ob C 
-0 

x 
---> * 

the claim being that there exists a unique functor v:go -+ C such that Ob v = x 

and ! 0 v = w. This, however, is obvious: Define v on an obj ect Xo by VXO = xXo 

! 
N.B. The arrow 0 --> 1 is horizontal. Therefore 0 is trivial. 

[In the foregoing, let g = Q - then Ob g = 10, hence Ob go = 10 and x = idW 
And this means that go = Q, so v = idO'] 
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By definition, if C ;.! Q, then 

KOb C = {{X} -----> Ob g:X E Ob gL 

Choose a horizontal ~:~ -+ g such that Ob ~ = ~, thus Ob ~ = {X}. And 

• The locally trivial objects ;.! Q are the small categories g such that 

v X E Ob g, Mbr(X,X) = {i~}. 

[Construct ~ as in 5.1, thus V X E Ob g, 

Mbr~ (X,X) = {X} x !1Jr(X,X) x {X}, 

implying thereby that 

#Mbr~ (X,X) = 1 <=> #MDr(X,X) = 1.] 

E.g.: Every set viewed as a discrete category is locally trivial. 

26.20 EXAMPLE Viewing R as a topological ring, given a topological space B, let 

e = (B x R -+ B). 
B 

Then eB is an internal ring in TOP/B. This said, denote by ~ the category whose 

objects are the internal eB~ules. 

(*) Take B = * -- then ~ is the category of real topological vector spaces. 

Define a pseudo functor F:TOp
OP 

-+ 2-ti\~ by sending B to ~ and S:B -+ B' to 

FS:~, -+ ~ ("pullbackll). Use nOil the notation of 7.7 and form groTOpF, the objects 

of which are the pairs (B,M), where B E Ob TOP and M E Ob FB, and whose norphisms 
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are the arrows (S,f): (E,M) + (B' ,M'), where 13 E !-Dr (B,B') and f E M:>r (M, (FS)M') . 

Consider the fibration 8F:groTOpF + TOP of 7.9. Place on TOP the open subset 

coverage K and take for g the subcategory of the fiber over * whose objects are 

the R
n

, thus the objects of ~ are the pairs (B,M) which are the domain of a 

horizontal arrow (B,M) + (*,Rn ) over !:B + * for some Rn. 

• The trivial objects are the (B,M) such that M :::: B x Rn. 

[The roint is that for any B, the rrorphism 

(! , id ) : (B, (F!) Rn) + ( * , Rn) 
(F!) Rn 

is horizontal (cf. 7.12) and (F!)Rn :::: B x Rn .] 

Observe next that if U is an open subset of B, then F~:~ +~. Agreeing 

to write M I U in place of (F~) M, the arrow 

is horizontal (cf. 7.12). So if B = U U., then 
iEI 1 

• The locally trivial objects are the (B,M) such that B admits an open 

covering {U.:i E I} with the following property: If i, 
1 

n. 
MIU. ::::l u. x R 1. 

1 1 

[Note: Here ni depends on i and the iSOIIDrphism is computed in ~ .• ] 
1 

26.21 RAPPEL The triple <AB,~,Z> is a synmetric nonoidal category and the 
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carnmutative nonoids therein are the commutative rings with unit. 

26.22 NCYI'ATION Given A E Ob RNG, let A-MOD be the category of left A-m:xlules. 

Let A,B be conmutative rings with unit and supfOse that f:A -+ B is a ring 

honom::>rphism -- then there is a functor 

B-MOD -------'> A...;.M)D (restriction of scalars) 

and a functor 

extf 
A-IDD ----> B-M)D (extension of scalars). 

26.23 LEMMA The functor extf is a left adjoint for the functor resf • 

26.24 NOI'ATION IDD(AB) is the category whose objects are the pairs (A,M), 

where A is a commutative ring with unit and M is a left A-nodule, and whose 

norphisms are the arrows (f,cp): (A,M) -+ (B,N), where f:A -+ B is a ring horronor-

phism and cp:M -+ N is a nnrphism in AB such that the diagram 

A~M ------'> B ~ N 

1 1 
M ----------> N 

conmutes, the vertical arrows being the actions of A and B on M and N. 

26.25 REMARK There is a 2-functor 

that sends A to A-:MOD and f:R -+ S to resf:B-IDD -+ A-IDD. Its Grothendieck 
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construction gr0RNC! can be identified with ~'[)D(AB) • 

[tbte: There is a pseudo functor 

F:RNG + 2-(At 

that sends A to A-IDD and f:A + B to extf:A-IDD + B-MOD.] 

26.26 LEMMA The projection (A,M) + A defines a fibration 

PROOF Given (B,N) and f:A + B, the rrorphism 

(A,resfN) + (B,N) 

is horizontal. 

26.27 LEMMA The projection (R,M) + R defines an opfibration 

PROOF Given (A,M) and f:A + B, the rrorphism 

(A,M) + (B,B ~A M) 

is ophorizontal. 

26.28 REMARK Therefore P
AB 

is a bifibration (cf. 5.15). 

26.29 EXAMPLE Consider the opfibration PAB:MOD(AB) + RNG of 26.27. Place on 

RNG the Za.riski coverage K (cf. 11.16) and bearing in mind 26.17, take for g the 

subcategory of the fiber over Z whose objects are the zll, thus the objects of ~C 

n 
are the pairs (A,M) which are the codomain of an ophorizontal arrow (Z,Z ) + (A,f1) 

over !:Z + A for some Zn. 
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• The trivial objects are the (A,M) such that M is a free left A-nodule 

of finite rank. 

• The locally trivial objects are the (A,M) such that M is a finitely 

generated projective left A-nodule. 

APPENDLX 

Fix a topological group G and consider the fibration G-BUN (TOP) -+ TOP of 

5.3 -- then its fiber G-~UN (TOP) * over * is (isorrorphic to) MJDG, the category 

of right G-nodules over the monoid G in TOP. Take for g the singleton subcategory 

{G -+ *}, thus the obj ects of !c are the X -+ B which are isomorphic to a product 

X x G -+ B. 

• Place on TOP the open subset coverage -- then the locally trivial objects 

over B are those objects X -+ B in ~,G for which there exists an open covering 

{U.:i E I} of B such that V i, xiU. ~ u. x G in PR.J:N_ GO 
1 1 1 ~., 

1 

• Place on TOP the open map coverage (cf. 11.19) -- then the locally 

trivial objects over B are the objects X -+ B of ~,G. 
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STACKS 

Let !? be a category equipped with a Grothendieck coverage K such that 

ST-l: NarATION Given {g. :B. -+ B} E KBf put 
1 1 

B .. = B. x B. 
1J 1 B J 

and def ine 'IT~. f 'IT~. per the pullback square 
1J 1J 

1 
'IT •• 
1J 

B .. > B. 1J 1 

rr
2

·1 1J 19i 
B. > B 

J g. 
J 

ST-2: NarATION Given {g. :B. -+ B} E KBf put 
1 1 

23 

B. 'k 
'ITijk 

B. 'k 1J > Bjk 1J 

12 1 1rr~k 13

1 
'ITijk 'IT

ijk 

B .. > B. Bik 1J 2 J 
'IT •• 
1J 
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OP Let F:~ + 2-tA~ be a pseudo functor (cf. §3). 

ST-3: DEFINITION A set of descent data on {g.: B. + B} E KB is a collection 
1 1 

of objects X. E FB. and a collection of isorrorphisms 
1 1 

2 1 cpo .:F('IT .. )X. + F('IT .. )X. 
1J 1J J 1J 1 

in FB. . which satisfy the cocycle condition 
1J 

13 12 23 
F ('IT .. k) CPik = F ('IT. . k) cp.. 0 F ('IT. . k) cP • k 1J 1J 1J 1J J 

in FB. 'k m:xlulo the "coherency" implicit in F. 
1J 

[Spelled out, the demand is that the composition 

is the same as the composition 



-1 X, 
Y 13 1 1 

'IT, 'k,'ITik 1J 

3. 

2 12 )X F('IT
ij 

0 'IT
ijk 

j 

2 12 ) 0 F ( 'IT, ,) Xj F('IT, 'k 1J > 1J 

1 12 ) 0 F ( 'IT, ,) Xi F ('IT , 'k 1J > 1J 

1 12 )X 
F ('IT" 0 'IT iJ' k i > 1J 

13 ) 1 0 'IT, 'k Xi F('ITik 1J 



ST-4: DEFINITION If 

({X. }, {ej} .. }) 
1 1J 

( {X! }, {ej}! . } ) 
1· 1J 

are sets of descent data on {gi :Bi -+ B} E K
B

, then a rrorphism 

({X.},{ej) .. }) -+ ({X!},{ej)! .}) 
1 1J 1 1J 

is a collection of arrows l;.:X. -+ X! in FB. such that the diagram 
111 1 

ej} .. 
2 1J 1 

F(rr .. )X. -----> F(rr .. )X. 
1J J 1J 1 

F(rr~,)l;'l IF(rr~,)l;, 1J J 1J 1 

corrmutes in FB ..• 
1J 

F(rr~.)X! -------'> F(rr~.)X! 
1J J 1J 1 

ej}! • 
1) 

ST-5: NaI'ATION Given {g. :B. -+ B} E K
B

, there is a category 
1 1 

F({g. :B. -+ B}) 
1 1 

whose objects are the sets of descent data and whose morphisms are as a.l::ove. 

ST-6: LEMMA The assignment 

that sends X E FB to 

FB -+ F({g. :B. -+ B}) 
1 1 



where 

is a functor. 

¢ .. 
1J 

5. 

ST-7: DEFINITION Suppose given ~ and K -- then a pseudo functor F:~OP -+ 2-tAt 

is said to be a stack if for all B E Ob B and all {g.: B. -+ B} E K
B

, the functor 
- 1 1 

FE -> F({g. :B. -+ B}) 
1 1 

is an equivalence of categories. 

ST-8: RErJIARK Consider the setup of 18.12 -- then F:COP 
-+ SEl' is a sheaf iff 

it is a stack. 

[Note: As usual, SET is vieved as a sub-2-category of 2-tAt whose only 2-cells 

are identities.] 

ST-9: EXAMPLE The pseudo functor 

that sends X to 'IDP Ix is a stack :in the open subset coverage. 

ST-lO: EXAMPLE The pseudo functor 

that sends X to QCO (X) is a stack in the fpg:c coverage (hence in the Zariski 

coverage, the etale coverage, the srrooth coverage, and the fppf coverage) . 

ST:ll: EXAMPLE Given a topological group G, the pseudo functor 

that sends B to PRINB, G is a stack in the open subset coverage. 
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