COUNTING LATTICE POINTS IN POLYHEDRA
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Abstract. We present Barvinok’s 1994 and 1999 algorithms for counting lattice points in polyhedra.

1. The 1994 Algorithm

In [2], Barvinok presents an algorithm that, for a fixed dimension $d$, calculates the number of integer points in a rational polyhedron. It is shown in [6] and [7] that the question can be reduced to counting the number of integer points in a $k$-dimensional simplex with integer vertices $v_1, \ldots, v_{k+1}$ in $\mathbb{Z}^d$. We discuss an algorithm for solving the latter problem, also for a fixed $d$.

Problem 1.1. Consider a simplex $P$ in $\mathbb{Z}^d$ with integer vertices $v_1, \ldots, v_{k+1}$ in $\mathbb{Z}^d$. Determine how many integer points lie in $P$.

An important tool in the algorithm is the exponential sum. Let $\{c, x\}$ be the standard inner product on $c = (c_1, \ldots, c_d)$ and $x = (x_1, \ldots, x_d)$. The formal sum $\sum_{P \cap \mathbb{Z}^d} \exp{\langle c, x \rangle}$ is attained by substituting $a_i = \exp{(c_i)}$ into the Laurent series $\sum_{x \in P \cap \mathbb{Z}^d} a^x$.

Definition 1.2. Let $P \subset \mathbb{R}^d$ be a polyhedron and $v$ be a vertex of $P$. Suppose that $P = \{x \in \mathbb{R}^d : Ax \leq b\}$ and $A'x = b'$ is the subsystem held at equality at $v$. Then the supporting or tangent cone $\text{cone}(P, v)$ of $P$ at $v$ is defined by

$$\text{cone}(P, v) := \{x \in \mathbb{R}^d : A'x \leq b'\}.$$

The algorithm uses the following theorem of Brion ([4], [5]).

Theorem 1.3. Let $P$ be an integral polytope. Then

$$\sum_{x \in P \cap \mathbb{Z}^d} \exp{\langle c, x \rangle} = \sum_{v \in \text{Vert}(P)} \left( \exp{\langle c, v \rangle} \sum_{x \in \text{cone}(P,v) \cap \mathbb{Z}^d} \exp{\langle c, x \rangle} \right).$$

Substituting $c = 0$ seems to give the number of integer points in $P$, but $c = 0$ is a singular point on the right hand side. Instead, the algorithm calculates the constant term of the Taylor series about $t = 0$ of the functions

$$\exp{\langle t, c, v \rangle} \sum_{x \in \text{cone}(P,v) \cap \mathbb{Z}^d} \exp{\langle t, c, x \rangle}.$$}

Define Lin $K$ to be the linear span of a cone $K$. We define a cone to be simple if it can be generated by linearly independent vectors. A simple rational cone is unimodular with primitive generators $\{u_1, \ldots, u_k\}$ if $u_1, \ldots, u_k$ is a basis of the lattice.
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There is an explicit formula for (1) when \( \text{cone}(P, v) \) is a unimodular cone. The following is proven in [2].

**Theorem 1.4.** If the dimension \( d \) is fixed, then given a rational polyhedral cone \( K \subset \mathbb{R}^d \), there exists a polynomial time algorithm that computes unimodular cones \( K_i \) and numbers \( \epsilon_i \in \{-1, 1\} \) such that

\[
[K] = \sum_{i \in I} \epsilon_i [K_i].
\]

**Proof:** (Sketch) First, we may assume that \( K \) is the conic hull \( K = \text{co}\{u_1, \ldots, u_d\} \) for some linearly independent integer vectors \( u_1, \ldots, u_d \in \mathbb{Z}^d \). The reduction to this assumption can be made using triangulation on the cone, however, in practice, to insure polynomial time, we must use signed decompositions.

Let \( \text{ind}(K) \) denote the volume of the parallelepiped spanned by \( u_1, \ldots, u_d \). Now, our goal is to rewrite \( [K] \) as a linear combination of indicator functions \( [K_i] \) such that the \( K_i \) are rational cones with \( \text{ind}(K_i) \leq \text{ind}(K) \) for all \( i \). We repeat the process until we have a decomposition of \( K \) into unimodular cones, each with index no larger than that of \( K \).

To begin, consider the parallelepiped given by

\[
P = \{ a_1 u_1 + \ldots + a_d u_d : |a_j| \leq (\text{ind}(K))^{-1/d} \text{ for } j = 1, \ldots, d \}.
\]

The Minkowski convex body theorem implies that there is a nonzero integer point \( z \in P \) [8]. Then for each \( j \), define a cone

\[
K_j = \text{co}\{u_1, \ldots, u_{j-1}, z, u_{j+1}, \ldots, u_d\}.
\]

Each integer point in \( P \) can be written as a linear combination of the \( u_i \), thus we have \( z = a_1 u_1 + \ldots + a_d u_d \) for some \( a_i \). This yields the inequality

\[
\text{ind}(K_j) = |a_j| \text{ind}(K) \leq (\text{ind}(K))^{(d-1)/d}
\]

and the decomposition

\[
[K] = \sum_{j \in J} \epsilon_j [K_j] + \sum_F \epsilon_F [F]
\]

where the second sum is taken over lower dimensional faces of \( K_j \) and \( \epsilon_j, \epsilon_F \in \{-1, 1\} \) for all \( j \) and \( F \). To complete the decomposition, we iterate this procedure and observe that the resulting number of cones is bounded by a polynomial in \( \log(\text{ind}(K)) \). \( \square \)

### 2. The 1999 Algorithm

The algebra of polyhedra \( \mathcal{P}(\mathbb{R}^d) \) is the vector space (over \( \mathbb{Q} \)) spanned by the indicator functions \([P]\) of all polyhedra \( P \subset \mathbb{R}^d \). This is closed under pointwise multiplication of functions (since \( P \cap Q \) is a polyhedron for any polyhedra \( P \) and \( Q \).) Thus \( \mathcal{P}(\mathbb{R}^d) \) is a commutative algebra. We may also consider the subalgebras \( \mathcal{P}_c(\mathbb{R}^d) \) spanned by indicator functions of polytopes and \( \mathcal{P}_K(\mathbb{R}^d) \) spanned by the indicator functions of finitely generated cones. We call \( \mathcal{P}_c(\mathbb{R}^d) \) the algebra of polytopes and \( \mathcal{P}_K(\mathbb{R}^d) \) the algebra of cones. A final important subalgebra is \( \mathcal{P}(\mathbb{Q}^d) \) spanned by indicator functions of of rational polyhedra.
Definition 2.1. A linear transformation
\[ \Phi: \mathcal{P}(\mathbb{R}^d) \to V \]
is called a valuation. A linear map defined on any of the subalgebras above is also called a valuation.

Valuations are important because they satisfy the inclusion-exclusion principle:
\[ \Phi([P \cup Q]) + \Phi([P \cap Q]) = \Phi([P]) + \Phi([Q]). \]

We now wish to move the problem of counting integer points in polyhedra into a question involving the algebra of polyhedra. Following [3], we have Theorem 2.2 which states that assigning to each polyhedron the generating function of its integer points gives a valuation on \( \mathcal{P}(\mathbb{Q}^d) \).

Theorem 2.2. There is a valuation \( \mathfrak{F}: \mathcal{P}(\mathbb{Q}^d) \to \mathbb{Q}(x) \) which associates to each rational polyhedron \( P \subset \mathbb{R}^d \) a rational function \( \mathfrak{F}(P) = f(P; x) \) with the following properties:

1. For any \( m \in \mathbb{Z}^d \), \( f(m + P; x) = x^m f(P; x) \).
2. \( f(P; x) = \sum_{m \in P \cap \mathbb{Z}^d} x^m \)
   for all \( x \in \mathbb{C}^d \) such that this series converges absolutely.
3. If \( P \) contains a straight line, \( f(P; x) = 0 \).

We may compute this in the case of a simple cone. For \( k \leq d \), choose \( k \) linearly independent integer vectors \( v_1, \ldots, v_k \). Let \( K \) be the cone generated by these:
\[ K = \{ \lambda_1 v_1 + \cdots + \lambda_k v_k : \lambda_i \geq 0 \}. \]

Let \( Z \) be the half-open parallelepiped spanned by \( v_1, \ldots, v_k \):
\[ Z = \{ \lambda_1 v_1 + \cdots + \lambda_k v_k : 0 \leq \lambda_i < 1 \}. \]

It is well-known that each integer point \( m \in K \cap \mathbb{Z}^d \) has a unique expression of the form
\[ m = n + a_1 v_1 + \cdots + a_k v_k \]
where \( n \in Z \cap \mathbb{Z}^d \) and \( a_1, \ldots, a_k \in \mathbb{Z}_{\geq 0} \). Define \( U_K \subset \mathbb{C}^d \) by
\[ U_K = \{ x \in \mathbb{C}^d : |x^{v_i}| < 1, i = 1, \ldots, k \}. \]

Then \( U_K \) is a nonempty open set and
\[ \sum_{m \in K \cap \mathbb{Z}^d} x^m = \left( \sum_{n \in Z \cap \mathbb{Z}^d} x^n \right) \prod_{i=1}^k \frac{1}{1 - x^{v_i}} \]
converges absolutely for \( x \in U_K \). Then by (2), we have
\[ f(K; x) = \left( \sum_{n \in Z \cap \mathbb{Z}^d} x^n \right) \prod_{i=1}^k \frac{1}{1 - x^{v_i}}. \]

A particularly nice case of this is when \( Z \cap \mathbb{Z}^d = \{0\} \). This occurs when \( v_1, \ldots, v_k \) is a Hilbert basis for \( K \), and we call \( K \) a unimodular cone. Then we have
\[ f(K; x) = \prod_{i=1}^k \frac{1}{1 - x^{v_i}}. \]
Proof of Theorem 2.2: (Sketch) The above shows that the theorem holds for a simple cone $K$. If $P$ is any pointed cone, it may be triangulated in to finitely many simple cones $K_i$. Then using the principle of inclusion-exclusion, $f(P; x)$ is a linear combination of $f(K_i; x)$, and the generating function converges on some open set containing $0$.

To extend this to rational polyhedra $P$ containing no straight lines, embed $P$ in $\mathbb{R}^{d+1}$ by $x \mapsto (x, 1)$, and let $K$ be the cone spanned by $P$. Then $K$ is a pointed rational cone, so $f(K; x, t)$ is a rational function. Then we have
\[
 f(P; x) = \left. \frac{\partial f(K; x, t)}{\partial t} \right|_{t=0}.
\]
This defines $\mathfrak{F}$ on $[P]$ where $P$ is a polyhedron containing no straight lines such that (1) and (2) are satisfied. Linearity is also satisfied for any $P_1, \ldots, P_k$ such that all the series defining $f(P_i; x)$ converge absolutely on a common set.

Now suppose $P$ is any rational polyhedron. Write $P$ as the union $P_1 \cup \cdots \cup P_k$ for polyhedra $P_i$ containing no straight lines. For $I \subseteq \{1, \ldots, k\}$, let $P_I = \bigcup_{i \in I} P_i$. Then by inclusion-exclusion, $[P]$ is a linear combination of the $[P_I]$ and each $P_I$ contains no straight lines. Thus we may define $f(P; x)$ by linearity. We need only check that $f(P; x)$ is well-defined when $P$ contains no straight lines. This will be true because there is a nonempty open set where all the series defining $f(P; x)$ and $f(P_i; x)$ converge absolutely. So we have defined the linear map $\mathfrak{F}$ which satisfies (1) and (2). Then (3) follows because if $P$ contains a line, then there is an $m$ such that $P + m = P$, so $f(P; x) = x^m f(P; x)$, so $f(P; x) = 0$. \qed

Theorem 2.3. Let $P$ be a rational polyhedron. Then
\[
 f(P; x) = \sum_v f(\text{cone}(P, v); x)
\]
where the sum is taken over all vertices $v$ of $P$.

This was originally proved by Brion [4] using algebraic geometry before Theorem 2.2 had a proof. Later elementary proofs were given by Lawrence [9], Pukhlikov and Khovanskii [10], and Barvinok [1]. Here, we follow the exposition in [3].

Proof: (Sketch) Let $\mathcal{L}$ be the subspace spanned by indicator functions of polyhedra containing straight lines. By (3) of Theorem 2.2, $\mathcal{L}$ is contained in the kernel of $\mathfrak{F}$, so we may work modulo this subspace. It will suffice to show that
\[
 [P] \equiv \sum_v [\text{cone}(P, v)] \pmod{\mathcal{L}}.
\]
We may decompose $P$ as $P = Q + K + L$, where $Q$ is a polytope, $K$ is a pointed cone, and $L$ is a subspace of $\mathbb{R}^d$. If $L \neq \{0\}$, then $f(P; x) = 0$ and $P$ has no vertices, so the theorem holds. Now it will suffice to prove the theorem for polytopes, because if
\[
 [Q] \equiv \sum_v [\text{cone}(Q, v)] \pmod{\mathcal{L}},
\]
then
\[
 [P] = [Q + K] \equiv \sum_v [\text{cone}(Q, v) + K] \pmod{\mathcal{L}}.
\]
Every vertex $v$ of $P$ is a vertex of $Q$, and $\text{cone}(P, v) = \text{cone}(Q, v) + K$. A vertex $v$ of $Q$ is a vertex of $P$ if and only if $\text{cone}(Q, v) + K$ contains no straight lines. So $[P]$ has the desired form.
To prove this for polytopes, first assume $Q = \Delta$ is a full-dimensional simplex. Then $\Delta$ is the intersection of $d + 1$ half-spaces such that the intersection of any $d$ of these half-spaces is the tangent cone at a vertex of $\Delta$. Further, the intersection of fewer than $d$ half-spaces contains a line, so by inclusion-exclusion

$$[\Delta] \equiv \sum_v [\text{cone}(\Delta, v)] \pmod{L}.$$  

We extend this to all polytopes by taking triangulations. □

Let $P \subset \mathbb{R}^n$ be a rational polyhedron. We have observed that the number of integer points in $P$ can be computed by evaluating its generating function $f(P; x)$ at the point $x = (1, 1, 1, \ldots, 1)$. This leads us to our main theorem. In order to prove that there is a polynomial time algorithm for counting the number of integer points in $P$, we must first prove that we can compute the generating function for $P$ in a simple form and that this computation can be done in polynomial time. With this in mind, we have the following result:

**Theorem 2.4.** If the dimension $d$ is fixed, then given a rational polyhedron $P \subset \mathbb{R}^d$, there exists a polynomial time algorithm that computes the generating function $f(P; x)$ for $P$ in the form

$$f(P; x) = \sum_{i \in I} \epsilon_i x^{a_i} (1 - x^{b_{i1}}) \cdots (1 - x^{b_{id}}).$$

The algorithm is based on the idea that a rational polyhedron can be broken down into a rational cone at each vertex, which can in turn be broken down into unimodular cones. We then simply use the result that unimodular cones have easily computed generating functions and that the generating function of a general polyhedron can be written as a sum of the generating functions of the cones at its vertices. Before proving Theorem 2.4, we begin with the corresponding result in the case of a cone.

The proof given for Theorem 2.4 follow Barvinok and Pommersheim [3].

In addition, by applying the above algorithm to the dual $K^*$ of a given cone $K$ and discarding lower dimensional cones at each step, the computational complexity may be further reduced. This technique results in a decomposition into full dimensional unimodular cones of the form

$$[K] = \sum_{i \in I} \epsilon_i [K^*_i] \pmod{\text{cones containing straight lines}}.$$  

We now sketch the algorithm for Theorem 2.4.

**Proof of Theorem 2.4:** (Sketch) We begin by breaking the polyhedron into cones at each vertex. For each vertex $v$, define $I_v$ to be the set of inequalities that are active at $v$:

$$I_v = \{i \in I : \langle c_i, v \rangle = \beta_i \}.$$  

Let $N(P, v)$ be the cone generated by the vectors $c_i$. Then for the cone of $P$ at vertex $v$, we have

$$\text{cone}(P, v) = -N^*(P, v) + v.$$  

Using Theorem 1.4 (applied to the dual cone), we can decompose $[N(P, v)]$ into a linear combination of characteristic functions of full dimensional unimodular cones,
say
\[ [N(P, v)] = \sum_{j \in J} \epsilon_{v,j} [K_{v,j}]. \]
The result is that
\[ [\text{cone}(P, v)] = [v-N^*(P, v)] = \sum_{j \in J} \epsilon_{v,j} [v-K_{v,j}^*] \mod \text{cones containing straight lines}. \]
Thus we have
\[ f(\text{cone}(P, v); x) = \sum_{j \in J} \epsilon_{v,j} f(v-K_{v,j}^*; x). \]
Each of the cones \( v - K_{v,j}^* \) is unimodular with vertex \( v \), and since the generating function of a unimodular cone can be computed easily, this allows us to compute the generating function of \( P \) (see the computation following Theorem 2.2).

Now that we can produce the generating function of a given polyhedron, there is one final step required to actually count the number of integer points. As we observed earlier, the number of integer points is encoded in the generating function as the value at \( x = (1, \ldots, 1) \). However, Theorem A gives us the generating function in the form
\[ f(P; x) = \sum_{i \in I} \epsilon_i x^{a_i} \left( \frac{1}{1 - x^{b_{i1}}} \cdots \frac{1}{1 - x^{b_{id}}} \right), \]
which has the point \( (1, \ldots, 1) \) as a pole. Thus evaluating at this point will require residue theory.

Given \( f(P; x) \) in the form above, the idea is to construct an integer vector \( w \in \mathbb{Z}^d \) with the property that \( \langle w, b_{ij} \rangle \neq 0 \) for each \( b_{ij} \) (this is accomplished by choosing \( w \) from among specific values of the curve \( g : \mathbb{R} \to \mathbb{R}^d \) given by \( g(t) = (1, t, t^2, \ldots, t^{(d-1)}) \)). We use \( w \) to write
\[ |P \cap \mathbb{Z}^d| = \lim_{x \to (1, \ldots, 1)} f(P; x) = \lim_{t \to 0} \sum_{i \in I} \epsilon_i \frac{\exp(t \langle w, a_i \rangle)}{(1 - \exp(t \langle w, b_{i1} \rangle)) \cdots (1 - \exp(t \langle w, b_{id} \rangle))}. \]
Finally, we use Taylor series to compute
\[ |P \cap \mathbb{Z}^d| = \sum_{i \in I} \epsilon_i \frac{\eta_i}{\zeta_{i1} \cdots \zeta_{id}} \sum_{k=0}^d \frac{\eta_i^k}{k!} t^{d-k} (\zeta_{i1}, \ldots, \zeta_{id}) \]
where \( \zeta_{ij} = \langle w, b_{ij} \rangle \) and \( \eta_i = \langle w, a_i \rangle \), yielding the desired polynomial time computation of the number of integer points in \( P \).
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