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Abstract. A monochromatic, i.e. fixed frequency, back-scattering kernel measured at all an-
gles does not uniquely determine the index of refraction in an inhomogeneous medium, nor can it
guarantee any upper bound on the support of the inhomogeneity. We show that it is possible to
associate with any such kernel its convex back-scattering support, a convex set which must be a
subset of the convex hull of the support of any inhomogeneity with that back-scattering kernel. For
the Born approximation, we further demonstrate that there is an inhomogeneity supported in any
neighborhood of the convex back-scattering support which has exactly that back-scattering kernel.
Lastly, we discuss a practical implementation of these results and include a numerical example.
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1. Introduction. The goal of inverse scattering is to use acoustic or electro-
magnetic waves to deduce properties of a scatterer from remote observations. Exactly
which properties and how well we can deduce them depend on exactly what scattering
data we measure. In this paper the measured data is the back-scattered far field at
all angles and a single frequency. A back-scattering experiment requires only a single
sensor, which acts as both the source and receiver. The sensor radiates at a single
temporal frequency, and measures the amplitude and phase of the resulting time har-
monic field. We can move the sensor to an arbitrary location on a sphere of large
radius that surrounds the scatterer and repeat the experiment . The complex field
(amplitude and phase) measured at each point on the sphere is the back-scattering
data.

We will use the Helmholtz equation as our model for the propagation of time
harmonic waves,

(1.1) (∆ + k2n2(x))u = 0, x ∈ R
d, d ≥ 2

Here, n(x) = c0

c(x) is the index of refraction, which is the ratio of the wave speed in

the vacuum to that in the medium, while k = 2π/λ denotes the wavenumber. It will
be convenient to define the scattering potential, q(x) := k2(1 − n2), and to rewrite
(1.1) as

(∆ + k2)u = qu(1.2)

u = eikΘ·x + usc(1.3)

usc ∼ eikr

r
d−1

2

sq(Φ, Θ), |x| = r → ∞(1.4)

Equation (1.3) expresses the fact that, although the sensor, located at Θ ∈ Sd−1,
acts as a point source and emits a spherical wave, the sphere is far enough from
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the scatterer that the incident wave appears to be a plane wave in a neighborhood
of the scatterer. Equation (1.4) expresses the asymptotics of the outgoing scattered
wave1. The field measured by an additional dislocated sensor positioned at Φ ∈ Sd−1

is denoted by sq(Φ, Θ). This quantity is called the scattering kernel. We define the
back-scattering kernel as s(Θ) := sq(Θ,−Θ). The back-scattering kernel represents
the complex time-harmonic scattered field measured at the source position. We will
discuss both the back-scattering kernel and what we will call the Born-back-scattering
kernel. We denote the latter quantity by b(Θ) := bq(Θ,−Θ), and remark that it is the
analog of s(Θ) in the Born, or single scattering, approximation. In both cases, a main
feature is that the fixed frequency back-scattering data does not uniquely determine
the scattering potential q(x). Indeed, the Born-back-scattering kernel is equal to a
constant (in Θ) multiple of the Fourier transform of q, restricted to the sphere of
radius 2k, i.e.

(1.5) b(Θ) =
kd−2

2i
q̂(2kΘ)

We learn from (1.5) that, as long as g(x) is a smooth compactly supported function,
then q̃ = (∆ + (2k)2)g has zero Born-back-scattering kernel, so that

(1.6) bq+q̃(Θ) = bq(Θ)

The theorems below will relate the back-scattering data to the support of q. A
glance at (1.6) makes it clear that it is impossible to produce an upper bound for
the supp q. We will, however, compute a lower bound. We will associate (and com-
pute numerically) with b(Θ), or s(Θ), its convex back-scattering support, a convex
set which must be a subset of the convex hull of the support of any q which produces
that back-scattering data. In the Born approximation we will also find a potential
supported in any neighborhood of this set that reproduces the data. In this case,
the convex back-scattering support is the unique smallest convex set that supports a
potential that can produce this data.

We state all our theorems below, and will include only very brief descriptions of
the necessary notation here, and defer both their detailed discussion and proofs to the
following sections. In what follows, the symbol σn(2kR) denotes the L2 norm of the
d-dimensional Bessel function of order n, and argument 2k|x|, restricted to the ball
of radius R. The number N = N(n, d) ≈ nd−2 denotes the dimension of the space of

spherical harmonics of degree n. For a function b ∈ L2(Sd−1), the functions b
(c)
n (Θ)

represent the terms in the condensed spherical harmonic expansion (Fourier series
expansion in 2 dimensions) of the function e2iΘ·cb(Θ). Additionally, Bc(R) denotes
closed ball of radius R centered at the point c ∈ R

d.
We now state our main results.
Theorem 1.1 (Linear, Born-Back-Scattering). Let q ∈ L2(Rd) be compactly

supported with Born-back-scattering kernel b(Θ), i.e.

(1.7) b(Θ) := bq(Θ,−Θ) =
kd−2

2i
q̂(2kΘ)

and let

e2ikΘ·cb(Θ) =

∞∑

n=0

b(c)
n (Θ)

1We will give a more precise mathematical description in the next section.
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be its expansion in spherical harmonics centered at c. If the supp q ⊂ Bc(R), then

(1.8)

∞∑

n=0

||b(c)
n ||2L2(Sd−1)

σ2
n(2kR)

< ∞

Conversely, if b ∈ L2(Sd−1) satisfies (1.8), then there exists a q ∈ L2(Rd) with
supp q ⊂ Bc(R) and Born-back-scattering kernel b(Θ).

Moreover, if b ∈ L2(Sd−1) and B denotes the collection of all balls, Bc(R), for
which (1.8) is satisfied, then for any ε > 0, there exists q ∈ C∞(Rd) with 2

(1.9) supp q ⊂ Nε




⋂

Bc(R)∈B

Bc(R)





and Born-back-scattering kernel equal to b(Θ).
Theorem 1.2 (Nonlinear, Full Back-Scattering). Let q ∈ Lp(Rd), where p >

max(2, d
2 ), be compactly supported with back-scattering kernel

s(Θ) := sq(Θ,−Θ)

and let

e2ikΘ·cs(Θ) =

∞∑

n=0

s(c)
n (Θ)

be its expansion in spherical harmonics centered at c. If the supp q ⊂ Bc(R), then,
for n > max(4R, 2R2),

(1.10) ||s(c)
n ||2L2(Sd−1) ≤ C(q) Nσ2

n(2kR)

where C(q) is given explicitly in (4.13).
If we observe that, for any ε > 0, (1.10) implies (1.8) with R replaced by R + ε,

we obtain
Corollary 1.3. If the supp q ⊂ Bc(R), then there is a (complex-valued) q̃ ∈

C∞(Rd) supported in an ε-neighborhood of Bc(R) with Born-back-scattering kernel
exactly equal to the full back-scattering kernel of q, i.e.

bq̃(Θ) = sq(Θ)

As a consequence of the these theorems, we define the convex scattering support
to be

Definition 1.4 (Convex Scattering Support).

cSksupp b =
⋂

Bc(R)∈B

Bc(R)

cSksupp s =
⋂

Bc(R)∈S

Bc(R)

2Nε(Ω) denotes an open ε-neighborhood of Ω, the set of points whose distance from Ω is less
than ε.
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where B denotes the collection of balls such that b satisfies (1.8) and S is the collection
of balls such that s satisfies (1.10).

We record the main property of the convex scattering support below.

Theorem 1.5. In both the Born approximation and in the full back-scattering
cases, the convex scattering support must be a subset of the convex hull of the support
of any potential q with that back-scattering kernel.

Proof. Merely note that any point that does not belong to the convex hull of the
support of q can be separated from that set by a ball. The Hahn-Banach theorem
tells us there is a separating hyper-plane, and because this convex set is bounded (q
has compact support), a large enough ball will approximate the hyper-plane as close
as necessary on any compact set and thus accomplish the separation.

In the Born approximation, the linear dependence on q allows a stronger state-
ment.

Theorem 1.6. For any b ∈ L2(Sd−1), the convex scattering support of the Born
back-scattering kernel b is

1. The smallest convex set such that there is a q, supported in every neighborhood
of that set, with Born back-scattering kernel b.

2. The largest convex set that is contained in the convex hull of the support of
every q with Born back-scattering kernel equal to b.

A simple consequence of theorem 1.6 is that the convex scattering support of a
non-zero Born back-scattering kernel is non-empty. A consequence of corollary 1.3 is
that this same conclusion holds for the full back-scattering kernel.

We introduced the convex scattering support of a far field of a source in [8] and [9].
We extended the notion to include fields scattered by a variation in wavespeed or an
obstacle, in response to a single incident wave, and described one method to compute
it. Different methods, that compute roughly the same set, have also appeared in
[10],[13],[12],[4],[6], and [5].

Our main reason for extending the notion of convex scattering support to back-
scattering is that the data is more realistically acquired, and therefore, the methods
can be more readily adapted to be of practical use. To measure the far field of a single
incident wave requires at least two sensors, one at a fixed position that radiates and
another that will move around the scatterer to measure the field. Calibration requires
accurate knowledge of the angle between the two devices, while back-scattering simply
requires moving a single sensor.

It may appear that a condition like (1.10) is difficult to apply to noisy data.
Exactly the opposite is true. The coefficients in a Fourier series or spherical harmonic
expansion are easily computed. As we will point out in the final section, the function
σn(2kR), viewed as a function of n at a fixed value of 2kR is uniformly large for
n < 2kR and rapidly becomes uniformly small when n > 2kR. Thus, the norm of the
terms in the spherical harmonic expansion for ei2kΘ·cs(Θ) undergo a rapid transition
to, and become approximately, zero as n passes through the radius of the smallest
ball that contains the convex scattering support. This transition is readily observable
and remains so in the presence of appreciable noise.
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2. The Herglotz, Far Field, and Scattering Operators. For any δ > 1
2 , the

unique L2
−δ solution3 of the free (homogeneous) Helmholtz equation, parametrized by

α, satisfies

(∆ + k2)v = 0(2.1)

v ∼ eikr

r
d−1

2

α(−Θ) +
e−ikr

r
d−1

2

α(Θ), |x| = r → ∞(2.2)

and may be expressed in terms of the Herglotz operator

v(rΦ) = (Hα) (rΦ) := k
d−1

2

∫

Sd−1

eikrΘ·Φα(Θ)dΘ

The adjoint of the Herglotz operator, which maps L2
δ(R

d) into L2(Sd−1), is therefore
the Fourier transform (times a power of k), followed by restriction to the sphere of
radius k, and may be written as

(2.3) (H∗f) (Θ) = k
d−1

2

∫

Rd

e−ikrΘ·Φf(rΦ)rd−1drdΦ = k
d−1

2 f̂(kΘ)

Here we have simply written dΦ and dΘ rather than dS(Φ) and dS(Θ) to denote the
surface measure on the unit sphere Sd−1.

We note that , for any right hand side f ∈ L2
δ, with δ > 1/2, the source problem

(∆ + k2)u = f(2.4)

has a unique outgoing solution. Such an outgoing solution has asymptotics similar to
those in (2.2), however the second term vanishes. Specifically,
(2.5)

u ∼ eikr

r
d−1

2

β(Θ) +
e−ikr

r
d−1

2

× 0, |x| = r → ∞(2.6)

The function β ∈ L2(Sd−1) is called the far field of the outgoing solution u. We will
use the notation

u = Gf

to denote the solution operator which solves (2.4). Additionally, we define the far
field operator F as the map between the source f and the far field β, so that

β = Ff

We will make use of the fact that, except for a factor of 2ik, the far field operator is
the adjoint of the Herglotz operator , that is,

Proposition 2.1.

Ff =
1

2ik
H∗f =

k
d−3

2

2i
f̂(kΘ)

3||u||
L2

δ
(Rd) = ||(1+ |x|2)

δ
2 u||

L2(Rd). These spaces were first used in the context of the Helmholtz

equation in [1] as a means for studying long-range potentials. The existence and uniqueness state-
ments we quote here can be found in [8].
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Proof. The second equality is a consequence of the first and (2.3). To establish
the first, we apply Green’s formula to u and v as previously defined in (2.4) and (2.1).
I.e.,

(Hα, f) = (v, f)

=

∫

Rd

vf

=

∫

Rd

v(∆ + k2)u − (∆ + k2)vu

= lim
R→∞

∫

Sd−1

R

(
v
∂u

∂ν
− ∂v

∂ν
u

)
dΘ

which becomes, on inserting the asymptotics from (2.2) and (2.6)

= 2ik

∫

Sd−1

αβdΘ

= (α, 2ikFf)

In order to define the scattering operator, we return to (1.2)

(∆ + k2)u = qu

and seek u as an outgoing perturbation of the solution of the free Helmholtz equation
with the incident field Hα so that

u = Hα + usc

where usc is an outgoing solution. This means that usc is the unique outgoing solution
of

(∆ + k2)usc = qHα + qusc(2.7)

Such an outgoing field has the asymptotics

usc ∼
eikr

r
d−1

2

βq(Θ) +
e−ikr

r
d−1

2

× 0

This observation allows us to define the relative scattering operator

Sα = βq

The Born approximation replaces (2.7) with

(∆ + k2)uborn = qHα(2.8)

The unique outgoing solution has the asymptotics

uborn ∼ eikr

r
d−1

2

βborn(Θ) +
e−ikr

r
d−1

2

× 0

and so we define the (relative) Born scattering operator

Bα = βborn
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The Born scattering operator is the Fréchet derivative of the relative scattering op-
erator with respect to q, evaluated at q ≡ 0 . The factorizations below (similar to
those in [7]) will enable us to derive useful properties of the scattering operator from
analogous properties of the Herglotz operator.

Proposition 2.2. The full relative scattering operator admits the factorization

S =
1

2ik
H∗q(I − Gq)−1H(2.9)

=
1

2ik
H∗(I − qG)−1qH(2.10)

while the Born relative scattering operator may be decomposed as

B =
1

2ik
H∗qH(2.11)

The kernel of the Born relative scattering operator is

b(Θ, Φ) =
kd−2

2i
q̂(k(Θ − Φ))(2.12)

Proof. The proof below relies on the invertibility of (I − qG), the proof of which
we defer to lemma 4.1. We begin with (2.7) and apply G to both sides:

usc = G(qHα + qusc)

(I − Gq)usc = GqHα

usc = (I − Gq)−1GqHα

= G(I − qG)−1qHα

so that the far field of usc is
Sα = F(I − qG)−1qHα

=
1

2ik
H∗(I − qG)−1qHα

establishing (2.9). The analogous calculation applied to (2.8) instead of (2.7) estab-
lishes (2.11). Once we know that (I − qG) is invertible the identity

(I − qG)−1q = q(I − Gq)−1

follows from
q(I − Gq) = (I − qG)q

which transforms (2.10) into (2.9). Finally, writing the integral representation of
(2.11) as

Bα =
kd−2

2i

∫

Rd

e−irkΨ·Φq(rΨ)




∫

Sd−1

eirkΘ·Ψα(Θ)dΘ



 rd−1drdΨ

=
kd−2

2i

∫

Sd−1




∫

Rd

e−irk(Φ−Θ)·Ψq(rΨ)rd−1drdΨ



α(Θ)dΘ

yields (2.12).
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3. The Herglotz Operator and the Spherical Harmonics. In this and the
next section, the notation will be slightly less cluttered if we restrict to the case
k = 1. Because of the representations of the scattering operator in (2.9) and (2.10),
the properties of the Herglotz operator will figure prominently into our analysis of
the scattering operator. The singular value decomposition of the Herglotz operator in
terms of the spherical harmonics and (spherical) Bessel functions will provide a basic
tool for all our subsequent calculations. We begin with the expansion of an incident
plane wave in spherical harmonics, which for Θ, Φ ∈ Sd−1 and 0 ≤ r < ∞, is

eirΘ·Φ =

∞∑

n=0

injn(r)pn(Θ · Φ)

The most useful way to define the functions pn in our context is as the kernel of
the orthogonal projection, Pn, from L2(Sd−1) onto the subspace of degree n spherical
harmonics. I.e.

(Pnα) (Θ) =

∫

Sd−1

pn(Θ · Φ)α(Φ)dΦ

The functions pn(Θ · Φ) play a dual role: they act as both kernels of projection
operators and are themselves spherical harmonics. When we wish to emphasize their
second role we will write

pΦ
n (Θ) := pn(Θ · Φ)

Up to a constant, the function pΦ
n is the unique spherical harmonic that is invariant

under rotations about the Φ axis [11]. The constants involved here will be important
to us, hence we compute

PnpΦ
n = pΦ

n∫

Sd−1

pΨ
n (Θ)pΦ

n (Θ)dΘ = pΦ
n (Ψ)

from which we learn that
||pΨ

n ||2L2 = pΨ
n (Ψ)

is independent of Ψ and
= ||pΨ

n ||L∞

If we take the trace of the operator Pn, we see that

trPn =

∫

Sd−1

pn(Θ · Θ)dΘ

N = pn(Θ · Θ) ω

where ω denotes the volume of the d-dimensional sphere and N = N(n, d) the dimen-
sion of the space of spherical harmonics of degree n. Hence, we conclude that

||pΦ
n ||2L2 = ||pΦ

n ||L∞ = pΦ
n (Φ) =

N

ω
8



In terms of the standard Legendre functions, Pn, we have the relation

pn(Θ · Φ) =
N

ω
Pn(Θ · Φ)

The Bessel functions jn(r) are most easily defined in terms of the Herglotz op-
erator acting on the pn’s. Recalling that pΦ

n = pn(Θ · Φ) acts as both a spherical
harmonic and the kernel of a projection, we see that

HpΦ
n =

∫

Sd−1

eirΘ·Ψpn(Θ · Φ)dΘ(3.1)

= PneirΘ·Ψ

so that HpΦ
n , for each fixed r, must again be a spherical harmonic of degree n. We can

check that the right hand side of (3.1) is invariant under rotations about the Φ-axis,
and thus must be equal to a constant multiple of pΦ

n itself. Specifically, this constant
is in times the spherical Bessel function. I.e.

(3.2) HpΦ
n = injn(r)pΦ

n

Because the pn’s act also as projection kernels, we see that any spherical harmonic of
degree n may replace pΦ

n in (3.2). The Herglotz operator is not compact. However, if
we compose it with the restriction to the ball of radius R, the composition is compact.
We denote the resulting operator by HR, and describe its singular value decomosition.

HR =

∞∑

n=0

σn(R)
jR
n (r)

||jR
n || Pn

=

∞∑

n=0

σn(R)Qn(3.3)

We have used the notation jR
n to denote the Bessel function multiplied by the charac-

teristic function of B0(R), the ball of radius R centered at 0, and defined the singular
values

σ2
n(R) := ||jn||2L2(B0(R))

Each projection operator

Qn :=
jR
n (r)

||jR
n || Pn

is an isometry from the N -dimensional space of spherical harmonics of degree n in
L2(Sd−1) to an N dimensional subspace of L2(B0(R)). In short, we find that the
Qn’s simply project onto the spherical harmonics of degree n and then multiply the

result by
jR
n (r)
||jR

n || .

Since the singular values all have multiplicity greater than one, this looks a lit-
tle different than the more familiar version of the singular value decomposition. A
compact linear operator K admits the representation

K =

∞∑

n=0

λnΨn ⊗ Φn

=

∞∑

n=0

λnQ̃n(3.4)
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In this case, Ψn and Φn are orthonormal basis vectors so that the tensor products
Q̃n = Ψn ⊗ Φn are isometries between one-dimensional subspaces.

The corresponding singular value decomposition for the operator HR
∗ is

HR
∗ =

∞∑

n=0

σn(R)Q∗
n(3.5)

and the ranges of the Q∗
n are exactly the subspaces of spherical harmonics of degree

n. Note that, as no σn(R) is zero, HR
∗ has dense range in L2(Sd−1).

Now, we recall
Theorem 3.1 (Picard’s Theorem). If K : X → Y is a compact linear operator

with dense range in Y and has a singular value decomposition of the form given in
(3.4), then

α = Kf

if and only if
∞∑

n=0

||Qnα||2
λ2

n

< ∞

and α ∈ N(K∗)⊥. The proof of theorem 1.1 is now in hand.
Proof. [Proof of theorem 1.1] The second equality in (1.7) follows from (2.12) on

setting Φ = −Θ. Now, scaling the Fourier transform gives

b(Θ) =
1

2i
q̂(2Θ) = 2−dH∗q(x/2)

The Picard theorem applied to H∗
R tells us that, in the case c = 0, if the supp q ⊂

Bc(R), then b satisfies (1.8). It also tells us the converse, that if b satisfies (1.8), there
exists a q ∈ L2(Rd) with supp q ⊂ Bc(R) and Born-back-scattering kernel b(Θ).

The Fourier shift theorem tells us that the Fourier transform – and therefore H∗

and H∗
R – intertwines translation by c and multiplication by eikΘ·c, i.e.

eikΘ·cH∗q = H∗Tcq := H∗q(x − c)

which establishes the corresponding conclusions for arbitrary c.

So far we have shown that every ball for which (1.8) is satisfied supports a q with
Born-back-scattering kernel b. We now wish to demonstrate that any open neigh-
borhood of their intersection supports such a q as well. As a consequence of lemma
3.2, given below, we find that if each of two convex sets support potentials q with
corresponding Born-back-scattering kernel b, then so must any neighborhood of their
intersection.

Lemma 3.2. Suppose the supp q1 ⊂ Ω1, the supp q2 ⊂ Ω2 and that R
d\(Ω1

⋃
Ω2)

is connected and contains a neighborhood of ∞. If

(3.6) H∗q1 = H∗q2 = b

then, for any ε > 0, there exists an q3 ∈ C∞(Rd) with

supp q3 ⊂ Nε(Ω1 ∩ Ω2)
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and

H∗q3 = b

Proof. A consequence of (3.6) is that the outgoing solutions of

(
∆ + (2k)2

)
ui = qi, i = 1, 2

u1 = Gq1 and u2 = Gq2 have the same far field. According to Rellich’s lemma and
the unique continuation principle [2], u1 and u2 also agree on the R

d \ (Ω1

⋃
Ω2). Let

φ ∈ C∞(Rd) satisfy

φ =

{
1, x ∈ R

n\Nε(Ω1 ∩ Ω2)

0, x ∈ N ε
2
(Ω1 ∩ Ω2)

then,

v =






φu1, x ∈ R
d\Ω1

φu2, x ∈ R
d\Ω2

0, x ∈ Ω1 ∩ Ω2

is a well-defined C∞ function and v = u1 = u2 outside a compact set so that

q3 = (∆ + (2k)2)v

must also have H∗q3 = b.
Because the intersection of convex sets is convex, and the complement of the union

of two convex sets must be connected, the lemma can be applied repeatedly to produce
a q ∈ C∞ satisfying the (apparently weaker) analog of (1.9) with B replaced by any
finite collection of balls, Bc(R), for which (1.8) holds. The following compactness
argument shows that (1.9) follows from this analog. Let R0 be large enough that
Nε(

⋂
Bc(R)∈B

Bc(R)) ⊂ B0(R0), then B0(R0) \ Nε(
⋂

Bc(R)∈B

Bc(R)) is a compact set

covered by the relatively open subsets B0(R0) \Bc(R), so a finite sub-collection, BM,
of these open subsets suffices to cover that compact set, i.e.

B0(R0) \ Nε

( ⋂

Bc(R)∈B

Bc(R)
)
⊂

⋃

Bc(R)∈BM

(
B0(R0) \ Bc(R)

)
(3.7)

Taking complements of this inclusion yields

Nε

( ⋂

Bc(R)∈B

Bc(R)
)
⊃

⋂

Bc(R)∈BM

Bc(R)

from which we conclude that (1.9) follows from its apparently weaker analog. This
finishes the proof of theorem 1.1.

4. Estimating the Full Back-Scattering Kernel. This section is composed
of three main propositions, and a few supporting lemmas, which combine to prove
theorem 1.2. We begin with the following lemma concerning the invertibility of the
operator I − Gq.

11



Lemma 4.1. Let q ∈ L∞(Rd) and be compactly supported. Then q(I −Gq)−1 is a
bounded operator from L2(Rd) to itself. Moreover, let q ∈ Lp(Rd), with p > max(2, d

2 ),
be compactly supported. Then,

q(I − Gq)−1 = q + Gq(I − Gq)−1

and Gq(I − Gq)−1 and (I − Gq)−1 are bounded operators from L2(Rd) to itself.

Proof. The lemma is a special consequence of lemma 12, and corollaries 13, 14,
and 15 of [9]. Roughly speaking, multiplication by q loses d

p L2-derivatives while G
gains two. This implies that Gq is compact and that I −Gq is Fredholm. If zero were
an eigenvalue of I − Gq, then the corresponding eigenfunction would be a nonzero
outgoing solution to (1.2). An application of Green’s formula to this solution and
its complex conjugate shows that this outgoing solution would have zero far field.
Rellich’s lemma and unique continuation imply that any outgoing solution with zero
far field is identically zero. Thus zero is not an eigenvalue and I − Gq is invertible.

Proposition 4.2. If q ∈ L∞, the supp q ⊂ Bc(R), then scattering operator may
be factored as

S = e−iΘ·cH∗
RBHReiΘ·c(4.1)

where B is a bounded operator from L2(Rd) to itself.

Proof.

Because H intertwines translation by c and multiplication by eikΘ·c, i.e.

He−iΘ·c = TcH

it is enough to treat the case c = 0. We begin with (2.10),

S = H∗(I − qG)−1qH
then, insert a characteristic function of the ball

= H∗(I − qG)−1qχRH(4.2)

then, shift to (2.9)
= H∗q(I − Gq)−1χRH

and again insert another characteristic function

= H∗χRq(I − Gq)−1χRH(4.3)

which we recognize as

= H∗
Rq(I − Gq)−1HR(4.4)

Finally, we observe that the operator in the middle is bounded according to lemma
4.1.

Remark 4.3. The only property of the scattering operator that we will use in the
sequel is (4.1). The conclusions of theorem 1.2 apply to any operator which admits
such a factorization.

Remark 4.4. So as not to unnecessarily complicate the subsequent discussion, we
will continue working with q ∈ L∞ in the rest of this section. Theorem 1.2, however,

12



remains true for compactly supported q ∈ Lp(Rd) with p > max(2, d
2 ). In this case,

the scattering operator is the sum of two operators,

S = H∗
Rq(I − Gq)−1HR

= H∗
RqHR + H∗

RGq(I − Gq)−1HR(4.5)

The first is the Born scattering operator and the second satisfies (4.1) with a B =
Gq(I − Gq)−1 which is bounded from L2(Rd) to itself.

The factorization (4.1) combines with the singular values of the Herglotz operator
to give some natural estimates for the terms in what we might call a block decompo-
sition of the scattering operator.

Proposition 4.5. Let S, mapping L2(Sd−1) to itself, admit the factorization
(4.1), then Snm, defined as

Snm = PnSPm(4.6)

has an L∞ kernel snm(Θ, Φ), and satisfies

||Snm|| ≤ σn(R)σm(R) ||B||
|snm(Θ, Φ)| ≤

√
Nσn(R)

√
Mσm(R) ||B||(4.7)

Proof. We insert the factorization (4.1) into (4.6)

Snm = PnH∗
RBHRPm

= (HRPn)∗BHRPm

and use our singular value decompositions, (3.3) and (3.5)

= σnσmQ∗
nBQm(4.8)

so that
||Snm|| ≤ σnσm||B||

Recalling again that the pΘ
n ’s are kernels of the Pn’s, we see that the kernel of Snm,

is given by

snm(Θ, Φ) =
(
pΘ

n ,SpΦ
m

)
L2(Sd−1)

=
(
pΘ

n ,SnmpΦ
m

)
L2(Sd−1)

|snm(Θ, Φ)| ≤ ||pΘ
n || ||Snm|| ||pΦ

m||
≤

√
Nσn(R)σm(R)||B||

√
M

The main conclusion of theorem 1.2 is the estimate (1.10) of the left hand side
of the identity (4.9) below. We will apply (4.7) to show that the series on the right
hand side is summable, and then to prove (1.10).

(4.9) Pls(Θ,−Θ) =
∑

n,m

Plsnm(Θ,−Θ)

The next proposition tells us that many of the terms in the series are zero.

13



Proposition 4.6.

Pl(snm(Θ,−Θ) ≡ 0

unless the sum of any two indices is greater than or equal to the third.
Proof.

snm(Θ,−Θ) =
(
p−Θ

n ,SpΘ
m

)
L2(Sd−1)

=




∫

Sd−1

pn(Θ · Ψ1)p
Ψ1

n dΨ1,S
∫

Sd−1

pm(Θ · Ψ2)p
Ψ2

m dΨ2





=

∫

Sd−1

∫

Sd−1

pn(Θ · Ψ1)pm(Θ · Ψ2)
(
pΨ1

n ,SpΨ2

m

)
dΨ1dΨ2

Plsnm(τ) =

∫

Sd−1

∫

Sd−1




∫

Sd−1

pl(Θ · τ)pn(Θ · Ψ1)pm(Θ · Ψ2)dΘ



(pΨ1

n ,SpΨ2

m

)
dΨ1dΨ2

The quantities in the square brackets are closely related to the Clebsch-Gordon coef-
ficients [14]. To see that they must be zero, fix Ψ1 and Ψ2, and call the quantity in
the square brackets cnml(τ). Since pτ

l (Θ) = pl(Θ · τ) is the kernel of the projection
operator Pl onto degree l spherical harmonics, we see that cnml(τ) are the degree l
spherical harmonics in the condensed spherical harmonic expansion of the product of
the two spherical harmonics, pΨ1

n and pΨ2
m . I.e.

pΨ1

n (Θ)pΨ2

m (Θ) =

∞∑

l=0

cnml(Θ)

Recalling that every spherical harmonic extends to a homogeneous polynomial
of the same degree, we see that the left hand side extends to the unit ball as a
homogeneous polynomial of degree n + m if we replace Θ by rΘ. Since the left
hand side goes to zero as rn+m as r → 0, so must the right hand side. This is only
possible if the cnml, which extend as homogeneous degree l polynomials, are zero for
all l < n+m. Finally, note that all conclusions remain valid if we permute the indices
n, m, and l.

Proof. [Proof of Theorem 1.2]
We start by applying propositions 4.2 and 4.5 to conclude that

(4.10) |snm(Θ, Φ)| ≤ ||q(I − Gq)−1||
√

Nσn(R)
√

Mσm(R)

We set Φ = −Θ and let snm(Θ) = snm(Θ,−Θ).
Now, (4.10) tells us that the terms |snm(Θ)| are summable. Hence, we may write

s(Θ) =

∞∑

n,m=0

snm(Θ)

and therefore

Pls(Θ) =

∞∑

n,m=0

Plsnm(Θ)

which is the same as

14



=
∑

n+m≥l

Plsnm(Θ)

according to proposition 4.6. Hence

||Pls||L2 ≤
∑

n+m≥l

||Plsnm(Θ)||L2(4.11)

≤
∑

n+m≥l

||snm(Θ)||L2

Recalling that ω is the area of Sd−1

≤ √
ω
∑

n+m≥l

||snm(Θ)||L∞(4.12)

≤ √
ω||q(I − Gq)−1||

∑

n+m≥l

√
Nσn(R)

√
Mσm(R)

Finally, proposition 4.7, which we state and prove below, estimates the sum on the
right hand side in terms of σl(2R).

≤ ||q(I − Gq)−1|| ω
√

2 R
d
2

(1 − 2R
l )(1 − R2

l+ d
2

)2

√
L σl(2R)(4.13)

This completes the proof for q ∈ L∞. For q ∈ Lp(Rd) with p > max(2, d
2 ), we return

to (4.5) and notice that theorem 1.2 holds for each of the two terms. It holds for
the first because it is a Born back-scattering kernel and for the second because the
operator in the middle is bounded. It is not hard to see that the conclusion will persist
for the sum.

The next proposition provides an estimate of the right hand side of equation
(4.13) and thus yields the last ingredient necessary to establish theorem 1.2.

Proposition 4.7.

(4.14)
∑

n+m≥l

√
N σn(R)

√
M σm(R) ≤

√
2ω R

d
2

(1 − 2R
l )(1 − R2

l+ d
2

)2

√
L σl(2R)

Proof. The proof requires several small lemmas. The first allows us to estimate
the σn(r)’s from above and below by ratios of Γ-functions and powers of r.

Lemma 4.8.

Γ(d
2 )( r

2 )n

Γ(n + d
2 )

(
1 − ( r

2 )2

n + d
2

)
≤jn(r)≤ Γ(d

2 )( r
2 )n

Γ(n + d
2 )

(4.15)

√
ω 2

d−1

2 Γ(d
2 )( r

2 )n+ d
2

Γ(n + d+1
2 )

(
1 − ( r

2 )2

n + d
2

)
≤σn(r)≤

√
ω 2

d
2 Γ(d

2 )( r
2 )n+ d

2

Γ(n + d+1
2 )

(4.16)

Proof. The first inequality, (4.15), is just the statement that the spherical Bessel
function lies between the first and the partial sum of the first two terms of its al-
ternating power series expansion. The second is obtained from the first by squaring,
integrating over the ball of radius r, and making use of (4.18) below.

The dimensions N of the spaces of spherical harmonics of degree n also appear
on the left hand side of (4.14). We will estimate them from above and below in terms
of Γ-functions as well.
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Lemma 4.9.

N(n, d) =






1 n = 0

d n = 1
(2n+d−2)(n+d−3)!

n!(d−2)! otherwise

(4.17)
Γ(n + d − 1)

Γ(n + 1)Γ((d − 1)
≤ N ≤ 2

Γ(n + d − 1)

Γ(n + 1)Γ(d − 1)

Proof. The first formula follows from the observation that N satisfies the difference
equation

N(n, d) = N(n, d − 1) + N(n − 1, d)

and the fact that (4.17) holds in the special cases n = 0 and d = 2. See [11] for a
different proof. The inequality (4.17) follows from this formula and

n + d − 2 ≤ 2n + d − 2 ≤ 2(n + d − 2)

The ratio s!
(s−1)! = Γ(s+1)

Γ(s) = s. We need to estimate the analogous ratio when one

of the arguments is a half integer. For this we state

Lemma 4.10.

(4.18) (s − 1

2
)

1
2 ≤ Γ(s + 1

2 )

Γ(s)
≤ s

1
2

Proof. Because the gamma function is log-convex [3],

Γ(s +
1

2
) ≤ Γ(s)

1
2 Γ(s + 1)

1
2

Γ(s + 1
2 )

Γ(s)
≤ Γ(s + 1)

1
2

Γ(s)
1
2

= s
1
2

Analogously,

Γ(s) ≤ Γ(s − 1

2
)

1
2 Γ(s +

1

2
)

1
2

Γ(s)

Γ(s + 1
2 )

≤ Γ(s − 1
2 )

1
2

Γ(s + 1
2 )

1
2

=
1

(s − 1
2 )

1
2

We use lemma 4.10 to establish a replacement for the binomial theorem involving
Γ-functions of half integers rather than just factorials.

Lemma 4.11.

∑

n+m=l

1

Γ(n + d+1
2 )

1

Γ(m + d+1
2 )

≤ 2l+d−1

Γ(l + d)
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Proof. If d is odd, the inequality is an equality which follows from the binomial
expansion of (1 + 1)l+d−1. If d is even, we use (4.18)

∑

n+m=l

1

Γ(n + d+1
2 )

1

Γ(m + d+1
2 )

≤
∑

n+m=l

(n + d
2 )

1
2

Γ(n + d
2 + 1)

(m + d
2 )

1
2

Γ(m + d
2 + 1)

≤ (l +
d

2
)
∑

n+m=l

1

Γ(n + d
2 + 1)

1

Γ(m + d
2 + 1)

= (l +
d

2
)

2l+d

Γ(l + d + 1)

≤ 2l+d

Γ(l + d)

The sum in (4.14) is in fact a double summation over the indices n and m. Hence,
we first estimate each single sum in lemma 4.12 below, and then sum those estimates
in lemma 4.13 to estimate the double summation.

Lemma 4.12.

∑

n+m=l

√
N σn(R)

√
M σm(R) ≤

√
2ω R

d
2

(1 − R2

l+ d
2

)

√
L σl(2R)

Proof.

∑

n+m=l

√
N σn(R)

√
M σm(R) ≤ L

∑

n+m=l

σn(R) σm(R)

(4.19)

We apply (4.15) from lemma 4.8

≤ ω2d−1Γ2(
d

2
)(

R

2
)l+dL

∑

n+m=l

1

Γ(n + d+1
2 )

1

Γ(m + d+1
2 )

then lemma 4.11

≤ ω2d−1Γ2(
d

2
)(

R

2
)l+dL

2l+d

Γ(l + d)

followed by the left inequality in (4.16) of lemma 4.8

≤
√

ω
√

Lσl(2R)

(1 − R2

l+ d
2

)

(
2

d−1

2 (
R

2
)

d
2

) (
Γ(

d

2
)
√

L
Γ(l + d+1

2 )

Γ(l + d)

)
(4.20)

and finally (4.17) to see that the third factor in (4.20) is less than 2

≤
√

ω
√

Lσl(2R)

(1 − R2

l+ d
2

)

(
2

d+1

2 (
R

2
)

d
2

)
(4.21)

Finally, we complete these estimates with
Lemma 4.13.

(4.22)

∞∑

l=l0

√
L σl ≤

√
L0 σl0

(1 − R
l0

)(1 − R2

4l0+2d )
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Proof.

∞∑

l=l0

√
L σl ≤

√
L0 σl0

(
1 +

∞∑

l=l0+1

√
L

L0

σl

σl0

)

According to lemma 4.9

≤
√

L0σl0

(
1 +

∞∑

k=1

√
Γ(l0 + k + d − 1)Γ(l0 + 1)

Γ(l0 + d − 1)Γ(l0 + k + 1)

σl

σ l0

)

Estimating the square root gives,

≤
√

L0σl0

(
1 +

∞∑

k=1

(
1 +

d − 2

l0 + 1

) k
2 σl

σ l0

)
(4.23)

(4.24)

Next, we apply both upper and lower bounds in (4.16) of lemma 4.8,

≤
√

L0σl0

(
1 +

∞∑

k=1

(
1 +

d − 2

l0 + 1

) k
2
(

R

2

)k Γ(l0 + d+1
2 )

Γ(l0 + k + d+1
2 )

1

1 − R2

4l0+2d

)
(4.25)

(4.26)

and finally estimate the ratio of Gamma functions, and compare to a geometric series,

≤
√

L0σl0

(
1 +

∞∑

k=1

(
1 +

d − 2

l0 + 1

) k
2

(
R
2

)k

(l0 + d+1
2 )k

1

1 − R2

4l0+2d

)
(4.27)

≤
√

L0σl0

1 − R2

4l0+2d



1 +

∞∑

k=1

(
(1 + d−2

l0+1 )
1
2 r

l0 + d+1
2

)k




≤
√

L0σl0

1 − R2

4l0+2d

∞∑

k=0



 r

l0

√
1 + d−2

l0+1

1 + d+1
2l0





k

≤
√

L0σl0

1 − R2

4l0+2d

∞∑

k=0

(
r

l0

)k

Hence, (4.22) follows on summing the geometric series.
We need only observe that combination of lemmas 4.12 and 4.13 implies (4.14)

to finish the proof of proposition 4.7.

5. Numerical Applications. In this section, we illustrate a method for finding
the convex back-scattering support with a simple example in two dimensions. Here,
our scatterer is rectangle Rq,

Rq = {(x, y) ∈ R
2 : −1 ≤ x ≤ 1,−1/2 ≤ y ≤ 1/2}

having horizontal sides at x = ±1 and vertical ones at y = ±0.5. We computed the
full (not the Born) back-scattering kernel numerically, using the Helmholtz equation

(∆ + k2n2(x))u = 0
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with the wavenumber k = 5 and index of refraction given by the formula

n2 =

{
2 x ∈ Rq

1 x /∈ Rq

5.1. The Forward Solution. In this section we explain how we computed the
back-scattering kernel that we will use as data to numerically determine the convex
back-scattering support for our example to follow.

For each incident wave, we employ a two-step process. First, we solved a dis-
cretized version of the Lippmann-Schwinger integral equation (LSIE) for the total
field u on (a region slightly larger than) the support of the scatterer, using a Nyström,
or collocation, method. Next, we use the product qu as a source and numerically in-
tegrate it against the two dimensional version of the far field operator F , computing
only the value of the scattered field in the direction opposite that of the incident wave.

More specifically, we solved the LSIE numerically by discretizing the operator
I − Gq, and the incident wave ui, over a large, but finite, number of nodes on a pre-
scribed rectangular region D = Dx × Dy containing the scatterer q and then solved
the ensuing large system of simultaneous equations (of the form Au = ui) for the
unknown u on our grid of evaluation nodes. This process was then repeated over a
collection of incident directions on the unit circle.

In two dimensions, we use a collection of equally spaced points (xl̂, yp̂) ∈ D,
(l = 1, 2, · · · , M , p = 1, 2, · · · , N), and then express the LSIE as

u(x̂l, ŷp) +

∫

Dx

∫

Dy

K(x̂l − x, ŷp − y)u(x, y)dydx = ui(x̂l, ŷp)

where the kernel K is

K(x̂l − x, ŷp − y) =
i

4
H

(1)
0

(
k
√

(x̂l − x)2 + (ŷp − y)2
)

q(x, y)

and H
(1)
0 is the usual Hankel function of the first kind. We discretize the points

of integration similarly, defining the additional points (xl, yp), at the same points of
evaluation of the LSIE. Using the Trapezoid-Rule on this same set of nodes allows us
to write the fully discrete version of the LSIE as

ul̂,p̂ +
∆x∆y

4

N−1∑

p=1
p6=p̂

M−1∑

l=1
l 6=l̂

(Kl̂,l;p̂,pul,p + Kl̂,l+1;p̂,pul+1,p + Kl̂,l;p̂,p+1ul,p+1

+ Kl̂,l+1;p̂,p+1ul+1,p+1) + wl̂,p̂Sl̂,p̂ul̂,p̂ = ui
l̂,p̂

The notation given above has been abbreviated so that the subscripts indicate the
points of evaluation. Namely, ul̂,p̂ = u(x̂l, ŷp), ul,p := u(xl, yp), and Kl̂,l;p̂,p = K(x̂l−
xl, ŷp − yp). Since the kernel of the integral operator is singular along the diago-
nal, these terms must be treated separately in the discretization scheme. The term
wl̂,p̂Sl̂,p̂ul̂,p̂ above corresponds to the appropriate Trapezoid-Rule weighted average of
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the diagonal terms in the discretization. Specifically,

Sl̂,p̂ :=

{
k2

4 δ2ql̂,p̂ (1 − 2 log δ − 4Ck) if (x̂l, ŷp) ∈ D
k2

8 δ2ql̂,p̂ (1 − 2 log δ − 4Ck) if (x̂l, ŷp) ∈ ∂D.

where

Ck =
1

2

(
log

k

2
− γ

)
− iπ

4

and γ is the Euler-Mascheroni constant.

In more detail, what we have done is to assume that product qu is nearly con-
stant over some small ball of radius δ and integrated the logarithmic singularity of the
kernel on this set to define the appropriate matrix entry in the numerical integration
along the diagonal. Provided we take a fine mesh of integration points, this presents
a viable way to treat this weakly singular behavior. We use an equi-spaced grid in
both x and y and chose δ to be ∆x/2.

Lastly, we obtained the back-scattered field by simply computing the discrete sum
of the form

sq(θ) = ei 5π
4

√
1

8kπ

M−1∑

l=1

(Al(θ) + Al+1(θ))
∆x

2

where we define the iterated areas Al(θ) and Al+1(θ) as

Al(θ) =
N−1∑

p=1

(f(xl, yp, θ) + f(xl, yp+1, θ))
∆y

2

Al+1(θ) =

N−1∑

p=1

(f(xl+1, yp, θ) + f(xl+1, yp+1, θ))
∆y

2

and where we used the computed values of the total field u on the grid to compute

f(xl, yp, θ) = e−ik(xl cos θ+yp sin θ)q(xl, yp)u(xl, yp)

Again, we ran the above numerical scheme for a rectangular scatterer, i.e. q =
k2χRq

with χRq
the characteristic function of the rectangle

Rq = {(x, y) ∈ R
2 : −1 ≤ x ≤ 1,−1/2 ≤ y ≤ 1/2}

and computed the back-scattering kernel at 100 equi-spaced points on the unit circle.
We used a wavenumber of k = 5 and distributed 40 nodes along each of the x and y
axes within the bounding region

D = {(x, y) ∈ R
2 : −1 ≤ x ≤ 1,−1 ≤ y ≤ 1}

Just over 1.5 wavelengths fall within D, so that 40 Trapezoidal-rule integration nodes
(roughly 25 nodes per wavelength) should yield an accurate simulated solution.
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5.2. Numerical Computation of the Convex Back-Scattering Support.

In this section, we illustrate how we use the back-scattering data to find the rectangle4.
The general outline of our method for locating the rectangle from the back-scattering
kernel will be the following:

1. Choose a center, c ∈ R
2 (we take c = 0 the first time through) and expand

the back-scattering kernel in a Fourier series centered at this point.
2. Find the support, i.e. the value of n where these coefficients rapidly transition

to zero, in order to calculate the radius of the smallest ball centered at c
that contains the (convex back-scattering support of the) rectangle. We will
explain this in detail below.

3. Choose other centers and repeat the above process to produce other balls.
4. The scatterer, e.g. the rectangle, must be contained in the common intersec-

tion of all these balls.
The second step warrants further explanation. We begin by expanding the back-

scattering kernel, i.e. the measured back-scattered signal, in a Fourier series centered
at c. On the circle, it is more convenient to work with the azimuthal angle θ ∈ [0, 2π],
which is related to the unit vector Θ through Θ = (cos θ, sin θ). The Fourier series
expansion, centered at c, is

eic·Θs(Θ) =

∞∑

n=−∞

tneinθ

Numerically, we compute a finite sequence {tn} as the discrete Fourier transform of
the sequence {eic·Θns(Θn)}, where {Θn} are equi-spaced points on the unit circle. In
theorem 1.2 we expanded in condensed spherical harmonics. In two dimensions, the
condensed spherical harmonics of degree n are the linear combinations of einθ and

e−inθ, i.e., s
(c)
0 (Θ) = t0 and

s(c)
n (Θ) = tneinθ + t−ne−inθ, n ≥ 1(5.1)

so that ‖s(c)
0 ‖L2(S1) = |t0| and

||s(c)
n ||L2(S1) =

(
|t−n|2 + |tn|2

) 1
2 , n ≥ 1(5.2)

Now, if the scatterer, i.e. our rectangle, is contained in the ball of radius R, then, the
sn’s satisfy the estimate (1.10), which simplifies slightly in two dimensions because
N(n, 2) = 2. Specifically,

||s(c)
n ||L2(S1) ≤ C(q)Nσn(2kR) ≤ 2C(q)σn(2kR)

Theorem 1.2 only tells us that, if the rectangle is contained in the ball of radius R

centered at c, then the sn’s (a shorthand notation for the ||s(c)
n ||L2) are bounded by a

constant times the σn(2kR)’s. We shall operate as if we knew the converse were true
as well5. The wavenumber k is fixed (k = 5 in the example below), so we want to
examine the sn’s and find the smallest value of R for which such a bound holds. Our
test principle for finding R from the Fourier coefficients will be the following:

4In general, we can only expect to find the convex back-scattering support of the scatterer, which
may be smaller than the convex hull of the scatterer. In the Born approximation, it follows from
theorem 14 of [8] that the convex back-scattering support of a rectangle is exactly the rectangle. We
have not proved this for the full back-scattering data, but the numerical computations below suggest
that this is the case.

5For the Born approximation, the converse is part of theorem 1.1.
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Fig. 1. σn(50) plotted as a function of n. Notice that σn(50) is large (> 6) for n < 45 and
small (< 0.5) for n > 55. If we knew only that this was a plot of σn(R) for some R, we could have
deduced an approximation for R by finding the value of n where the function rapidly transitioned to
zero.

Test Principle 5.1. The sn’s are effectively supported in the interval (0, N) if
and only if the the convex back-scattering support is contained in the ball of radius
R = | N

2k |.

We expect the sn’s to be effectively supported in the interval (0, N) because the
σn(2kR)’s have exactly this property. As a function of n, σn(2kR) is positive and
bounded away from zero for n < |2kR| and effectively zero for n > |2kR|, with a
transition region of width proportinal to (2kR)1/3. We see evidence of this behavior
in the graph of σn(50) in figure 1 and in the asymptotic formulas:

(5.3) σn(2kR) ∼
{√

2
(
(2kR)2 − n2

) 1
4 n < |2kR|

(
ekR

n

)n+1 ∼ 0 n > |2kR|

Equation (5.3) follows from classical asymptotics of Bessel functions when at least
one of either n or kR is large. We don’t yet know a proof when neither is large, but
rely on numerical computations in this case. It can be shown that the two sequences,
σ2n(2kR) and σ2n+1(2kR) are monotone decreasing as n > 0 increases.

The sequences of graphs on the following two pages illustrate the transitions we
witness in the σn’s are also observed in the back-scattering data as well.
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• We plot the modulus of the
Fourier coefficients of the
back-scattering kernel on the
right and locate the transition
to zero at n = 13, indicating
that value of n by the dashed
vertical line.

• We draw the deduced circle
of radius n

2k = 13
2×5 on the

left, including the rectangle
for comparison.
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• We choose a new center, indi-
cated by the black dot in the
plot on the left.

• We compute the modulus of
the translated Fourier coeffi-
cients, plot them on the right,
and locate the transition to
zero at n = 32.

• We draw the deduced circle of
radius n

2k = 32
2×5 in the plot

on the left. The dashed line
represents the previous circle.
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• We choose another new cen-
ter, indicated by the black
dot. We again plot the mod-
ulus of the translated coeffi-
cients , locate the transition
to zero at n = 28, and draw
the new circle.

• The dashed lines represents
the previous circles. Recall
that the back-scattering sup-
port must lie in their intersec-
tion.
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We chose the sequence of centers so
that we could approximate the rectan-
gle with just a few circles, and thus
illustrate the method with only a few
plots. Of course, we based this choice
on a priori knowledge. We don’t dis-
cuss strategies for efficiently choosing
the centers. One alternative is to sim-
ply test all centers on some grid of in-
terest.
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Circle of radius 1.4 centered at 
 (0.0 , 0.0) This sequence of plots uses the same data

as the previous sequence, but we have
added white noise to both the the ampli-
tude and phase of the data. We chose the
noise level to be 15% (i.e. variance equal
to 0.15 times maximum amplitude (16) of
the original data for the amplitudes and
0.15 × 2π for the phases).
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• We locate the transition to the
noise level rather than the tran-
sition to zero.

• If we didn’t know that the noise
level was 2.4 (0.15×16), we could
readily estimate it from any of the
four plots.
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• Our estimates of the radii in
the noisy case are consistently
smaller than in the noiseless case.
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Circle of radius 2.5 centered at 
 (−0.1 , −2.0) • We believe that the last two plots

exhibit a single, more rapid tran-
sition than the first two because
the distance from any point in the
rectangle to the center of the cir-
cle does not vary much compared
with the variation in the first two
plots.
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As illustrated in the previous collection of plots, our test principle is based on a
transition which occurs at a finite value of n, while the theorems 1.1 and 1.2 depend
only on large n asymptotics. The strict conditions of these theorems may never be
verified experimentally, while the test principle, or any condition that does not include
a limit as n → ∞, can not be mathematically correct. One can always construct a
potential q, supported in the ball of radius R, having any finite number of Fourier
coefficients of q̂(kΘ) equal to an arbitrary set of numbers. This set of numbers can be
– somewhat artificially – chosen to be identically zero or to mimic the transition we
seek, and thus foil our test principle. Nonetheless, such an example would always be
exposed by increasing the wavenumber. Theoretically, we can use a wave of any fixed
wavelength to probe any medium – even one which varies very rapidly as a function of
position on the scale of that wavelength – to discover its convex back-scattering sup-
port. Practically speaking, however, we can not expect to effectively probe a medium
whose features vary rapidly on the scale of a wavelength. Some dichotomy between
theory and practice is inevitable. One goal for future work will be a more accurate
description of those media that we can confidently test with this data and this method.

We should also mention that there are certainly other reasonable, and perhaps
better, methods for deducing R than our proposed test principle 5.1. For instance,
one might attempt to sum a regularized version of the series given in (1.8) over
various values of R and seek the value of R where the sum becomes bigger than some
prescribed threshold. We use the principle 5.1 above since the very steep transition
remained easily visible in the presence of noise. This is not a property that the partial
summations we tried shared. For our proposed test scheme, we did not need to choose
a regularization parameter; however, we did need to decide where the transition to
zero, or to the observable noise level, occurred. We found the transition by eye.
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