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A new method is proposed for solving two-stage problems in linear and quadratic stochastic
programming. Such problems are dualized, and the dual, althought itself of high dimension, is
approximated by a sequence of quadratic programming subproblems whose dimensionality can
be kept low. These subproblems correspond to maximizing the dual objective over the convex
hull of finitely many dual feasible solutions. An optimizing sequence is produced for the primal
problem that converges at a linear rate in the strongly quadratic case. An outer algorithm of
augmented Lagrangian type can be used to introduce strongly quadratic terms, if desired.
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1. Introduction

In the recourse model in stochastic programming, a vector x must be chosen
optimally with respect to present costs and constraints as well as certain expected
costs and induced constraints that are associated with corrective actions available
in the future. Such actions may be taken in response to the observation of the values
of various random variables about which there is only statistical information at the
time x is selected. The actions involve costs and constraints that depend on these
observed values and on x. The theory of this kind of stochastic programming and
the numerical methods that have been proposed for it has been surveyed recently
by Wets [12].

We aim here at developing a new solution procedure for the case where the first
and second stage problems in the recourse model fit the mold of linear or quadratic
(convex) programming. We assume for simplicity that the random variables are
discretely distributed with only finitely many values. This restriction is not fully
necessary in theory, but it reflects the realities of computation and a natural division
among the questions that arise. Every continuous distribution must in practice be
replaced by a finite discrete one, whether empirically, or through sampling, mathe-
matical approximation, or in connection with the numerical calculation of integrals
expressing expectations. The effects of such discretization raise important questions
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of convergence and statistical confidence in the solutions that are obtained, but
such matters are best left to separate study.

We assume therefore that the probability space is a finite set (2 the probability
associated with an element w € {2 is p,, and the expectation of a quantity u,, that
depends on w is

Eu,'= Y p.u,.

wef)
The fundamental problem we want to address is

minimize c¢-x+3x: Cx+Ey,(x) overall xe XcR", (P)

where X is a nonempty convex polyhedron, ¢ is a vector in R”, C is a symmetric
matrix in R"™" that is positive semidefinite, and ¢, (x) is the minimum cost in a
certain recourse subproblem that depends on w and x. (Here x - y denotes the inner
product of x and y.) We view this recourse subproblem as one of linear or quadratic
programming, but instead of handling it directly we work with its dual. More will
be said about this later (see Proposition 1 in Section 2 and the comments after its
proof), but what counts in the end is the following: we suppose a representation
¥, (x) = max{z, [h,— T,x]-3z, - H,z} (1.1)
B

is available, where Z, is a nonempty convex polyhedron in R™, T, is a matrix in
R™™", h,, is a vector in R™, and H,, is a symmetric matrix in R™™™ that is positive
semidefinite. Such a formulation also covers important cases where, as will be
explained presently, “recourse” is not the key idea and instead i, (x) arises when
penalty expressions of a certain general type are introduced to restrain the difference
vector h,, — T,,x. Note from the subscript w that all the elements in the representation
(1.1) are in principle allowed to be random, although a particular application might
not involve quite so much randomness.

Two basic conditions are imposed on the given data. We assume X and C are
such that for every veR" the set

(o) = argn)l(in{v' x+3ix- Cx} (1:2)

is nonempty and bounded. We also assume Z,, h,, T,, and H,, are such that for
every x € X the set

{,(x)=argmax{z, - [h, - T,x]—3z, H,z,} (1.3)

weZ,

is nonempty and bounded. Certainly the first condition holds if X is bounded or
C is positive definite, and the second holds if Z,, is bounded or H,, is positive definite.

The first condition is quite innocuous, since in practice X can always be taken
to be bounded. It implies that the function

d(v) = il_l}f{ {v- x+35x Cx}, (1.4)

which will have a role in duality, is finite everywhere.
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The second condition is more subtle, since it involves dual elements that might
not be given directly but derived instead from a primal statement of the recourse
subproblem that depends on x and w. It ensures in particular that for every xe X
and w £ {2, the optimal value ,(x) in this subproblem is finite, and an optimal
recourse exists. This means that our stochastic programming problem (P) is one of
relatively complete recourse [10]: there are no induced constraints on x that arise
from the need to keep open the possibility of recourse at a later time.

Of course, if our problem were not one of relatively complete recourse, we could
make it so by identifying the induced constraints and shrinking the set X until they
were all satisfled. The smaller X would still be a convex polyhedron, although its
description might be tedious in situations where special approaches such as in
[10, Section 1] can’t be followed. In this sense our second condition forces no real
restriction on the problem either, except in requiring that the induced constraints,
if any, be identified thoroughly in advance.

In some of the situations that motivate our model the recourse subproblem is
actually trivial and its solution can be given in closed form. Such situations occur
when constraints are represented by penalties: the term Ei,(x) in (P) can then be
interpreted as an expected penalty. Indeed, using the notation

6, (u)=max {z, u—3z, H,z,} (1.5)

ZLEZ,

we can write

gl x) = O, U, — T,x): (1.6)
If 0e Z_, then

6,(u)=0 forallu,  6,(0)=0, (1.7)
so we can view 8,(h, — T,x) as a penalty attached to certain degrees or directions
of deviation of T,x from the vector h,. Many useful penalty functions of linear-
quadratic type can be expressed as in (1.5). In particular the case where 6, (h, — T, x)
is a sum of separate terms, one for each scalar component of the deviation vector
h, — T,x, can be identified with the case where each Z, is a product of intervals
and H,, is diagonal. This case underlies a special model we have treated in [9].

The solution procedure that we shall present depends on a Lagrangian representa-
tion of problem (P) which leads to the dual problem

maximize ¢(c— ET*z,)+ E{z, - h,—3z, - H,z,}
subjectto z,€ Z, for all we (). (D)

Here ¢ is the function in (1.4), for which another representation will later be given
(Proposition 2 in Section 2). The asterisk * signals the transpose of a matrix. The
maximization in (D) takes place over the convex polyhedron

Z=1.aZ, c(R")": (1.8)
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we think of z,, as the component in Z, of a point z Z The vector space (R™)"

here, which is a product of copies of R”, one for each w € £2, is likely to be of very
high dimension, since the number of points in {2 may be very large. Despite this
formidable dimensionality it is by way of (D), at least in concept, that we propose
to solve (P). Properties of expectation, decomposition and quadratic structure, will
make this possible. The relationship between (P) and (D) is explored in Section 2
along with other questions of quadratic programming duality that are crucial to in
our formulation and our algorithm.

We approach problem (D) by a finite generation technique in which the feasible
region Z is approximated from within by polytopes of comparatively low dimension,
a polytope being a subset generated as the convex hull of finitely many points. This
technique is presented in Section 3. It resembles the classical finite-element or
Galerkin approach to the unconstrained maximization of a functional defined over
an infinite-dimensional space, where one maximizes over finite-dimensional sub-
spaces that grow in size as the approximation is refined. An important difference,
however, is that in our case the new element or elements that are introduced at each
stage in modifying the polytope over which we maximize are not obtained from
some predetermined scheme, as classically, but identified in an ‘adaptive’ manner.
Furthermore, the total number of elements used in generating the polytope does
not have to keep increasing; the sequence of polytopes does not have to be nested.
We prove in Section 4 that when the matrix C is positive definite these elements
can readily be consolidated without threat to ultimate convergence, although the
rate of progress may be better if a substantial set of generating elements is maintained.
In this way the dimension of the subproblem to be solved in every iteration can be
kept as low as seems desirable.

The subproblem of maximizing over a polytope can be represented as a standard
type of quadratic programming problem and solved exactly by available codes. It
yields as a byproduct an approximate solution vector for (P) along with bounds
that provide a test of near optimality. The sequence of such approximate solutions
converges to an optimal solution to (P). If not only C but also the matrices H,, are
positive definite, the rate of convergence is linear, in fact with guaranteed progress
of a certain sort in every iteration, not just for the tail of the sequence.

In producing a new element to be used in the subrepresentation of Z in terms
of a convex polytope, we have a particular x on hand and must carry out the
maximization in (1.1) for every w € £2. In other words, we must solve a large number
of closely related linear or quadratic programming problems in R™. This could be
a difficult task in general, but techniques such as have already been developed in
connection with other approaches to stochastic programming problems of a more
special nature (see Wets [12]) do offer hope. Furthermore, there are cases of definite
interest where the maximization in (1.1) is trivial, for instance where Z,, is a product
of intervals and H,, is diagonal. Such a case has been described in [11].

Not all of the problems we wish to solve have C and H, paositive definite, but
this does not prevent the application of our method and the achievement of a linear
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rate of convergence. Augmented Lagrangian techniques [7] can be effective in
approximating any problem (P) by a sequence of similar problems that do exhibit
positive definiteness. We explain this in Section 5 after having established in Section
4 the results that show the advantages of the strongly quadratic case.

Our algorithm has been implemented successfully by Alan King ona VAX 11/780
at IIASA and at the University of Washington for solving quadratic stochastic
programs with simple recourse. We have solved some product-mix test problems,
and used it in the analysis of investment strategies to control the eutrophication
process of a shallow lake. This last class of problems involved 56 decision variables,
most of them with upper and lower bounds; the set X was determined by 35 linear
constraints. The matrix T e€R**® and the vector h e R* were random, whereas the
(nonstochastic) quadratic term involving H was introduced as a result of the
augmentation procedure suggested in Section 5. A report on this implementation
and the numerical results that have been obtained has been written by A. King [4].

2. Lagrangian representation and duality

As the Lagrangian associated with problem (P) under the representation (1.1) of
the recourse costs, we shall mean the function

L(x,z)=c-x+3x - Cx+E{z, - [h,—T,x]—3z,  H.,z,}
forxe X, ze Z, (2.1)

where Z is the convex polyhedron in (1.8). Clearly L(x, z) is convex in x and
concave in z, since C and H,, are positive semidefinite. General duality theory [6]
associates with L, X and Z, the primal problem

minimize F over X, where F(x):= max L(x, z), (2.2)

and the dual problem

maximize G over Z, where G(z):= I'I‘l_i}]{l L(x, z). (2.3)

The functions F and G are convex and concave, respectively. Our assumptions in
Section 1 allow us to write ‘max’ and ‘min’ in their definitions rather than ‘sup’ and
inf”.

These problems turn out to be the ones already introduced. In terms of the
notation in (1.2) and (1.3), we have

argmax L(x, z)={z|z, € &, (x), for all we 2}, (2.4)

argrr)%in L{x,z)=&(c—ET%z,). (2.3)
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Moreover for xc X and ze Z we have
F(x)=c:x+ix- Cx+ Ey,(x), (2.6)
G(z)=¢(c—ET%z,)+E{z,  h,—3z,  H,z,}. 2.7

Thus the primal and dual problems (2.2) and (2.3) can be identified with (P) and
(D), respectively.

In order to continue with our analysis of these problems, we need to step back
briefly for a look at some basic facts about duality in quadratic programming, not
only as they might apply to (P) and (D), but also to various subproblems in our
schemes. A guadratic programming problem is usually defined as a problem in
which a quadratic convex function is minimized (or a quadratic concave function
maximized) subject to a system of linear constraints, or in other words, over a
convex polyhedron. As is well known, such a problem has an optimal solution
whenever its optimal value is finite (see Frank and Wolfe [3, Appendix (i)]): the
Kuhn-Tucker conditions are both necessary and sufficient for optimality. For the
purpose at hand, it is essential to adopt a more general point of view in which a
problem is considered to fall in the category of quadratic programming as long as
it can be represented in this traditional form, possibly through the introduction of
auxiliary variables.

Consider an arbitrary Lagrangian of the form

Huv)=p-utg-v+iu-Pu—3v-Qu—v- Ru foruel, veV, (2.8)

where U and V are nonempty convex polyhedra, and P and Q are symmetric,
positive semidefinite matrices. Let

f(u):sqg{v-[q-Ru]—%v' Qu}, (2.9)
U,={u|f(u) finite} = {u|sup in (2.9) attained}, (2.10)
g(v)= inf {u-[p—R*v]—3u- Pu}, (2.11)
V,={v|g(v) finite} = {v|inf in (2.11) attained}. (2019}

The primal and dual problems associated with [, U, and V by general duality theory
can then we written as:

minimize p- u+3u- Pu+f(u) over ue Un U, (Py)
maximize g- v—3v- Qu+g(v) over ve Vi V. (Do)

The following duality theorem for (Py) and (D,) extends the standard results in
quadratic programming that were achieved by Dorn [2] and Cottle [1]. Those authors
concentrated in effect on the case where U and V are orthants. The proof that we
furnish is directed not only at an extension of theory, however. It explains how the
optimal solutions to problems in the general framework of (Py) and (D) can be
identified in terms of the input and output of standard algorithms in quadratic
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programming after a reformulation. This observation is essential in dealing with the
variouus subproblems that will play a role in Section 3.

Theorem 1. Problems (P,) and (D) are representable as quadratic programming in
the traditional sense. If (P,) and (D) both have feasible solutions, or if either (Py)
or (Dy) has finite optimal value, then both have optimal solutions, and

min(Py) = max(Dy).

This occurs if and only if the Lagrangian | has a saddle point (i, ©) relative to U X V]
in which case the saddle value [(ii, §) coincides with the common optimal value in (Py)
and (D,), and the saddle points are the pairs (i, ©) such that 7 is an optimal solution
to (Py) and © is an optimal solution to (D).

Proof. General duality theory [8] assures us that inf(P,) = sup(D,) and in particular
that both (P,) and (D) have finite optimal value if both have feasible solutions. It
also informs us that (i, #) is a saddle point of [ on U x V if and only if i is an
optimal solution to (P,), ¥ is an optimal solution to (D), and min(P,) = max(Dy},
this common optimal value then being equal to /(@ ©). We know further that a
quadratic programming problem in the traditional sense has an optimal solution if
it has finite optimal value [3, Appendix (i)]. The Kuhn-Tucker conditions are both
necessary and sufficient for optimality in such a problem, because the constraint
system is linear. The proof of the theorem can be reduced therefore to demonstrating
that (Py) and (D,) are representable as quadratic programming in the traditional
sense and in such a manner that the Kuhn-Tucker conditions for either problem
correspond to the saddle point condition for [ on U X V.

The sets U and V are associated with systems of linear constraints that can be
expressed in various ways, but to be specific we can suppose that

U={uecR"|Au=a}l#¢ and V={veR™|B*v=<b}#0, (2.13)

where A is m'xn and B is m xn'. Let u'eR" and v'¢ R™ be Lagrange multiplier
vectors paired with the conditions B*v=<b and Au= a, respectively.

Formula (2.9) gives f(u) as the optimal value in a classical quadratic programming
problem in v. The optimal solutions to this problem are vectors that satisfy the usual
Kuhn-Tucker conditions, or in other words, correspond to saddle points of the
Lagrangian

v-[g—Rul-3v  Qu+u'-[b—B*v]=b-u'+v-[q—Ru—Bu'l-3v- Qu
(2.14)

relative to u'€R7 and v€R™ In partcular, then, we have

f(u)= inf sup {b-u'+uv- [g— Ru— Bu'l—3v- Qu}. (2.15)

welky pep™

The inner supremum here is attained whenever finite, and it is attained at a point
v = u". Thus it equals inf unless there exists a vector u” € R™ such that[q — Ru — Bu'] -
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Qu"=0, in which case it equals b+ u'+5u" - Qu”, a value that actually depends only
on u and u'. We may conclude that

Uy={ucR"|3u'cR}, with Ru+ Bu'+ Qu" = q}, (2.16)
f(u) =minimum of b- u'+iu"- Qu”
subject to u'eR7, u"cR™, Ru+Bu'+Qu"=q. (2:17)
We can therefore represent (P,) as

minimize p-u+su- Put+b-u'+3u" Qu" .
(Py)
subjectto Au=z=za, u'=0, Ru+Bu'+Qu"=gq,
where the value of u” - Qu” does not depend on the particular choice of the vector
u” satisfying Ru+ Bu'+ Qu"= g but only on u and u'. This is a quadratic program-
ming problem in the usual sense, but in which u” is a sort of vector of dummy
variables that can be eliminated, if desired. In any case it follows that (P,) has an
optimal solution if its optimal value is finite, inasmuch as this property holds for
(Po).
The optimal solutions (#, @', @”) to (P,) are characterized by the Kuhn-Tucker
conditions that involve multiplier vectors ¢ for the constraint Ru+ Bu'+ Qu"=gq
and ¢’ for the constraint Au = a. These conditions take the form:

Ait=za, '=20, 7'-[AQ'—a]=0,

u'=0, B*o=b a'-[B*i—-b]=0,

R*0+A*t'—Pi=p, Ru+Bia'+Qi"=gq, Qi'=Q0
Because of the final condition we can write the next-to-last condition instead as
Rit+ Bit' + QU = g. Note that there is no restriction then on @”, except that Q"= Qr;
we could always take #”= 0 in particular. This is in keeping with our observation
that (P,) is really just a problem in u and u’. We see in fact that the pairs (i, i7’)

which are optimal for (f’o) are the ones which, for some pair (7, ©'), satisfy the
conditions

Aa=0, ©'=0, ¢ [Ad' —a]=0,
u'=0, B*o<bh u' - [B*5—b]=0, (2.18)
Ria+Bi'+Qb=q, R*o+A*3'—Pu=p.

Problem (D) can be understood in the same way. From the formula (2.11) for
g(v) we deduce that

Vo={veR™|3v'eR”, v"eR", with R*v+ B*v'— Pv"=p}, (2.19)
g(v)=maximum of a- v'—30" - Po"

subject to v'eRY, v"eR", R¥v+A*v'— Pv"=p. (2.20)
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These formulas yield for (Dy) the representation

maximize g-v—3v- Quta- v —Lv" - Po"

subjectto B¥v<=b, v'=0, R*v+A*v' - Pu"=p, y (Dy)
where the value of v" - Pv" does not depend on the particular v” satisfying R*v+
A*p'— Py" = p but only on v and v'. This is really a problem in v and v, and the
Kuhn-Tucker conditions characterize © and @' as optimal if and only if there exist
i and @ such that (2.18) holds, the same conditions as before. Since (D) is a
quadratic programming problem in the usual sense, it has an optimal solution
whenever its optimal value is finite, and (D,) therefore has this property too.

Our argument demonstrates that if either (Py) or (Do) has finite optimal value,
then both problems have optimal solutions. The optimal solutions in both cases are
characterized by the existence of auxiliary vectors such that (2.18) holds. But (2.18)
can also be seen as the Kuhn-Tucker conditions for (i, 7} to be a saddle point of
the Lagrangian (2.8), when U and V are given by (2.13). Thus for @ and © to be
optimal solutions to (Py) and (D) respectively, it is necessary and sufficient that
(@, ©) be a saddle point in (2.18). Following on the remarks at the beginning of the
proof, this establishes the theorem. [

Corollary. Any standard quadratic programming method can in principle be used to
solve problems of the form (P,) or (Dy), in fact both simultaneously, thereby determining
a saddle point of the corresponding Lagrangian [ on U X'V, if such a saddle point exists.

Proof. The representations in the proof of the theorem show more specifically that
if an algorithm is applied to (P,), the optimal solution vectors @, 4’ and multiplier
vectors © and o' which it produces yield optimal solutions # to (P,) and & to (D),
and (@, 0) is a saddle point in (2.8). The same holds if an algorithm is applied to
(D,), except that then & and &' are the optimal solution vectors, whereas # and @’
are the multiplier vectors. [

Theorem 2. The stochastic programming problems (P) and (D) are representable as
quadratic programming problems in the traditional sense, although with potentially
very high dimensionality. Both problems have optimal solutions, and

min(P) =max(D).

A pair (%, Z) is a saddle point of the Lagrangian L relative to X x Z if and only if X
is an optimal solution to (P) and % is an optimal solution to (D). The set of such pairs
(x, z) is bounded.

Proof. We need only observe that the triple L, X, Z, can be construed as a special
case of the triple I, U, V, in Theorem 1. A term like Ez, - H,z,, can be expressed as
z+ Qz for certain matrix Q, and so forth. Our assumption that the extremal sets £(v)
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in (1.2) and £, (x) in (1.3) are nonempty for all v€R", x< X and w € {2, guarantees
that every x € X is feasible for (P), and every z€ Z is feasible for (D). Therefore
we are in the case of Theorem 1 where both problems have feasible solutions.

As for the boundedness of the set of saddle points (%, Z), consider a particular
pair of optimal solutions X* and Z* to (P) and (D). Observe that for every optimal
solution X to (P), (X, £*) is a saddle point and therefore satisfies

Xeargmin L(x, z*) = £(c— ET? zF
xeX
(cf. (2.5)). But the set on the right is bounded (one of our basic assumptions in
Section 1). Likewise for every optimal solution 7 to (D), (£*, Z) is a saddle point
and therefore satisfies
Zeargmax L(x* z), so z,e{,(x") for all we 12
zeZ
(cf. (2.4)). The sets {,(x™) are all bounded (again by one of our basic assumptions
in Section 1), so Z belongs to a certain bounded set. The pairs (x, Z) thus all belong
to a product of bounded sets dependent only on £* and z*. []

The following pair of results will help to clarify the quadratic programming nature
of problems (P) and (D).

Proposition 1. For the function i, given by (1.1}, if the polytope Z,, has a representation
Z,={z,eR™|B%z,<b,} (2.21)

for some vector b, € R* and matrix B, e R™™ (with s independent of ), then 4, has
an alternative expression of the form

., (x) = minimum of d,, - y, +3y, - D,y.
X (2.22)

subject to y,€ Y, T.x+ Wy, =h

@y

for certain vectors d,, e R, h, c RY, and matrices T, e R"*", W,, ¢ R?*, and D, ¢ R***
with D, symmelric and positive semidefinite, and where

Y, ={y,eR*| Ay, =a,} (2.23)

for some a, eRF and A, e R"™.
Conversely, any function 1, having a representation (2.22) as just described (with
Y, (x) finite for all xe X) also has a representation (1.1) with Z,, of the form (2.21).

Proof. Starting with the representation (1.1) and Z, of the form (2.21), view the
maximization problem in (1.1) as the dual problem associated with the Lagrangian
lx,w(uwi Z(JJ) = uw i [bw - Bizw]+ ZOJ : [hw i ’T‘wx] _%Z!U ‘ H—COZCU

for u, eR: and z,eR™.
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The corresponding primal problem, whose optimal value is also equal to ¢, (x) by
Theorem 1 (as long as x¢ X, so that ¢, (x) is finite by assumption) js

minimize b, - u, +f,(u,) over u,eRL, where

Fultiy= sup {2, +[hy— T~ Byuy] =32, Hzu}.

z,eR
Using the trick in the proof of Theorem 1, we can reformulate the latter as
minimize b, - u, +3ul, - Houl
subjectto u,eR’, ul,eR™, Byu,+H,u,=nh,—Tx

We can then pass to form (2.22) in terms of y,, = (u,, u.,) (or by setting y,, = u,, after
algebraic elimination of u],, if the rank of H, is the same for all w € ).

Starting with the representation (2.22) and Y,, of the form (2.23), on the other
hand, we can view i, (x) as the optimal value for the primal problem associated
with the Lagrangian

Lol Ba) =2 e %600, ¢ Dy o, [h,— T, x— W.p.]
fory,e Y, and v, R
Then ¢, (x) (when finite) is also the optimal value in the corresponding dual problem
maximize v, -[h, — T,x]+g.(v,) over v,e R where

go(v,)= inf {y,[ds=Wiv.] 43y,  Durh

As we saw in the proof of Theorem 1, this problem can also be written as

maximize v, -[h, - T,x]+ v, - a,—3v) - Dol

subjectto v, eRY v, eR?, Wio,+Akv, +D,vl=d
.] El 3 w

ww w*

With z,, = (v,, v, v"), this can be brought into the form (1.1) with Z, as in (2.21).
{Alternatively one could take z, = (v,, v},) and eliminate v;, algebraically, provided
that the rank of D, is independent of w. If also the rank of the matrix W, is
independent of w, one could even eliminate v, from the problem and just take
z, = v., to get a representation (1.1) in fewer variables.) 0O

Proposition 2. The function ¢ in (1.4) also has a representation

@(v) =maximum of q- u—3u- Qu over all uc U satisfying Bu=v
for some choice of vectors b and q and matrices B and Q with Q symmetric and positive
semidefinite, where U is a convex polyhedron.
Proof. Recall that ¢(v) is finite for all v by assumption. Express X as {xcR" | Ax =
a} for some a € R? and AeR"™", and consider the Lagrangian

L(x,u)=v-x+5x- Cx+u'-[a—Ax] for xeR" and u'eRE.
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The primal problem associated with this Lagrangian is the minimization problem
in (1.4), whereas the dual problem, which also has ¢(v) as its optimal value, is

maximize a-u'+g(u') over u'eRZ,

where g(u')= i_ng" {x-[v—A*u']+1x- Cx}.

The reformulation trick in Theorem 1 translates this into

maximize a-u'—3iu" Cu"
subjectto uw'eR?, " eR", A*u'—Cu'=u.

We can then get a representation (2.24) in terms of u=(u/, u"). O

Propositions 1 and 2 make possible a more complete description of the quadratic
programming representation of problems (P) and (D) indicated in Theorem 2. When
¥.,(x) is expressed in terms of a recourse subproblem in y,, as in Proposition 1, we
can identify (P) with the problem

minimize c¢-x+3x: Cx+ E{d, - v, +3y.  D.y.}

- ol (2.25)
subjectto xe X, y,eY,, T.x+W, -y, =h, forall we (2
Similarly, when ¢ is expressed as in Proposition 2 we can pose (D) as
maximize g-u—3u- Qu+E{z, - h, 3z, H,z,} (2.26)

subjectto ue U, z,€Z,, and Bu+ E{T*z,}=c

In the latter, our assumption that ¢(v) is finite for all v € R" implies that no matter
what the choice of vectors z,, € Z,, there does exist a u € U such that the constraint
Bu+ E{T%z,} = c is satisfied.

3. Finite generation method

Our aim is to solve problem (P) by way of (D) according to the following scheme.
We replace (D) by a sequence of subproblems

maximize G(z) overall zeZ'cZ (D")

for v=1,2,...,where G is the dual objective function in (2.3) and (2.7), and Z’
is a polytope of relatively low dimension generated as the convex hull of finitely
many points in Z. Obviously (D) is the dual of the problem

minimize F"(x) overall xe X, (P")

where F" is obtained by substituting Z* for Z in the formula (2.2) for the primal
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objective function F:

F7(x)= max L z)
=c-x+ix- Cx+max E{z,- [h, - T,x]-32,* H.2.}. (3.1)

Indeed, (P") and (D") are the primal and dual problems that correspond to L on
X X Z" rather than X xZ. In calculating a solution z* to (D”) we obtain also a
solution x” to (P") that can be viewed as an approximately optimal solution to (P).
From Z” and x” we gain information that helps in determining the polytope Z"*!
to be used in the next iteration. The new polytope Z"*' is not necessarily ‘larger’
than Z7.

Problems (P") and (D) belong to the realm of ‘generalized’ quadratic program-
ming as demarcated in Section 2. Clearly

F(x)= F*(x) forall x, (3.2)

where F is the primal objective function in (2.2) and (2.6), so (P”) can be regarded
as a ‘lower envelope approximation’ to (P). The feasible sets in (P") and (D") are
X and Z”, respectively, whereas the ones in (P) and (D), are X and Z From
Theorem 1, therefore, we know that optimal solutions x” and z" to (P”) and (D")
exist and satisfy

F"(x")=G(z"), (3.3)

X" eargmin F"(x)c argrgin L(x, z"), (3.4)
xeX xe

7' e argmax G(z)c argmax L(x"z). (3.5)

v ¥

Having determined a pair (x”, z") of this type, which is a saddle point of L relative
to X xZ% we can test whether it is actually a saddle point of L relative to X X Z.
This amounts to checking the maximum of L(X", z) over all ze Z to see if it occurs
at z=z". If yes, X" and z" are optimal solutions to (P) and (D), and we are done.
If no, we obtain from the test an element

z" eargmax L(x", z) (3.6)
zel
and have
L(x", z7) <L(x", 27) = F(x"). (3.7)

The crucial feature that makes the test possible is the decomposition in (2.4):
maximizing L(x", z) in z€ Z reduces a solving a separate quadratic programming
problem (perhaps trivial) in z, € Z, for each w € £2. Anyway, with such a z" we have

F(x)= L(x, z") for all x, with equality when x = %", (3.8)

We can use this in conjunction with (3.3) in constructing a new lower envelope
approximation F*"! for F, which in primal terms is what is involved in constructing
a new set Z°"' to replace Z”. More will be said about this later.
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Of course the optimality test also furnishes a criterion for termination with
suboptimal solutions, if desired. Since £ and z" are feasible solutions to (P) and
(D) and satisfy (by Theorem 2)

F(x")=min(P) =max(D)= G(z"), (3.9)
we know that for ¢, = F(%")— G(Z"), both " and 7" are &,-optimal:
|F(x")—min(P)|<e, and |G(x*)—max(D)|<e,. (3.10)

Our basic procedure can be summarized now as follows.

Algorithm

Step 0 (Initialization). Choose the optimality test parameter £ =0 and the initial
convex polytope Z'< Z Set v=1.

Step 1 (Approximate Solution). Determine a saddle point (x", ") of L relative
to X x Z" and the value a, = L(x", z").

Step 2 EDecomposition). For each w € (2, determine an optimal solution z., to the
problem

maximize z,-[h,— T, %"]—3z, - H,z, over z,€ 7, (3.11)

and the optimal value «;,. Let z" be the element of Z having component z’, in Z,,
and let

o, = ¢ X' HaxY - O+ Eal = L(X%, 2%). (3.12)

Step 3 (Optimality Test). Let £, =a, —&,. Then £ is an ¢,-optimal solution to
(P), ¥ is an ¢,-optimal solution to (D), and

a, =Zmin(P)=max(D)=a,. (3.13)

If &, =terminate.

Step 4 (Polytope Modification). Choose a new convex polytope Z” "' that contains
both z* and z", although not necessarily all of Z". Replace » by »+1; return to
Step 1.

We proceed to comment on these algorithmic steps individually in more detail,
one by one. Properties of the algorithm as a whole will be developed in Section 4
and Section 5.

The most important observation concerns the quadratic programming nature of
the subproblem solved in Step 1. Suppose that Z" is generated from certain elements
Zie 2

Z”:co{z';”ckzl,...,m,/}—{ Y MEA=0, Y /\k—l}. (3.14)
k=1

k=1

-3 =1

Finding a saddle point (x", ") of L(x, z) relative to x& X and z€ Z" is equivalent
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to finding a saddle point (¥",1") of
L"(x,/\):L(x, ¥ )\kfi) (3.15)
k=1
relative to xe X and A € A, where A” is the unit simplex in R™,

A":{Ai(/\,,....,)\mp)l)\kao, y ,\k:l}, (3.16)
k=1

and then setting

=Y AL (3.17)
k=1

But from the definition (2.1) of L{x, z) we have

L'(x,A)=c: x+3x- Cx+ ¥ ME{Zi,  [h,— Tx1}
L

=1

j=1 k=1
—o-xtixe Cx+ AR =Tox]-30 - HA, (3.18)
where
h” e R™ with components hy=E{3}, - h,}, (3.19)
H"eR™ ™ with entries Hj = E{Z}, - H.Z/u} (3.20)
T e R™*" with entries T4 = E{ft, ' TL} (3.21)

T', being the ith column of the matrix T, € R™"™. Problem (D") thus reduces to a
deterministic quadratic programming problem in which the coefficients are certain
expectations:

maximize ¢(c— T**A)—ir- H*A overall Ac A" (f)")

Here ¢ is the function in (1.4), which has alternative representations such as in
Proposition 2 that can be used to place (D*) in a more traditional quadratic
programming format. Regardless of such reformulation, the dimensionality of this
quadratic programming problem will be relatively low as long as m,, the number
of elements Z7 used in generating Z", is kept modest.

The translation of (D") into (D*) also sheds light on the lower envelope function
F” in the approximate primal subproblem (P"):

F"(x)sir}zzl)g Lix,A)=c¢-x+3ix- Cx+ ¥"(x), (3.22)

where 7
v (x)= max (AR =Tx]-2A- H*A}= max E{z,-[h,— Tox]—3z, Huz.}-
(3.23)
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Clearly ¥"(x) is a lower envelope approximation to the recourse cost function

W (x)=max E{z, " [h, - T.x] -3z, Huz.}= g (x). (3.24)

Especially worth noting in (3.23) is the case where there are no quadratic terms
z,+ H,z,, i.e. where H, =0 for all w € £2 and consequently H” =0. Then
¥ (x)= max {h-T}-x}, (3.95)

k=1,..,m,
where T} is the vector in R" given by the kth row of the matrix T® in{351):
Ti=E{TiE, (3.26)

Tn this case ¥" is a polyhedral convex envelope representation of W, the pointwise
maximum of a collection of affine functions

Ik(x)=ﬁ,'§—f§'x for k=1,...,m,.

Our technique then resembles a cutting-plane method, at least as far as the function
¥ is concerned.

Indeed, if not only H, =0 but C =0, so that there are no quadratic cost terms
at all and (P) is a purely linear stochastic programming problem, we can regard F”
as a polyhedral convex subrepresentation of F. Then the subproblems (P”) and
(D) can be solved by linear rather than quadratic programming algorithms. Further-
more the function L(x, z) determined in (3.8) is then affine in x. If in fact we were
to take Z° 7' =co{Z”, z"}, we would get

F*"Yx)=max{F"(x), L(x, z")},

and this would truly be a cutting-plane method applied to problem (P).

It must be remembered, though, that in such a cutting-plane approach it might
generally be necessary to retain more and more affine functions in the polyhedral
approximation to F, since the conditions that theoretically validate the dropping of
earlier cutting-planes might not be met. The dimension of the linear programming
subproblem to be solved in each iteration would become progressively larger. In
contrast, by taking advantage of the quadratic structure even to the extent of
introducing it when it is not already at hand (as proposed in Section 5), one can
avoid the escalation of dimensionality and at the same time get convergence results
of a superior character (as presented in Section 4).

Note that with a nonvanishing quadratic term A - A"\ in (3.23) (the matrix H"
being positive semidefinite, of course) the lower envelope approximation ¥" to ¥
will generally not be polyhedral but have ‘rounded corners’. As a matter of fact, if
H" is nonsingular, then ¥* is a smooth convex function with Lipschitz continuous
derivatives.

In Step 2 of the algorithm, we need to solve a potentially large number of quadratic
programming problems (3.11) in the vectors z,. This could be a trouble spot. If the
problems are complicated and require full application of some quadratic program-
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ming routine, the secret to success would have to lie in taking advantage of the

similarities between neighboring problems. Techniques of parametric programming

and ‘bunching’ might be useful. Not to be overlooked, however, are the situations

in which each problem (3.11) decomposes further into something simpler.
Especially important is the case where

Z,=Z  XZ 5% K Z,, (3.27)
and H,, does not involve cross terms between the sets in this product:
H,=diag[H,,,H,,,..., H,] (3.28)

Then (3.11) reduces to a separate problem over each of the sets Z,,,..., Z,. If
these sets are actually intervals (bounded or unbounded}, then the separate problems
are one-dimensional, and their solutions can be given in closed form. Such is indeed
what happens when the costs t,(x) in (P) are penalties 6, (h, — T,x) as in (1.5),
(1.6),(1.7),and 8, (h, — T,x) is a sum of separate terms, one for each real component
of the vector h, — T,x. The special model we have treated in [11] makes use of this
simplification. In such a setting the vector z” is readily computed as a simple function
of £", and indeed one can get away with storing only X, which has only a small
number of components compared to z”; cf. [4].

The product form (3.27) for Z,, if it is present, also raises further possibilities
for structuring the subproblems introduced in Step 1, by the way. One could write

Z=Z%X---%xZ, with Z;=1l, o7, (3.29)
and work with polytopes of the form
Z'=Z{x - XZ; with Z/c Z, (3.30)

for instance. This could be advantageous in holding the dimensionality down. If
each Z; is generated as the convex hull of a finite subset of Z consisting of n,
elements, one can get away with describing the points of Z” by rn, parameters Aj.
On the other hand, if Z" is regarded as the convex hull of the product of these
finite subsets of Z,, ..., Z,, one would need (n,)" parameters.

The procedure invoked in Step 4 of the algorithm has been left open to various
possibilities, which could be influenced too by such considerations as the foregoing.
Two basic possibilities that immediately come to mind are:

Z""'=co{z", z"} (generalized Frank-Wolfe rule) (3.31)
and
Z"'=co{Z" z"} (generalized cutting-plane rule). (3.32)

The first of these is adequate for convergence if the matrix C is positive definite,
as we shall see in Section 4. It is certaintly the simplest but might suffer from too
much information being thrown away between one iteration of Step 1 and the next.
It gets its name from the interpretation in terms of problem (D) that will underly
the proof of Theorem 5.
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The second formula goes to the opposite extreme. It achieves better and better
representations of the primal objective F, in the sense that

F(x)= F""'(x)=max{F"(x), L(x, z")} for all x, with
F(%)= F™*(%") = L(%", "), (3.33)

but this is at the expense of keeping all information and continually enlarging the
size of the quadratic programming subproblem. A good compromise possibility
might be

27 = eo{ Z*, 5" "), (3.34)

where Z' is the fixed initial polytope.

This brings us to the choice of Z' in Step 0, which in determining the first
approximate solutions X' and z' could have a big effect on the progress of the
computations. We can, of course, start with Z'= {7}, where 7 is an element of Z
that may be regarded as an estimate for an optimal solution to (D). For example,
if’ an initial guess X is available for an optimal solution to (P), one might take Z to
be a vector constructed by calculating an element 2, € £, (%) for each w. This approach
makes sense especially in situations where £, (%) is a singleton for each we {2, so
that Z is uniquely determined by the estimate £

Another approach to the initial Z' requires no guesses or prior information about
solutions. A fixed number of elements ay, (k=1,... ., p) is chosen from each Z,,
such as the set of extreme points of Z, augmented by some selected internal points.
These yield p elements a, of Z, where a, has component a;, in Z,. The convex
hull of these a,’s can be taken as Z'. Such an approach to initialization has turned
out to be very effective in the case of our special model in [11] when adapted to a
product structure (3.27); see King [4].

In summary, there are many possibilities for choosing the initial polytope Z' in
Step 0 and modifying it iteratively in Step 4. They can be tailored to the structure
of the problem. Various product representations of Z and Z* could be helpful in
particular. Versions of rules (3.31), (3.32), and (3.34), which maintain the product
form, can be developed.

See the end of Section 4 for other comments on forming Z**' from Z*.

4. Convergence results

Properties of the sequences produced by the finite generation algorithm in Section
3 will now be derived. For this purpose we ignore the optimality test in Step 3 of
the algorithm, since our interest is centered on what happens when the procedure
is iterated indefinitely. Unless otherwise indicated, our assumptions are merely the
basic ones in Section 1. The initial polytope Z' is arbitrary, and Z""' is not subjected
to any requirement stricter than the one in Step 4, namely that Z""' = {z", z*}. In
addition to the symbols already introduced in the statement of the algorithm in
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Section 3 we use the supplementary notation

@ = min(P) = max(D), (4.1)
E,=a—da,, (4.2)
W’ =V L(x* ") =c+Cx"— ET*z%, (4.3)
|l |6 = Cx1Y2. (4.4)

Of course || x||c is a norm on R" if C is positive definite. If C is only positive
semidefinite, then |x||~ vanishes on the subspace {xR"|Cx =0} but is positive
elsewhere.

Theorem 3. The sequences {x"}, {Z"}, and {z"} are bounded and satisfy
F(x")=a,z=a= --=a,,,=a,=G(z"). (4.5)
Furthermore one has the estimate.

Nx—x"|e<é&,—-w' (x—%)<§,<§, (4.6)

for every optimal solution X to (P), where
W' (x=%")=0 forevery xe X. (4.7)

If e, >0, then every cluster point of {X"} is an optmal solution to (P), and every cluster
point of {Z"} is an optimal solution to (D).

Proof. We have a,= L(x", Z") and «, = L(X", z") by definition, so F(%")=a, by
(3.7). Then @, = &= @, by (3.9). By the same token, G(z*")=a,,, and @a=a,,,.
But also

Gz = magx, G(z)=G(2")

because 7" Z""', All the relations in (4.5) are therefore correct.

Next we verify that the sequence {Z"} is bounded. Recall that G is a continuous
concave function on Z, since G is given by (2.7), where ¢ is the concave function
defined by (1.4); our basic assumption about the sets £(v) being bounded implies
¢ is finite everywhere. (As is well known, a concave function is continuous at a
point if it is finite on a neighborhood of the point [9, Theorem 10.1].) We know
from (4.5) that the sequence {G(Z")} us nondecreasing, so the boundedness of {Z”}
can be established by showing that the set {z € Z|G(z) = G(Z')} is bounded. Consider
the closed concave function

(2)_{6(2) ifzeZ
& ©  ifzeZ

We wish to show that a certain level set {z|g(z) = &,} is bounded. But the level sets
{z|g(z) = @}, @ € R, are all bounded if merely one of them is bounded and nonempty
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(see [9, Corollary 8.7.1]). In the present case we know that the level set
{z|g(z)= @} =[set of all optimal solutions to (D)]

is bounded and nonempty (Theorem 2). Therefore the set {ze Z|G(z)= G(2")} is
indeed bounded, and the sequence {Z”} is bounded as claimed.
We invoke now the fact that

x"eéle— ET®z2) for all v, (4.8)

which is true by (2.5) because (X", ") is a saddle point of L relative to X X Z". In
terms of the finite concave function ¢ we have

E(v)=20p(v) forall veR" (4.9)

Indeed, (1.4) defines ¢ as the conjugate of the closed proper concave function

—3x- Cx ifxeX,
y(x)=

if x¢& X,

50 d(v) consists of the points x which minimize v+ x — y(x) over R" (see[9, Theorem
23.5]). These are the points that make up the set £(v) in (1.2). Thus

X"ede(t") forall v, where 0" =c— ET?z! (4.10)

W= we

The sequence {#"} is bounded, since {Z”} is. Moreover the multifunction d¢ is
locally bounded: for every © € R” there is a 8 > 0 such that the set |_J {a¢(v)||v — 5] <
5} is bounded (see [9, Corollary 24.5.1]). It follows by a simple compactness
argument that d¢ carries bounded sets into bounded sets: if VcR" is bounded,
then |_J{d¢(v)|ve V} is bounded. Taking V ={8"}, we conclude that the sequence
{x*} is bounded.

The argument establishing that {z"} is bounded is similar. We have z., € £, (%"),
where £, is the multifunction defined in (1.3). Since the sequence {£“} is now known
to be bounded, we need only show that £, is locally bounded at every x” in order
to conclude that each of the sequences {z/,} is bounded and consequently that {z*}
is bounded.

In terms of the convex function 6, defined in (1.5) we have

Lo (x)=0868,(h,—T,x) forall xeX. (4.11)

This holds because (1.5) expresses 6, as the conjugate of the closed proper convex
function

f ( ) {%Z(I) 3 H[LIZIL) 1f ZLLI E ZLL)!
w zﬂ) =
e'¢] ifz, &2,

The vectors z, € d6,(u) are therefore the ones that maximize u- z, —f,(z,) (see
[9, Theorem 23.5]). Our assumption that {,(x) is nonempty and bounded for every
x € X means that 36, (u) is nonempty and bounded for every u of the form h, — T, x
for some xe X, Every such u=h,— T,x therefore belongs to int(dom 6,) (cf.
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Section 3 we use the supplementary notation

@ =min(P) = max(D), (4.1)
&, =a-a,, (4.2)
w” =V (%", ") =c+ Cx*— ET%3®, (4.3)
Ixlc =[x- Cx12 (4.4)

Of course ||x| ¢ is a norm on R" if C is positive definite. If C is only positive
semidefinite, then ||x| vanishes on the subspace {x ¢ R"|Cx =0} but is positive
elsewhere.

Theorem 3. The sequences {x"}, {z"}, and {z"} are bounded and satisfy

Fx')=a,za==z4,,=2a,=G(z"). (4.5)
Furthermore one has the estimate.

WE—%*|t<,-w" (F-%")<E, <8, (4.6)
Jor every optimal solution x to (P), where

W (x—x")=0 for every xe X, (4.7)

If e, >0, then every cluster point of {%"} is an optmal solution to (P), and every cluster
point of {Z"} is an optimal solution to (D).

Proof. We have &, = L(%", ") and «, = L(X", z") by definition, so F(x")=a, by
(3.7). Then a,= &= &, by (3.9). By the same token, G(""")=4,., and a=a,,,.
But also

G(z") = max, G(z)= G(2")

because 7" € Z"*'. All the relations in (4.5) are therefore correct.

Next we verify that the sequence {Z”} is bounded. Recall that G is a continuous
concave function on Z since G is given by (2.7), where ¢ is the concave function
defined by (1.4); our basic assumption about the sets é(v) being bounded implies
¢ is finite everywhere. (As is well known, a concave function is continuous at a
point if it is finite on a neighborhood of the point [9, Theorem 10.1].) We know
from (4.5) that the sequence {G(z")} us nondecreasing, so the boundedness of {z"}
can be established by showing that the set {z € Z|G(z) = G(z')} is bounded. Consider
the closed concave function

(z)_{G(z) ifze Z,
& 0 ifzg Z.

We wish to show that a certain level set {z|g(z) = &,} is bounded. But the level sets
{z|g(z) = @}, @ € R, are all bounded if merely one of them is bounded and nonempty
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(see [9, Corollary 8.7.1]). In the present case we know that the level set
{z|g(z) = a}=[set of all optimal solutions to (D)]

is bounded and nonempty (Theorem 2). Therefore the set {ze Z| G(z)= G(2")} is
indeed bounded, and the sequence {z"} is bounded as claimed.
We invoke now the fact that

x"eé&(c— ET%z.) forall o, (4.8)

e =

which is true by (2.5) because (X", z") is a saddle point of L relative to X xZ". In
terms of the finite concave function ¢ we have

&(v)=de(v) forall veR" (4.9)
Indeed, (1.4) defines ¢ as the conjugate of the closed proper concave function

{—;x- Cx ifxeX,

y(x)= ;
if x& X,

s0 d¢(v) consists of the points x which minimize v - x — ¥(x) over R" (see [9, Theorem
23.5]). These are the points that make up the set £(v) in (1.2). Thus

x'ede(t”) forall », where 0" =c— ET%zZ!, (4.10)

The sequence {7"} is bounded, since {Z"} is. Moreover the multifunction de is
locally bounded: for every &€ R" there is a § > 0 such that the set | {3¢(v)||v — 8| <
8} is bounded (see [9, Corollary 24.5.1]). It follows by a simple compactness
argument that d¢ carries bounded sets into bounded sets: if V< R” is bounded,
then | {#¢(v)|ve V} is bounded. Taking V ={5"}, we conclude that the sequence
{x"} is bounded.

The argument establishing that {z"} is bounded is similar. We have z. € £, ("),
where /, is the multifunction defined in (1.3). Since the sequence {x"} is now known
to be bounded, we need only show that ¢, is locally bounded at every £ in order
to conclude that each of the sequences {z,} is bounded and consequently that {z*}
is bounded.

In terms of the convex function @, defined in (1.5) we have
L (x)=0a6,(h,—T,x) forall xeX. (4.11)

This holds because (1.5) expresses 6,, as the conjugate of the closed proper convex
function

a9, Hyzy iz eZ

s

© ifz, 22,

The vectors z, €df,(u) are therefore the ones that maximize u- z, —f,(z,) (see
[9, Theorem 23.5]). Our assumption that {,(x) is nonempty and bounded for every
x € X means that d6,,(u) is nonempty and bounded for every u of the form h, — T, x
for some xe X. Every such u=h,—T,x therefore belongs to int(dom 8,) (cf.
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[9, Theorem 23.4]). It follows then that a6, is locally bounded at u (cf. [9, Corollary
24.5.1]). The mapping x - h, — T,x is continuous, so this implies ¢, is locally
bounded at x for every x € X, as we needed to prove.

The argument just given shows also that the convex function 4, is continuous at
h, — T,x for every x € X (since 60, is continuous on int(dom 8,,) [9, Theorem 10.1]).
Therefore F is continuous on X by (1.6) and (2.6). We observed earlier in the proof
that G is also continuous on Z. Of course X and Z, being convex polyhedra, are
closed sets. Hence if &, =0, so that F(x")— & and G(Z")— &, any cluster points £
of {¥"} and z™ of {Z"} must satisfy F(X™)=a& = G(Z”) and be optimal solutions to
(P) and (D).

We turn finally to the estimate (4.6). The saddle point condition on (x”, ") entails

X" eargmin L(x, 7).
xe X
Since X is a closed convex set and L{x, z") is a differentiable convex function of
x, this condition implies that the vector —w" = -V L(x’, Z¥) belongs to the normal
cone to X at ¥7 (cf. [9, Theorem 27.4]), which is exactly the assertion of (4.7). We

have
L(x, 2*)= L(%", 2")+ V,L(X", ") - (x - ") +3(x - %") - C(x —%")

=&, +%" (x—x)+3]x—%"|| % for all x (4.12)
from the quadratic nature of L, and also
L(x,z")=< F(x) forall xe X
by (2.2). For any optimal solution % to (P), then, we have

|2< F(%)=a

@, W (X—x")+3]|x—x"

In terms of £, =& — @, this can be written as the first inequality in (4.6). The rest
of (4.6) then follows from (4.7), inasmuch as ¢, =, — &, =8, ta, —a@a=¢g,. |

Theorem 3 focuses our attention on finding conditions that guarantee £, = 0. Our
first result in this direction makes no additional assumptions on the data in the
problem and therefore serves as a baseline. It relies on an increasing sequence of
polytopes in Step 4, however. The generalized cutting-plane rule in (3.32) is covered
as a special case.

Theorem 4. If Z*''> Z" U {z"} in Step 4 of the algorithm, then g, 0.

Proof. Let a.=1im, @, and @, =lim sup, @,. (The first limit exists because {&,} is
nondecreasing in (4.5).) Since &, =, — &, =0 for all », we need only demonstrate
that @, =< @.. The sequences {x"}, {z"}, and {z"}, are bounded by Theorem 3, so
we can extract convergent subsequences with a common index set N<={1,2,...}
such that

X — % r— 2’ — " & ——— Q.

2 2
re N ve N re N Ve
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Then since

@, = L%, ") ——= L(x%, %),  a,=L(%",z")— L(z%, ),

ve N ve N

we have a,=L(x",z%) and a.=L(Z™, z°). Our task now is to prove that
L(X™, 27) = L(x™, 7).

From the saddle point condition on (%%, 7*) we have
L(X",z)=L(x% z") forall ze Z*.
Let Z¥=|J,_, Z". Since Z"=Z"*'c - - - we know that for any fixed z€ Z* the

inequality L{%", z)= L(%”, ") holds for all v sufficiently high. Taking the limit as
v—>00, ve N, we obtain L(X™, z) =< L(x™, ™). This holds for arbitrary ze Z*, so

L(x™,z)< L(x*,2°) forall zecl Z*.

But z¥ is one of the elements of ¢l Z%, since z, € Z*"" for all ». Therefore L(x®, %) =
L(x™, 2%) in particular, and the proof is complete. []

Our main result comes next. It assures us that when C is positive definite, we do
not have to keep increasing the size of the polytope Z"* in order to have convergence.
The number of elements used to generate Z” can be kept at whatever level seems
adequate in maintaining a robust representation of F and G.

Theorem 5. Suppose the matrix C in (P) is positive definite. Then under the minimal
requirement Z"' 5{z", z"} in Step 4 of the algorithm, one has e, 0 and also X" > X,
where X is the unigue optimal solution to (P).

If in addition there exists p =0 such that

2z, T,C'T¥z,<pz, H,z, forallz,eR™ wel, (4.13)

(as is true in particular if every H,, is positive definite), then in the estimate (4.6) one
has

By S8, fOrv=1.2.. . (4.14)

where the factor T€[0, 1) is given by

ifo< p=<i,
T:{p L (4.15)
1-2p lfp?j.
Thus
Epp=TYE, =7le, forv=1,2,... ,andu=1,2,.... (4.16)

Note that Theorem 5 asserts in (4.14) a linear rate of convergence of &, to @ with
modulus 7, and the estimate (4.6) effectively translates this into a linear rate of
convergence of ¥ to X with modulus 7'/ Indeed, from (4.6) and (4.16) we have

|E—E"*) a2 P Fore=1,2 .. 8908 G=1,2,. ...
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This is an unusual sort of result, because it applies not just to the tail of the sequence
{%*} but right from the beginning. Moreover the value of &, is known in each
iteration, and the value of 7[0, 1) can be estimated in advance.

Theorem 5 makes no assertion about the convergence of {Z"} beyond the one in
Theorem 3. Of course if there is a unigue optimal solution Z to (D), then by Theorem
3 we have z° - 7 whenever ¢, - 0, as is the case here. In particular (D) has a unique
optimal solution if the matrices H,, are all positive definite.

The proof of Theorem 5 depends on further analysis of the dual objective function
G. Essentially what we must provide is a lower estimate of G that ensures that the
direction z“—z* determined in Step 2 of the algorithm is always a direction of
ascent for G.

Proposition 3. Let
fr(w)=max {(w-w")- (x—x")—3(x—x")- C(x—%")} for weR"
(4.17)
Then f* is a finite convex function on R" with 0= f"(0)=f"(w) for all w, and
0= L(x*, 2)—G(2) - f(ET¥(z, — Z))
< Ef*(TEi(z,—Z.)) forallzeZ (4.18)
If C is positive definite, then
rw)=H(w—w")+sw] C [(w=—w")+sw"] forall s=0, (4.19)
so that in particular (for s =1)

G(z)= L(%*, z) - E{(z. - 22) - T,C ' T*(z,—2%)} forallzeZ (4.20)

Proof. First re-express f* in terms of the finite concave function ¢ in (1.4), so as
to verify that f* is a finite convex function and that ‘max’ rather than ‘sup’ is
appropriate in (4.17):

—.f'”(W):mig{(W"— w) - (E—2")H3lx— %) - Cla—F" )}
=(w—w") &' +3x" CZ"+max {{w"— Cx” —w] - x+3x- Cx}
xe X
=(w—w") X" +3%"- Cx"+o(w" — CXx"—w).

Clearly f“(w) =0 for all w, because x =X" is one of the points considered in taking
the maximum in (4.17). Furthermore

_fy(o):irli)l}{wu' (x—x)+ix—%") C(x—x")}.

Recalling the expansion (4.12) of L(x, z") around X" and the fact that x” minimizes
L(x, ") over X (since (X", £") is a saddle point of L on X X Z"), we see that f7(0) = 0.
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To get the equation in (4.18), from which the two inequalities in (4.18) immediately
follows (the first because f“(w) =0 and the second by Jensen’s inequality, because
[ is convex), we look at the expansion

Lix,z)=L(x" z)+ V. L(x", z)  (x— %) +3(x—%") - C(x—x"),
where

V(%" 2)=ec+ Cx"—ET}z, =W —ET:(5,—~ %)

w =

From this we calculate
L(x%, z) — G(z)= L(X", z) —min L(x, z) =max {L(%", z) = L(x, 2)}
=g (L BTS2, —3.)—8"] (3—%")
xe X

—d%—5") - CE=x")}
=Bl (z—2))
This establishes (4.18).

Finally we use property (4.7) in Theorem 3 to estimate for arbitrary s =0:

frw)ssup{[lw—w")+sw"] (x—x")—Lx—%") - Clx—%")}

xeX

< sup {fw—=w")+sw"]  (x—x")=3x—-%") Cx—x")}L

xeR

When C is positive definite, this last supremum equals the quadratic expression on
the right side of (4.19).

=v+l Zv+l

Proof of Theorem 5. Since (X*"', z""") is a saddle point of L relative to X xZ”, we
have

a0 =G = max G(z).
pEzH

But Z"7" includes the line segment joining z” and z". Therefore
&, = max G(Z"+t(z"-z2")). (4.21)
O=r=1

To see what this implies, we substitute z=7"+1(z" —z") into the estimate (4.20) of
Proposition 3 and make use of the fact that, for 0=1=1,

L(x", 2"+ t(z* = 2")) = L(%", (1 - 1)Z" + 1z")
=(l—t)L{x", ") +1L(x",2") = (1 =)@, + ta, — @, te,. (A22)
This yields

P

G(z'+t(z"))=a,+te,—2°6, forO=r=1 (4.23)
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where
S =Eller —2) - e~ ThE —)k (4:24)
Combining (4.23) with (4.21), we get
a,=a,tole,s,), (4.25)
where

—38 if0<§=eg,
o(z, 8):= max {re =128} =1{" 2" . . (4.26)
O=r=1 5&“5 if 6> e

Note that o is a continuous function of (g, 8) € R% with o(g, §)=0 if £=0, but
(e, 8)=>0 if £ >0. The sequence {&,} is nondecreasing and bounded above by &
(cf. (4.3)), so ole,, 8,)=0. The sequence {8,} is bounded, because the sequences
{z"} and {z"} are bounded {Theoarem 3). From the cited properties of o, it follows
then that e, - 0. This implies x” - X by property (4.6) in Theorem 1.

We can also write (4.25) as

E,<E&,—ole,,b,). (4.27)
Under the additional assumption in Theorem 5 that (4.13) holds, we have

8,=pB,, where B,=E{(z,,—2,) - H,(z,—Z.)}. (4.28)
Consider now the quadratic function

g(t)=L(x", z"+1(z"-2")) forO=t=1.

This has g{(0)= L(x", z")=a,, g(1)=L(x", z")=a,, q"(t)=—p,, so g must be of
the form

g(t)=(1-1a,+ta,+3t(1-1)B,.

Moreover the maximum of g(t) over 0=t =1 is attained at t = 1, since the maximum
of L(x", z) over ze Z is attained at z = z". Therefore

(1-t)a,+te, +3t(1-1)B. <a, ford=si=l,
or in other words,

t(1-0)p,=2(1—tHa,—a,)=2(1—1t)e, forO=r=1.
This implies B, = 2¢,, and then (4.28) yields

8, < 2p¢,. (4.29)
Formula (4.26) now gives us

a(e,, 8,)=ale,, 2pe,)=¢e,0(1,2p)=£,0(1,2p).
Substituting in (4.27) we get

Bprr= B, —E,0(1,2p) =[1-0(1,2p)]8,, (4.30)
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where
1

1—- if0=p=s.
o(l,zp)—{ i e

!l ifpsi

The factor 1—o(1,2p) is the number 7 defined in (4.15), and (4.30) is thus the
desired condition (4.14). 0O

Remark. Proposition 3 provides additional information that could be used in the
direction search and polytope modification steps in the algorithm. Inequality (4.18)
asserts that

E(ZY, e]= Gle) = L(2,2) =BT 5 z,—=25))

for all ze Z, with equality when z=z". (4.31)

The vector z" maximizes L(X", z) over all ze Z and thus provides not only the
needed value L(x", 2") = F(X") but also a clue as to where we might look to move
next in trying to improve on the current value G(Z”) of G. A further clue can be
found by maximizing the right side of (4.31) over Z to get a vector z". This is
possible because the right side decomposes into separate terms for each w. Indeed,
the components z, of 2" can be determined by
zr eargmax {f"(TE(z,—z.)) +z, - [h, — T.x"]-3z,- H,z,}. (4.32)
zZ,EZ,

In view of the form of f* in (4.17), this amounts to solving a special quadratic
programming problem for each w e ().

If 2% is caleulated in this way along with z" in Step 2, it can also be incorporated
in the new polytope Z""' in Step 4 in order to enrich the representation of G.

5. Adding strongly quadratic terms

The theoretical convergence properties of the finite generation algorithm are
markedly superior when the quadratic forms that are involved are positive definite.
But many problems lack this positive definiteness. Stochastic linear programming
problems, for instance, have no quadratic terms at all. Such problems can be handled
by a procedure which combines the finite generation algorithm with an augmented
Lagrangian technique that introduces the desired property.

The technique in question was developed by Rockafellar [7] in a general context
of minimax problems and variational inequalities. As applied to the present situation,
it concerns the replacement of the saddle point problem for L on X xZ by a
sequence of saddle point problems for augmented Lagrangians of the form

L.(x z)=L(x z)+§ (x—%2) - Clx—%%) - g E{(z,—7%) - Hy(z,—7%.)}

on XxXZ foru=1,2,.... (5.1)
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Here C and H,, are fixed positive definite matrices, 7 is a penalty parameter value
that helps to control the rate of convergence, and (X%, Z) is a current ‘estimate’
for a saddle point of L itself on X x Z, i.e. for an optimal solution pair for problems
(P) and (D).

When the augmenting terms in L, are expanded and combined with those in L,
the expression (5.1) turns into

L, G 2) = el 2t3x Cux+Elg, - [fyn— T.x]—3z,- H,.z,}+const.

(5.2)

where
C,=C+9€. H,,=H,+nH, (5.3)
ek =c—nCxt, hi, = h, —nH, 7%, (5.4)

Note that the vectors ¢ and h%, giving the linear terms in L, depend on the wth
solution estimates, but the matrices C,, and H,,,, giving the quadratic terms remain
fixed as long as the value of 7 is not varied. Since 7 > 0, these matrices are positive
definite. Therefore the saddle point problem for L, on X X Z can be solved by the
finite generation algorithm with an essentially linear rate of convergence (cf, Theorem
5).

We make use of this as follows.

Master Algorithm

Step O (Initialization). Fix the matrices C, H,, and the parameter value n > 0.
Choose initial points ¥, € X and Z} e Z Set u = 1.

Step 1 (Finite Generation Method). Use the finite generation algorithm to deter-
mine an approximate saddle point (%, Z,,) of L, on X x Z (according to a stopping
criterion given below).

Step 2 (Update). Set (x4"', 74 '") = (£,, Z,). Replace p by p+1 and return to
Step 1 (with the same value of 7).

The finite generation method in Step 1 generates for the function L, a sequence
of pairs (X, Z”) and test values e,. To get an approximate saddle point we take

(%, Z,) = (%", 2") when &, < 84(%", 2"), (5.5)

where the function £ in the stopping criterion is defined as follows. In terms of
the norms

x|l =[x Cx]'? for xeR", lzll4 =[E{z, " H,z,}1""* for ze (R™)",
I1(x, 2l =Llxlz+ 211317 (5.6)
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we set

£4(x, 2)= 6} min{1, (n/2)] (x, 2) - (&, 2)[3} with 6,>0, T 0, <o,

=1

(5.7)

Obviously £%(x, z) >0 unless (x, z) = (%*, 2*). The sequence {(x", ")} converges to
the unique saddle point of L, on X X Z, so except in the lucky, degenerate case
where (X, z§) is already that saddle point, the values (%", Z*) will be bounded
away from zero, and the stopping criterion in (5.5) will eventually be satisfied. (In
the degenerate case, (£, 7)) must in fact be a saddle point of L itself and there is
no need to leave Step 1: the sequence {{x", Z")} converges to this saddle point at a

linear rate.)

Theorem 6. The sequences {X4} and {Z4} generated by the master algorithm converge
to particular optimal solutions X and 7 to problems (P) and (D), respectively. If X and
I are the unique optimal solution to (P) and (D), then there is a number B(n)<[0, 1)
such that (xk, ZL) converges to (%, Z) at a linear rate with modulus B(n). Moreover

B{n)=0 as n-0.

Proof. We shall deduce this from [7, Theorems 1 and 2], which are general results
applicable to the calculation of a saddle point of a convex-concave function on a
product of Hilbert spaces. The Hilbert spaces in this case are R” and (R™)” under
the norms in (5.5). The convex-concave function in question is

L(x,z) ifxeX and zeZ,
L(x, z)=¢—cC if xe X but z¢ Z,
o0 if xg X.

The saddle points of L on R" x(R™)"” are the same as those of L on X x Z. The
problem of finding a saddle point of L, on X xZ reduces to the one for

Ed

L.(x z)=L(x, z)+g Hx—ff;Hi—g |z -z

on R” x (R™)*.

Denote by P(x*, z#) the unique saddle point of L, on R" X(R
the unique saddle point of L, on X xZ The mapping P is the ‘proximal mapping’
associated with the maximal monotone multifunction T that corresponds to n™'L
in the sense of [7, Section 1 and Section 5]. In consequence of [7, Theorem 1], the
sequence {( X4, z4)} generated by the master algorithm will converge to a particular
saddle point (X, Z) of L on R” X(R™)® (the same as a saddle point of L on X X Z)
if

a o
"), which is also

(x4, 2% — P(%*, 2*) ||, <7v,. with y,>0, ¥ 5, <. (5.8)
p=1



R.T. Rockafellar, R.J.-B. Wers /| A Lagrangian finite generation technique 91

Under the more stringent condition
(=21, 24 = POR™, 2) = 0,1 (247, 247 = (3% 2) s

with 6,>0, ¥ 6, <o, (5.9)
m=1
we know from [7, Theorem 2] that if (%, Z) is the unique saddle point of L and a
certain Lipschitz property holds in terms of a constant =0, we will have

lim sup b=, 2™ =% 2|/ | Gk %, 7). = B(n),
where
Bin)=on/(L+o’n?)" <1 (5.10)

The Lipschitz property in question is the following: for ¢ =0 and some ¢ >0, all
the saddle points (£, ) of any perturbed Lagrangian of the form

I:(x, yYy=L{x, y)+¢- x+ E{)’Z,, ~z,} on X xXZ
with e R" and h=(.. R, ...)e(R™)" will satisfy

(% 2)— (%, z)n*sUH(a B)||ys  when (& F)|ss<e

(Here || || is the norm dual to ||+||,.) This needed property does hold, because
of the quadratic nature of our problem. The optimality conditions that characterize
(X, 7) as a saddle point of [ on X % Z are all linear: the multifunction that associates
with each (& h) this corresponding set of saddle points is in fact a polyhedral
multifunction in the sense of Robinson, i.e. its graph is the union of finitely many
convex polyhedra. Any such multifunction has the Lipschitz property in question;
see Robinson [6].

We shall show now that our stopping criterion (5.3), (5.7), does imply (5.8) and
(5.9) with y, = 6,[2/ n]""?. Consider the primal and dual objective functions associ-
ated with L, namely

B, (x)*max L.(x,z), GH(Z):I"E&S L, (% 2). (5.21)

The approximate saddle point (4", 747") = (%", 2") satisfies

B —G, (20 ) <e, < ef(Z, 287) (5.12)
by Theorem 3 (as applied to L,,) and (5.5). The true saddle point (%5, 2§) = P(X}, 2§
satisfies

mii} L. (% 25) =L (%5, 25)= max Lyl 2);
XE - zZEe

and because L, is strongly quadratic by virtue of the terms added to form it from
L, this must actually hold in the strong sense that

Ll 20 i (B0 98 (n/2)|lw—2Y |3 forall 28 Z
L. (#%, 2)< L.(#Y, 851 —(n/2)] e~ i4|5z for all ze Z.
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Taking x=x“"" and z=%%"" in these inequalities and observing from definition
(5.11) that

F (x{)= L, (%, 25)= G (2L),
we obtain
B (" ~Ca"= (n/Z)\l-fZ“—f*lliﬂn/Z)llfi”"'Z";Hi
= (n/D(FE™, 25" — P(=4, 2
This, combined with (5.12) and (5.7), yields
(n/2)|(=™, 25 - P(as, 295
< 0}, min{1, ( n/z)n{r““, i ]
Then (5.8) and (5.9) hold as claimed, with vy, = HM[Z/ yI'3 O

We conclude by connecting the choice of the matrices C and H, in (5.1) with
the convergence rate of the finite generation algorithm in Step 1 of the master
algorithm.

Proposition 4. Suppose C and H, are selected so that for a certain p >0,
z, [ TyC Tz, < plz, - Hoz,] forall z,eR™ (3.13)
hen the matrices C,, and H,,, in (5.3) have
2, [T, Tz, < (5/n)z0 Hywz] forall z,eR™, (5.14)

so that when the finite generation algorithm is applied to finding a saddle point of L,,,
the convergence results in Theorem 3 will be valid for p = g/

Proof. Let us simplify notation by writing A< B for positive definite symmetric
matrices A and B to mean that B — A is positive semidefinite. Since A and B can
be diagonalized simultaneously, this relation can be interpreted also as a coordinate-
wise inequality on the correspondmg vectors of eigenvalues. In this notation, our
assumption (5. 13) is that T,C 'T*=<pH,. Since C,=C +9C we know C,=7C
and therefore C.'= 7 !¢ ', But also, from H,, = H +77Hu, we have T?Hm\ H,.
or in other words H,=n 'H,, It follows that

T,C3' Ti<n ' T,C' i<y 'pH, <n *pHy.
as claimed in (5.14). O
This result reveals a trade-off between the rates of linear convergence that can

be achieved in the finite generation algortihm and in the master algorithm. The
modulus B(n) for the latter can be improved by making 7 smaller. But one cannot
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at the same time make p smaller, as would be desirable for the finite generation
algorithm in the light of Theorem 5.
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