Extensions of the basic problem
    -Asymmetric Graph
        -our current graph assumes that when someone is connected, the connection goes both ways (node a tells node b and node b tells         node a) but it may be that node a is a big talker and will tell node b but node b may be quiet and not necessarily tell node a so a         similar algorithm could be computed for asymmetrical graphs
    -Weighted Graph
        -our current graph assumes that once node a knows the information, if node a is connected to node b then node b knows the next         day (information is passed immediately), however node a might tell node b immediately but not tell node c until a week later (this         represents human relationships more realistically)
        -this likelihood to tell over how what amount of time could be modeled by conductivities (the connection between node a and b         might have conductivity x while the connection between node a and c might have conductivity y), this inverse problem could be         solved with this more realistic model of human behavior
    -Regular Graph/Graph with a small, fixed degree bound
        -what if we say that human behavior is such that someone tells a rumor to the first 2 or 3 people they run into?   this could be         done either where everyone tells exactly n people (a regular graph) or where everyone tells at most n people
        -there could also be a probabilistic element brought into this problem- maybe you are more likely to tell your best friend but         sometimes tell another friend so if node a has degree 10, there's different probabilities as to which 2 or 3 of those nodes the rumor         gets passed onto
    -Multiple Start Points
        -While we get a list of the top few start points, it is possible that they are connected to many of the same nodes so if we start the         rumor at 2 or 3 nodes, we probably want 2 or 3 nodes that are not connected to the same nodes in the graph.  Find a way to, if         you are picking multiple start nodes, to find ones that send the information to different nodes therefore getting it through the         fastest.
    -David's Original Idea
        -Using paper and pencil and smaller graphs and more run throughs, can you get an EXACT answer (know the center correctly         everytime, with certainty)?
    -Predicting the "conductivity" of the graph
        -Can you tell how well connected the graph is?  Is this a well connected community just by seeing how quickly the information         passes?  (Predicting the p value in generating the random graph?)
       
Improving the Algorithm
    -Analysis of Properties Associated with Medians and Centers
        -currently, our algorithms are based off of the definition of median or looking at nodes with estimated high degree, but what other         properties do medians and centers have?  what other properties should our algorithm look for to find the best start point?
   -Tightening the Algorithm- Fractional Method
        -Satisfiability Problem- algorithm is not yet able to recognize when from one run through a connection is impossible therefore         indicating another connection to be definite (current algorithm will leave it with a fraction)- according to Tom this computer         science problem is very hard but maybe we could take a crack at it... Tom lied- Jackie seems to have it!
    -Tightening the Algorithm- Cost Method
        -If only one node finds out on a certain day besides day 0 (the start point), then the cost addition does not need to go all the way         back to day 0- how do we do this?  (probably not that difficult but we haven't done it yet)
    -Eccentricity for Cost Method- look at the row that doesn't have anything with a really high cost with the idea that this node will have         a low eccentricity
    -Cost Method- Multiple Start Points?
        -Is there a way to do the cost method algorithm with multiple start points or are there too many unknowns about the path?  Or         maybe we need to go through a "late to find out" node rather than the start node?
    -Starting point bias
        -Should we just throw out the starting points?  Or is there a way to get rid of this bias?
    -Determinants
        -Can the determinants of the matrices we come up with give us any information?  Is there a better algorithm using determinants?
    -Getting closer to the actual degree
        -The closer we come to the actual degree of a node in the fractional method, the more accurate the algorithm is- how can we         get closer to the actual degree?

Figuring out the Answer
    -What exactly is the answer?  Where exactly do we want to start?  Right now, if we get a median or center, that's great!  But what     do we want to give?  Top 3?  Top 5?  Top 10%?  Specifically a median OR a center?  Or are both good?  Should we advise them to     start from the top 3 points?  Or do we say one of these top 5 points is where you should start?  And if the start point is multiple start     points, we probably should find multiple good points that are not closely connected (so that get the information to different nodes)

Analyzing What we Have
    -Statistical/Probabilistic Analysis
        -How good is our algorithm?  Does it get the median 90% of the time?  What specific variables do we need to use to get it 90% of         the time (ie- really sparse graph?  small number of nodes?)
    -Cost versus Fractional Method
        -We have two different algorithms.  Which one is better?  Is cost better in some cases, fractional in others?

Applications- make the algorithm work particularly with these applications
    -Circuits (power grid within a city- power distribution questions to minimize outages, waste)
    -Tracking an Internet Virus
    -Advertising/Marketing
    -Political Information
    -Medical Information Distribution (3rd world countries)

