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## 1 Introduction

The purpose of this paper is to explore how numbering electrical resistor networks effects their response matrix, $\Lambda$. Moreover, what can be learned from $\Lambda$ about the topology of the network? This paper considers specific networks and their $\Lambda$, and shows how the boundary nodes were placed in the original network. In other words, no matter how the boundary nodes are numbered, can the information from $\Lambda$ and about the network still be recovered?

Most of the networks looked at in this paper are edge conductivity networks where current at $\mathrm{p}, \phi(p)$, is defined as such:

$$
\sum_{q \sim p} \gamma_{p, q}\left(u_{p}-u_{q}\right)
$$

where $\gamma_{p, q}$ is the conductivity of the edge joining node $p$ to $q$.
The Kirchhoff matrix, $K$, for a network with $n$ nodes, is an $n \times n$ symmetric matrix where

- $K_{i, j}=-\gamma_{i, j}$ when $i \neq j$
- $K_{i, i}=\sum_{j \neq i} \gamma_{i, j}$

It is useful to write $K$ in block form where the interior nodes fall in block $C$ and the boundary nodes fall in $A$.

$$
K=\left[\begin{array}{cc}
A & B \\
B^{T} & C
\end{array}\right]
$$

Then the response matrix, $\Lambda$ is formed by taking the Schur complement of $K$ in $C$. That is

$$
\Lambda=A-B C^{-1} B^{T}
$$

In order to determine sign conditions in $\Lambda$, select two distinct sets of boundary nodes, $P=\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ and $Q=\left(q_{1}, q_{2}, \ldots, q_{k}\right)$. Then

$$
\operatorname{det} \Lambda(P ; Q) \cdot \operatorname{det} K(I ; I)=(-1)^{k} \sum_{\tau \in S_{k}} \operatorname{sgn}(\tau)\left\{\sum_{\substack{\alpha \\ \tau_{\alpha}=\tau}} \prod_{e \in E_{\alpha}} \gamma(e) \cdot D_{\alpha}\right\}
$$

shows what the $\operatorname{sign}$ of $\operatorname{det} \Lambda(P ; Q)$ is. So if there is only one distinct pairing between the nodes in $P$ and the nodes in $Q$, then the sign of $\operatorname{det} \Lambda(P ; Q)$ is known. This background information comes from [1].

This paper looks at annular networks, many of which have conductivities constant on layers. Due to the symmetry of the networks, the ordering of the boundary nodes can be found in these cases, mainly because of the symmetries found in $\Lambda$ and sign conditions of $\Lambda$.

## 2 Annular Network with Three Rays and Two Circles



Figure 1: G(3,2)

First consider $\mathrm{G}(3,2)$, that is a graph defined as such: $\mathrm{G}(\#$ of rays, \# of circles), and assume that conductivity is constant on layers. Then the response matrix, $\Lambda$, is as follows:

$$
\Lambda=\left(\begin{array}{llllll}
\Sigma & \alpha & \alpha & \beta & \gamma & \gamma \\
\alpha & \Sigma & \alpha & \gamma & \beta & \gamma \\
\alpha & \alpha & \Sigma & \gamma & \gamma & \beta \\
\beta & \gamma & \gamma & \Sigma & \delta & \delta \\
\gamma & \beta & \gamma & \delta & \Sigma & \delta \\
\gamma & \gamma & \beta & \delta & \delta & \Sigma
\end{array}\right)
$$

where

$$
\begin{aligned}
& \alpha=\frac{-a^{2}\left(b c^{2}+3 b c d+c^{2} d+2 b c e+3 b d e+b e^{2}\right)}{(a c+a e+c e)(a c+3 b c+3 a d+9 b d+3 c d+a e+3 b e+c e)} \\
& \beta=\frac{-a c e(a c+b c+a d+3 b d+c d+a e+b e+c e)}{(a c+a e+c e)(a c+3 b c+3 a d+9 b d+3 c d+a e+3 b e+c e)} \\
& \gamma=\frac{-a c e(b c+a d+3 b d+c d+b e)}{(a c+a e+c e)(a c+3 b c+3 a d+9 b d+3 c d+a e+3 b e+c e)} \\
& \delta=\frac{-\left(b c^{2}+a^{2} d+3 a b d+2 a c d+3 b c d+c^{2} d\right) e^{2}}{(a c+a e+c e)(a c+3 b c+3 a d+9 b d+3 c d+a e+3 b e+c e)}
\end{aligned}
$$

and

$$
\Sigma=-(\text { Sum of the row entries })
$$

Regardless of how the boundary nodes are numbered the response matrix still contains four distinct entries which provide information about the structure of the network. The information may not be as obvious as before because the ordering of the entries in $\Lambda$ is no longer the same, but the information is still there. For instance, if $\lambda_{x, y}$ is $\beta$ then $x$ and $y$ are boundary nodes on the same ray. It is fairly easy to identify the $\beta$ term in the response matrix because it is the only term that shows up six times and is in every row and every column. Now, which nodes appear on the inside of the graph and which are on the outside? Technically, there is no way to tell between the inside and outside of this network because it could easily be inverted. But, it is possible to tell which three nodes are grouped together on the inside or outside. The terms in $\Lambda$ that show this are $\delta$ and $\alpha$, each of which are the two other terms which appear six times. So for every $x$ and $y$ such that $\lambda_{x, y}$ is a $\delta$, then those $x$ and $y$ 's are grouped together. Likewise for every $x$ and $y$ such that $\lambda_{x, y}$ is a $\alpha$.

There can be many different $\Lambda$ matrices that have the same structure as the $\Lambda$ for this network. In order for a $\Lambda$ to be a response matrix for this network, not only must the above symmetries hold, but these sign conditions must also hold, where $\left(x_{1}, x_{2}, x_{3}\right)$ are grouped together on the inside (or outside) and ( $y_{1}, y_{2}, y_{3}$ ) are the outside, and $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, and $\left(x_{3}, y_{3}\right)$ are paired on the same ray.

1. $\operatorname{det} \Lambda\left(x_{1}, x_{2}, x_{3} ; y_{1}, y_{2}, y_{3}\right)<0$
2. $\operatorname{det} \Lambda\left(x_{1}, x_{2}, y_{2} ; x_{3}, y_{1}, y_{3}\right)>0$
3. $\operatorname{det} \Lambda\left(x_{1}, x_{2} ; y_{1}, y_{2}\right)>0$
4. $\operatorname{det} \Lambda\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)>0$

## 3 Annular Network with Three Rays and Two Circles (With Less Symmetry)



Figure 2: $G(3,2)$ with less symmetry

This is another $G(3,2)$ graph, but symmetric only with respect to the " $y$ axis". The response matrix, $\Lambda$ is as follows:

$$
\Lambda=\left(\begin{array}{llllll}
\Sigma & \alpha & \alpha & \beta & \delta & \delta \\
\alpha & \Sigma & \epsilon & \sigma & \rho & \theta \\
\alpha & \epsilon & \Sigma & \sigma & \theta & \rho \\
\beta & \sigma & \sigma & \Sigma & \gamma & \gamma \\
\delta & \rho & \theta & \gamma & \Sigma & \omega \\
\delta & \theta & \rho & \gamma & \omega & \Sigma
\end{array}\right)
$$

where

$$
\begin{aligned}
& \alpha=-(e(2 a b d+2 b c d+b c g+2 a d g+2 b d g+2 c d g) h) /(4 a b c d+4 a b d e+4 b c d e+ \\
& +2 a b c g+2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+ \\
& +a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+ \\
& +2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+2 a e g h+ \\
& +2 b e g h+2 c e g h) \\
& \beta=-(f(2 b c d+a c g+b c g+a d g+b d g+c d g+a e g+b e g+c e g) h) /(4 a b c d+ \\
& +4 a b d e+4 b c d e+2 a b c g+2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+ \\
& +4 b d e g+4 c d e g+a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+ \\
& +2 a b c h+2 a b d h+2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+ \\
& +2 c d g h+2 a e g h+2 b e g h+2 c e g h) \\
& \delta=-(a(2 b c d+b c g+b d g+2 c d g+b e g) h) /(4 a b c d+4 a b d e+4 b c d e+2 a b c g+ \\
& +2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+ \\
& +a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+ \\
& +2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+ \\
& +2 a e g h+2 b e g h+2 c e g h) \\
& \epsilon=-\left(e ^ { 2 } \left(2 b^{2} c^{2} d+2 a^{2} b d^{2}+2 a b^{2} d^{2}+4 a b c d^{2}+2 b^{2} c d^{2}+2 b c^{2} d^{2}+b^{2} c^{2} g+\right.\right. \\
& +2 a b c d g+2 b^{2} c d g+2 b c^{2} d g+2 a^{2} d^{2} g+4 a b d^{2} g+2 b^{2} d^{2} g+4 a c d^{2} g+ \\
& +4 b c d^{2} g+2 c^{2} d^{2} g+b^{2} c^{2} h+4 a^{2} b d j+4 a b^{2} d j+8 a b c d j+4 b^{2} c d j+ \\
& +4 b c^{2} d j+2 a^{2} b g j+2 a b^{2} g j+4 a b c g j+2 b^{2} c g j+2 b c^{2} g j+4 a^{2} d g j+ \\
& +8 a b d g j+4 b^{2} d g j+8 a c d g j+8 b c d g j+4 c^{2} d g j+a^{2} g^{2} j+2 a b g^{2} j+b^{2} g^{2} j+ \\
& +2 a c g^{2} j+2 b c g^{2} j+c^{2} g^{2} j+2 a^{2} b h j+2 a b^{2} h j+4 a b c h j+2 b^{2} c h j+2 b c^{2} h j+ \\
& +2 a^{2} g h j+4 a b g h j+2 b^{2} g h j+4 a c g h j+4 b c g h j+2 c^{2} g h j+4 b c^{2} d k+ \\
& +4 a b d^{2} k+4 b c d^{2} k+2 b c^{2} g k+4 b c d g k+4 c^{2} d g k+4 a d^{2} g k+4 b d^{2} g k+ \\
& +4 c d^{2} g k+c^{2} g^{2} k+2 b c^{2} h k+2 c^{2} g h k+8 a b d j k+8 b c d j k+4 a b g j k+4 b c g j k+
\end{aligned}
$$

$$
\begin{aligned}
& +8 a d g j k+8 b d g j k+8 c d g j k+2 a g^{2} j k+2 b g^{2} j k+2 c g^{2} j k+4 a b h j k+ \\
& +4 b c h j k+4 a g h j k+4 b g h j k+4 c g h j k) /(4 a b c d+4 a b d e+4 b c d e+2 a b c g+ \\
& +2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+ \\
& +a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+ \\
& +2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+ \\
& +2 \text { aegh }+2 \text { begh }+2 \text { cegh }) \\
& \sigma=-(e f(2 b c d+b c g+a d g+b d g+c d g+b c h)) /(4 a b c d+4 a b d e+4 b c d e+2 a b c g+ \\
& +2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+ \\
& +a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+ \\
& +2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+ \\
& +2 \text { aegh }+2 b e g h+2 \text { cegh }) \\
& \rho=-\left(a e \left(4 a b c^{2} d+2 b^{2} c^{2} d+2 a b c d^{2}+2 b^{2} c d^{2}+2 b c^{2} d^{2}+4 a b c d e+2 b^{2} c d e+\right.\right. \\
& +4 b c^{2} d e+2 a b c^{2} g+b^{2} c^{2} g+3 a b c d g+2 b^{2} c d g+4 a c^{2} d g+4 b c^{2} d g+a b d^{2} g+ \\
& +b^{2} d^{2} g+2 a c d^{2} g+3 b c d^{2} g+2 c^{2} d^{2} g+2 a b c e g+b^{2} c e g+2 b c^{2} e g+a b d e g+ \\
& +b^{2} d e g+4 a c d e g+5 b c d e g+4 c^{2} d e g+a c^{2} g^{2}+b c^{2} g^{2}+a c d g^{2}+b c d g^{2}+c^{2} d g^{2}+ \\
& +a c e g^{2}+b c e g^{2}+c^{2} e g^{2}+2 a b c^{2} h+b^{2} c^{2} h+2 a b c d h+b^{2} c d h+2 b c^{2} d h+2 a b c e h+ \\
& +b^{2} c e h+2 b c^{2} e h+2 a c^{2} g h+2 b c^{2} g h+2 a c d g h+2 b c d g h+2 c^{2} d g h+2 a c e g h+ \\
& +2 b c e g h+2 c^{2} e g h+4 a b c d j+4 b^{2} c d j+4 b c^{2} d j+2 a b c g j+2 b^{2} c g j+2 b c^{2} g j+ \\
& +2 a b d g j+2 b^{2} d g j+4 a c d g j+6 b c d g j+4 c^{2} d g j+a c g^{2} j+b c g^{2} j+c^{2} g^{2} j+ \\
& +2 a b c h j+2 b^{2} c h j+2 b c^{2} h j+2 a c g h j+2 b c g h j+2 c^{2} g h j+4 b c^{2} d k+4 b c d^{2} k+ \\
& +4 b c d e k+2 b c^{2} g k+4 b c d g k+4 c^{2} d g k+2 b d^{2} g k+4 c d^{2} g k+2 b c e g k+2 b d e g k+ \\
& +4 c \operatorname{deg} k+c^{2} g^{2} k+c d g^{2} k+\text { ceg }^{2} k+2 b c^{2} h k+2 b c d h k+2 b c e h k+2 c^{2} g h k+ \\
& +2 c d g h k+2 c e g h k+8 b c d j k+4 b c g j k+4 b d g j k+8 c d g j k+2 c g^{2} j k+4 b c h j k+ \\
& +4 c g h j k)) /(4 a b c d+4 a b d e+4 b c d e+2 a b c g+2 a b d g+4 a c d g+2 b c d g+ \\
& +2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+ \\
& +c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+2 b c d h+2 a b e h+2 b c e h+ \\
& +2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+2 a e g h+2 b e g h+2 c e g h) \\
& \theta=-\left(a e \left(2 b^{2} c^{2} d+2 a b c d^{2}+2 b^{2} b c d^{2}+2 b c^{2} d^{2}+2 b^{2} c d e+b^{2} c^{2} g+a b c d g+2 b^{2} c d g+\right.\right. \\
& +2 b c^{2} d g+a b d^{2} g+b^{2} d^{2} g+2 a c d^{2} g+3 b c d^{2} g+2 c^{2} d^{2} g+b^{2} c e g+a b d e g+b^{2} d e g+ \\
& +b c d e g+b^{2} c^{2} h+b^{2} c d h+b^{2} c e h+4 a b c d j+4 b^{2} c d j+4 b c^{2} d j+2 a b c g j+2 b^{2} c g j+ \\
& +2 b c^{2} g j+2 a b d g j+2 b^{2} d g j+4 a c d g j+6 b c d g j+4 c^{2} d g j+a c g^{2} j+b c g^{2} j+ \\
& +c^{2} g^{2} j+2 a b c h j+2 b^{2} c h j+2 b c^{2} h j+2 a c g h j+2 b c g h j+2 c^{2} g h j+4 b c^{2} d k+ \\
& +4 b c d^{2} k+4 b c d e k+2 b c^{2} g k+4 b c d g k+4 c^{2} d g k+2 b d^{2} g k+4 c d^{2} g k+2 b c e g k+ \\
& +2 b d e g k+4 c d e g k+c^{2} g^{2} k+c d g^{2} k+\operatorname{ceg}^{2} k+2 b c^{2} h k+2 b c d h k+2 b c e h k+
\end{aligned}
$$

$$
\begin{aligned}
& +2 c^{2} g h k+2 c d g h k+2 c e g h k+8 b c d j k+4 b c g j k+4 b d g j k+8 c d g j k+2 c g^{2} j k+ \\
& +4 b c h j k+4 c g h j k)) /(4 a b c d+4 a b d e+4 b c d e+2 a b c g+2 a b d g+4 a c d g+2 b c d g+ \\
& +2 a b e g+2 b c e g+4 a d e g+4 b d e g+4 c d e g+a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+ \\
& +c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+2 a b d h+2 b c d h+2 a b e h+2 b c e h+ \\
& +2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+2 a e g h+2 b e g h+2 c e g h) \\
& \gamma=-a f(2 b c d+2 b d e+b c g+b d g+c d g+b e g+b c h+b d h+b e h)) /(4 a b c d+4 a b d e+ \\
& +4 b c d e+2 a b c g+2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+ \\
& +4 c d e g+a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+ \\
& +2 a b d h+2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+ \\
& +2 a e g h+2 b e g h+2 c e g h) \\
& \omega=-\left(a ^ { 2 } \left(2 b^{2} c^{2} d+2 b^{2} c d^{2}+2 b c^{2} d^{2}+4 b^{2} c d e+2 b^{2} d^{2} e+2 b^{2} d e^{2}+b^{2} c^{2} g+2 b^{2} c d g+\right.\right. \\
& +2 b c^{2} d g+b^{2} d^{2} g+2 b c d^{2} g+2 c^{2} d^{2} g+2 b^{2} c e g+2 b^{2} d e g+2 b c d e g+b^{2} e^{2} g+ \\
& +b^{2} c^{2} h+2 b^{2} c d h+b^{2} d^{2} h+2 b^{2} c e h+2 b^{2} d e h+b^{2} e^{2} h+4 b^{2} c d j+4 b c^{2} d j+ \\
& +4 b^{2} d e j+2 b^{2} c g j+2 b c^{2} g j+2 b^{2} d g j+4 b c d g j+4 c^{2} d g j+2 b^{2} e g j+c^{2} g^{2} j+ \\
& +2 b^{2} c h j+2 b c^{2} h j+2 b^{2} d h j+2 b^{2} e h j+2 c^{2} g h j+4 b c^{2} d k+4 b c d^{2} k+8 b c d e k+ \\
& +4 b d^{2} e k+4 b d e^{2} k+2 b c^{2} g k+4 b c d g k+4 c^{2} d g k+2 b d^{2} g k+4 c d^{2} g k+4 b c e g k+ \\
& +4 b d e g k+8 c d e g k+4 d^{2} e g k+2 b e^{2} g k+4 d e^{2} g k+c^{2} g^{2} k+2 c d g^{2} k+d^{2} g^{2} k+ \\
& +2 c e g^{2} k+2 d e g^{2} k+e^{2} g^{2} k+2 b c^{2} h k+4 b c d h k+2 b d^{2} h k+4 b c e h k+4 b d e h k+ \\
& +2 b e^{2} h k+2 c^{2} g h k+4 c d g h k+2 d^{2} g h k+4 c e g h k+4 d e g h k+2 e^{2} g h k+8 b c d j k+ \\
& +8 b d e j k+4 b c g j k+4 b d g j k+8 c d g j k+4 b e g j k+8 d e g j k+2 c g^{2} j k+2 d g^{2} j k+ \\
& \left.+2 e g^{2} j k+4 b c h j k+4 b d h j k+4 b e h j k+4 c g h j k+4 d g h j k+4 e g h j k\right) /(4 a b c d+ \\
& +4 a b d e+4 b c d e+2 a b c g+2 a b d g+4 a c d g+2 b c d g+2 a b e g+2 b c e g+4 a d e g+4 b d e g+ \\
& +4 c d e g+a c g^{2}+b c g^{2}+a d g^{2}+b d g^{2}+c d g^{2}+a e g^{2}+b e g^{2}+c e g^{2}+2 a b c h+ \\
& +2 a b d h+2 b c d h+2 a b e h+2 b c e h+2 a c g h+2 b c g h+2 a d g h+2 b d g h+2 c d g h+ \\
& +2 \text { aegh }+2 b e g h+2 \text { cegh })
\end{aligned}
$$

and

$$
\Sigma=-(\text { Sum of the row entries })
$$

Regardless of how the boundary nodes are numbered the response matrix still contains nine distinct entries which provide information about the structure of the network. The information may not be as obvious as before because the ordering of the entries in $\Lambda$ is no longer the same, but the information is still there. The first thing to notice in $\Lambda$ is that there are three entries that only appear twice: $\beta, \epsilon$, and $\omega$. Upon further inspection, $\beta$ can be distinguished from $\epsilon$ and $\omega$ because every row and column that contains a $\beta$ also contains a $\Sigma$ and two pairs. Note this is only true for $\beta$. So if $\lambda_{x, y}$ is $\beta$, then boundary
nodes $x$ and $y$ are contained on the same ray. Moreover $x$ and $y$ are on the non-symmetric ray. Consider the other two entries that appear only twice: $\epsilon$ and $\omega$. If $\lambda_{x, y}$ is $\epsilon$ or $\omega$ then $x$ and $y$ are grouped together on the inside or the outside.

Now one of the inside nodes will be paired with one of the outside nodes, but which one? In order to determine this, first select one of the boundary nodes not on the symmetric ray, call it $x$. Next, select the group of nodes $(y, z)$ that does not contain $x$. That is if $x$ is on the inside, then select the group known to be on the outside. There are two choices, $x$ and $y$ can be on the same ray or $x$ and $z$. If $\lambda_{x, y}>\lambda_{x, z}$, then $x$ and $z$ are on the same ray. Otherwise $x$ and $y$ are together. The remaining two nodes are on the last ray. This is true because $\theta>\rho$ due to $\operatorname{det} \Lambda(1,2 ; 4,5)>0$ and $\operatorname{det} \Lambda(2,1,4 ; 3,5,6)>0$.

Now, which nodes are grouped together on the inside of the graph and which are on the outside? Technically, there is no way to tell between the inside and outside of this network because it could easily be inverted. But, it is possible to tell which three nodes are together on the inside or outside, two are already known due to $\epsilon$ and $\omega$. To help simplify things call the nodes on the non-symmetric ray $\left(x_{1}, x_{2}\right)$ and call the two sets of nodes that are grouped together on the inside or outside $\left(y_{1}, y_{2}\right)$ and $\left(z_{1}, z_{2}\right)$. Now there are two options: $\left(x_{1}, y_{1}, y_{2}\right)$ and $\left(x_{2}, z_{1}, z_{2}\right)$ can be grouped together or $\left(x_{1}, z_{1}, z_{2}\right)$ and $\left(x_{2}, y_{1}, y_{2}\right)$. If $\lambda_{x_{1}, y_{1}} \lambda_{x_{2}, z_{1}}<\lambda_{x_{1}, z_{1}} \lambda_{x_{2}, y_{1}}$, then $\left(x_{1}, z_{1}, z_{2}\right)$ and $\left(x_{2}, y_{1}, y_{2}\right)$ are the correct grouping, otherwise $\left(x_{1}, y_{1}, y_{2}\right)$ and $\left(x_{2}, z_{1}, z_{2}\right)$ are the correct grouping. This is true because $\gamma \alpha>\sigma \delta$ due to $\operatorname{det} \Lambda(1,4 ; 2,5)>0$. Note, in the inequality $y_{2}$ and $z_{2}$ could replace $y_{1}$ and $z_{1}$ respectively because they are the same.

There can be many different $\Lambda$ matrices that have the same structure as the $\Lambda$ for this network. In order for a $\Lambda$ to be a response matrix for this network, not only must the above symmetries hold, but these sign conditions must also hold, where $\left(x_{1}, x_{2}, x_{3}\right)$ are grouped together on the inside (or outside) and ( $y_{1}, y_{2}, y_{3}$ ) are on the outside, and $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, and $\left(x_{3}, y_{3}\right)$ are paired on the same ray, note $\left(x_{1}, y_{1}\right)$ is the non-symmetric ray.

1. $\operatorname{det} \Lambda\left(x_{1}, x_{2}, x_{3} ; y_{1}, y_{2}, y_{3}\right)<0$
2. $\operatorname{det} \Lambda\left(x_{1}, x_{2}, y_{2} ; x_{3}, y_{1}, y_{3}\right)>0$
3. $\operatorname{det} \Lambda\left(x_{2}, x_{1}, y_{1} ; x_{3}, y_{2}, y_{3}\right)>0$
4. $\operatorname{det} \Lambda\left(x_{1}, x_{2} ; y_{1}, y_{2}\right)>0$
5. $\operatorname{det} \Lambda\left(x_{2}, x_{3} ; y_{2}, y_{3}\right)>0$
6. $\operatorname{det} \Lambda\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)>0$
7. $\operatorname{det} \Lambda\left(x_{2}, y_{2} ; x_{3}, y_{3}\right)>0$

## 4 Graph with Three Holes

### 4.1 Completely Symmetric Case



Figure 3: Graph with Three Holes

Consider this graph with conductivities on layers completely constant.

$$
\Lambda=\left(\begin{array}{llllllllllll}
\Sigma & \alpha & \beta & \delta & \beta & \gamma & \gamma & \beta & \kappa & \beta & \delta & \kappa \\
\alpha & \Sigma & \gamma & \beta & \delta & \beta & \beta & \gamma & \kappa & \delta & \beta & \kappa \\
\beta & \gamma & \Sigma & \alpha & \beta & \delta & \kappa & \gamma & \beta & \kappa & \beta & \delta \\
\delta & \beta & \alpha & \Sigma & \gamma & \beta & \kappa & \beta & \gamma & \kappa & \delta & \beta \\
\beta & \delta & \beta & \gamma & \Sigma & \alpha & \beta & \kappa & \gamma & \delta & \kappa & \beta \\
\gamma & \beta & \delta & \beta & \alpha & \Sigma & \gamma & \kappa & \beta & \beta & \kappa & \delta \\
\gamma & \beta & \kappa & \kappa & \beta & \gamma & \Sigma & \delta & \delta & \alpha & \beta & \beta \\
\beta & \gamma & \gamma & \beta & \kappa & \kappa & \delta & \Sigma & \delta & \beta & \alpha & \beta \\
\kappa & \kappa & \beta & \gamma & \gamma & \beta & \delta & \delta & \Sigma & \beta & \beta & \alpha \\
\beta & \delta & \kappa & \kappa & \delta & \beta & \alpha & \beta & \beta & \Sigma & \gamma & \gamma \\
\delta & \beta & \beta & \delta & \kappa & \kappa & \beta & \alpha & \beta & \gamma & \Sigma & \gamma \\
\kappa & \kappa & \delta & \beta & \beta & \delta & \beta & \beta & \alpha & \gamma & \gamma & \Sigma
\end{array}\right)
$$

where

$$
\begin{aligned}
\alpha & =-\frac{a c\left(a^{3}+5 a^{2} b+7 a b^{2}+3 b^{3}+2 a^{2} c+6 a b c+2 b^{2} c\right)}{(a+3 b)(a+3 b+2 c)\left(a^{2}+3 a b+2 a c+4 b c\right)} \\
\beta & =-\frac{a b c\left(a^{2}+4 a b+3 b^{2}+a c+2 b c\right)}{(a+3 b)(a+3 b+2 c)\left(a^{2}+3 a b+2 a c+4 b c\right)}
\end{aligned}
$$

$$
\begin{aligned}
\delta & =-\frac{a b c\left(a b+3 b^{2}+a c+2 b c\right)}{(a+3 b)(a+3 b+2 c)\left(a^{2}+3 a b+2 a c+4 b c\right)} \\
\gamma & =-\frac{a b\left(a^{3}+6 a^{2} b+9 a b^{2}+2 a^{2} c+7 a b c+3 b^{2} c+a c^{2}+2 b c^{2}\right)}{(a+3 b)(a+3 b+2 c)\left(a^{2}+3 a b+2 a c+4 b c\right)} \\
\kappa & =-\frac{a b^{2} c}{(a+3 b)(a+3 b+2 c)\left(a^{2}+3 a b+2 a c+4 b c\right)} \\
\Sigma & =-(\text { Sum of the row entries })
\end{aligned}
$$

Again, regardless of how the boundary nodes are numbered the response matrix still contains five distinct entries which provide information about the structure of the network. The information may not be as obvious as before because the ordering of the entries in $\Lambda$ is no longer the same, but the information is still there. The first thing to notice in $\Lambda$ is that $\alpha$ is the only entry that appears just 12 times in the matrix. If $\lambda_{x, y}=\alpha$, then x and y are paired on the same ray. Next there are three terms, $\delta, \gamma$, and $\kappa$ that appear 24 times each. If $\lambda_{x, y}=\alpha$, then $\kappa$ will be in the same column of the $x^{t h}$ and $y^{t h}$ rows. No other element will have that characteristic.
$\beta$ is easy to find because it appears 48 times in the matrix. Now the question is how can $\gamma$ distinguished from $\delta$ ? Using two sign conditions of the network, det $\Lambda(1,2 ; 5,4)>0$ and $\operatorname{det} \Lambda(1,2 ; 6,3)>0$, it is known that $\gamma^{2}>\delta^{2}$. If $\lambda_{x, y}=\gamma$, then $x$ and $y$ are grouped in the same circle. Hence all boundary nodes in each circle are known.

There can be many different $\Lambda$ matrices that have the same structure as the $\Lambda$ for this network. In order for a $\Lambda$ to be a response matrix for this network, not only must the above symmetries hold, but certain sign conditions must also hold. A list of some of these sign conditions can be found in the appendix. It is not a complete list due to the great quantity of determinants and complexity of the network. The extra symmetry in this network may mean that some of the determinants in the appendix are equivalent.

### 4.2 Less Symmetric Case



Figure 4: Graph with Three Holes(with less symmetry)

Here is another graph to consider. Assume that conductivity is constant on layers. Then the response matrix, $\Lambda$, is as follows:

$$
\Lambda=\left(\begin{array}{llllllllllll}
\Sigma & \alpha & \beta & \gamma & \beta & \delta & \theta & \kappa & \pi & \psi & \eta & \mu \\
\alpha & \Sigma & \delta & \beta & \gamma & \beta & \kappa & \theta & \pi & \eta & \psi & \mu \\
\beta & \delta & \Sigma & \alpha & \beta & \gamma & \pi & \theta & \kappa & \mu & \psi & \eta \\
\gamma & \beta & \alpha & \Sigma & \delta & \beta & \pi & \kappa & \theta & \mu & \eta & \psi \\
\beta & \gamma & \beta & \delta & \Sigma & \alpha & \kappa & \pi & \theta & \eta & \mu & \psi \\
\delta & \beta & \gamma & \beta & \alpha & \Sigma & \theta & \pi & \kappa & \psi & \mu & \eta \\
\theta & \kappa & \pi & \pi & \kappa & \theta & \Sigma & \sigma & \sigma & \epsilon & \tau & \tau \\
\kappa & \theta & \theta & \kappa & \pi & \pi & \sigma & \Sigma & \sigma & \tau & \epsilon & \tau \\
\pi & \pi & \kappa & \theta & \theta & \kappa & \sigma & \sigma & \Sigma & \tau & \tau & \epsilon \\
\psi & \eta & \mu & \mu & \eta & \psi & \epsilon & \tau & \tau & \Sigma & \chi & \chi \\
\eta & \psi & \psi & \eta & \mu & \mu & \tau & \epsilon & \tau & \chi & \Sigma & \chi \\
\mu & \mu & \eta & \psi & \psi & \eta & \tau & \tau & \epsilon & \chi & \chi & \Sigma
\end{array}\right)
$$

Regardless of how the boundary nodes are numbered the response matrix still contains fourteen distinct entries which provide information about the structure of the network. The information may not be as obvious as before because the ordering of the entries in $\Lambda$ is no longer the same, but the information is still there. The first thing to notice in $\Lambda$ is that in the upper triangular part of the matrix, $\beta$ is the only term that appears six times in the upper triangle and is only in four columns. Hence $\beta$ is distinguished from the other entries
of the matrix. Now looking at the whole matrix, $\tau$ can also be distinguished. In the matrix, $\beta$ appears in six different rows and columns; $\tau$ also appears in six different rows and columns, none of which contain a $\beta$. So, $\tau$ and $\beta$ can be identified in $\Lambda$.

Next look at the $6 \times 6$ submatrix containing only rows and columns which have a $\beta$. In this submatrix there are three other entries: $\alpha, \gamma$, and $\delta$. $\gamma$ can be distinguished from the other two by using some sign conditions of determinants. $\gamma$ is the only one of the three, such that $\gamma^{2}<\beta^{2}$. This is because $\operatorname{det} \Lambda(1,2 ; 6,3)>0$, $\operatorname{det} \Lambda(1,4 ; 2,3)>0$, and $\operatorname{det} \Lambda(1,2 ; 5,4)>0$.

Now that $\beta$ and $\gamma$ have been identified in $\Lambda$ the arrangement of nodes in the inner triangle can be determined. If $\lambda_{x, y}=\beta$, then $x$ is two nodes away from $y$. If $\lambda_{x, y}=\gamma$, then $x$ is three nodes away from $y$. Using this information it is now known which nodes are paired on the interior rays and two of the nodes grouped together in each of the three interior circles.

Another element can be identified by taking the six by six submatrix of every row and column containing $\tau$. Within this matrix, $\epsilon$ is the only element appearing six times and is in every row and every column. If $\lambda_{x, y}=\epsilon$ then $x$ and $y$ are on the same outer ray. Upon further inspection, it becomes clear that this submatrix has the same structure as $G(3,2)$, thus having four different elements. As in the $\mathrm{G}(3,2), \sigma$ and $\chi$ can not be distinguished from each other, but they are different entries. Thus if $\lambda_{x, y}=\sigma$, then $x$ and $y$ are grouped together on the outside circle or with the nodes from the inner triangle. Similarly for $\lambda_{x, y}=\chi$.

Furthermore, it would be nice to know which outer ray is grouped with each inner circle. For each of the inner circles, let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, and $\left(x_{3}, y_{3}\right)$ be the pair of boundary nodes that are grouped together in one of the inner circles. Now is a given ray grouped with $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, or $\left(x_{3}, y_{3}\right)$ ? Select one of the boundary nodes on the outer ray, call it z. If $\lambda_{x_{1}, z}=\lambda_{y_{1}, z}$, then $x_{1}, y_{1}$, and $z$ are grouped together in the same inner circle. If $\lambda_{x_{1}, z} \neq \lambda_{y_{1}, z}$, then try the same thing using $\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$; they will only be equal in one of these cases. So each outer ray is grouped with one of the inner circles.

In order to determine which nodes of the outer rays are in the outer circle and which are in the inner circles a determinant must be checked. Let $\left(x_{1}, x_{2}, x_{3}\right)$ and ( $y_{1}, y_{2}, y_{3}$ ) be the grouped together on the outer circle or in the inner circles, this is know from $\sigma$ and $\chi$. Now for the moment, group $x_{1}, x_{2}$, and $x_{3}$ with $y_{1}$. Then group $y_{2}$ with one of the elements in the inner circle grouped with $y_{1}$ call it w , and with the two elements, $\left(z_{1}, z_{2}\right)$, that share an inner ray that connects the two inner circles which do not grouped with $y_{1}$. If $\operatorname{det} \Lambda\left(x_{1}, x_{2}, x_{3}, y_{1} ; y_{2}, w, z_{1}, z_{2}\right)=$ 0 , then $\left(x_{1}, x_{2}, x_{3}\right)$ are the nodes on the outer circle and $\left(y_{1}, y_{2}, y_{3}\right)$ are the nodes in the inner circles. If it is not equal to zero, then $\left(x_{1}, x_{2}, x_{3}\right)$ are the nodes in the inner circles and $\left(y_{1}, y_{2}, y_{3}\right)$ are the nodes on the outer circle.

There can be many different $\Lambda$ matrices that have the same structure as the $\Lambda$ for this network. In order for a $\Lambda$ to be a response matrix for this network, not only must the above symmetries hold, but certain sign conditions must also hold. A list of some of these sign conditions can be found in the appendix. It is not a complete list due to the great quantity of determinants and complexity of the network.

## 5 Structure of Entries in $\Lambda$

While working with the response matrix a pattern emerged. No matter how large or small the entries were, the off-diagonal entries were all ratios of the opposite of sums of monomials with positive integer coefficients.

Monomials with Positive Coefficients 5.1 Let $\lambda_{i, j}$ be an entry in the response matrix. It can be written in the following form.

- $\lambda_{i, j}=-\frac{m_{i, j}}{d}$, when $i \neq j$
- $\lambda_{i, i}=\frac{m_{i, i}}{d}$, when $i=j$

Where $m_{i, j}, m_{i, i}$, and d are sums of monomials with positive integer coefficients.
Proof: (by induction) In order to go from the Kirchhoff matrix, $K$, to the response matrix, $\Lambda$, Gaussian elimination can be done one row at a time until $\Lambda$ is the result. In other words take the Schur complement but one element at a time.

In the first case this is obviously true, that is when $\lambda_{i, j}$ is an element of the Kirchhoff matrix. This is because $K_{i, j}=-\gamma_{i, j}$ when $i \neq j$ and $K_{i, i}=$ $-\sum_{j \neq i} K_{i, j}$, and $\gamma_{i, j}$ is a sum of positive monomials with integer coefficients.

Now assume this is true for $\lambda_{i, j}$. So, $\lambda_{i, j}=-\frac{m_{i, j}}{d}$ when $i \neq j$ and $\lambda_{i, i}=\frac{m_{i, i}}{d}$ when $i=j$. Where $m_{i, j}, m_{i, i}$, and $d$ are sums of monomials with positive integer coefficients. (This is the inductive hypothesis.) Then by Gaussian elimination

$$
\lambda_{i, j}^{\prime}=-\frac{m_{i, j}}{d}-\frac{d}{m_{n, n}} \frac{m_{i, n}}{d} \frac{m_{n, j}}{d}
$$

when $i \neq j$. So

$$
\lambda_{i, j}^{\prime}=\frac{1}{d}\left(-m_{i, j}-\frac{m_{i, n} m_{n, j}}{m_{n, n}}\right)=-\frac{m_{n, n} m_{i, j}+m_{i, n} m_{n, j}}{d m_{n, n}}=-\frac{m_{i, j}^{\prime}}{d^{\prime}}
$$

by the inductive hypothesis. When $i=j$, then

$$
\lambda_{i, i}^{\prime}=\frac{1}{d^{\prime}} \sum_{j \neq i} m_{i, j}^{\prime}
$$

Thus the theorem has been proven.

## 6 G(3,2) with Vertex Conductivity



Figure 5: G(3,2) with vertex conductivity

Now consider a network with vertex conductivity instead of edge conductivity. So the current at a node is defined as:

$$
\sum_{q \sim p} \gamma_{q}\left(u_{q}-u_{p}\right)
$$

where $\gamma_{q}$ is the conductivity at node $q$. Using this definition of current, then the response matrix, $\Lambda$, is as follows:

$$
\Lambda=\left(\begin{array}{llllll}
\Sigma & \alpha & \alpha & \beta & \gamma & \gamma \\
\alpha & \Sigma & \alpha & \gamma & \beta & \gamma \\
\alpha & \alpha & \Sigma & \gamma & \gamma & \beta \\
\delta & \kappa & \kappa & \Sigma & \epsilon & \epsilon \\
\kappa & \delta & \kappa & \epsilon & \Sigma & \epsilon \\
\kappa & \kappa & \delta & \epsilon & \epsilon & \Sigma
\end{array}\right)
$$

where

$$
\begin{aligned}
\alpha & =-\frac{a b^{2}\left(b^{2}+3 b c+c^{2}+2 b d+3 c d+d^{2}\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)} \\
\beta & =-\frac{b c d\left(a b+b^{2}+a c+3 b c+c^{2}+a d+b d+c d\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)}
\end{aligned}
$$

$$
\begin{aligned}
\gamma & =-\frac{b c d\left(b^{2}+a c+3 b c+c^{2}+b d\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)} \\
\delta & =-\frac{a b c\left(a b+b^{2}+a c+3 b c+c^{2}+a d+b d+c d\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)} \\
\kappa & =-\frac{a b c\left(b^{2}+a c+3 b c+c^{2}+b d\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)} \\
\epsilon & =-\frac{\left.c^{2}\left(a^{2}+3 a b+b^{2}+2 a c+3 b c+c^{2}\right) d\right)}{(a b+a d+c d)\left(a b+3 b^{2}+3 a c+9 b c+3 c^{2}+a d+3 b d+c d\right)} \\
\Sigma & =- \text { (Sum of the row entries) }
\end{aligned}
$$

Regardless of how the boundary nodes are numbered the response matrix still contains six distinct entries which provide information about the structure of the network. The information may not be as obvious as before because the ordering of the entries in $\Lambda$ is no longer the same, but the information is still there. The first thing to remember is that $\Lambda$ is no longer symmetric. This is because $\Lambda$ is for a network with vertex conductivity. $\beta$ and $\delta$ are the only two entries that appear three times. If $\lambda_{x, y}=\beta$ or $\lambda_{x, y}=\delta$, then $x$ and $y$ are paired on the same ray. Now, which nodes appear on the inside of the graph and which are on the outside? Technically, there is no way to tell between the inside and outside of this network because it could easily be inverted. But, it is possible to tell which three nodes are grouped together on the inside or outside. Consider all $\lambda_{x, y}=\beta$, or $\epsilon$. It does not matter which entry is chosen, just that one of the entries that only appears three times. Then all $x$ are grouped on the inside and all $y$ are grouped on the outside.

There can be many different $\Lambda$ matrices that have the same structure as the $\Lambda$ for this network. In order for a $\Lambda$ to be a response matrix for this network, not only must the above symmetries hold, but certain sign conditions must also hold.
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