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Name: Answers

Instructions: This is a closed book exam, no calculators allowed. You may use one two-sided sheet of
handwritten notes. Please check your answers carefully; | will only award limited partial credit. If you need
more room, use the backs of the pages, and indicate that you have done so. Beware the Ides of March.

1. (10 points) Solve the system of equations

2X]_ — X2 = 0
X1 — X + 263 = 0
—2X1 + X — 3x3 = 10

For full credit, use Gaussian elimination (= row reduction).

Solution: I'll row-reduce the corresponding augmented matrix:
-1 2 0 1 -1 2 O

2 -1 0 O 1 Ro—2R1,Rs+2R
1 -1 2 ol B=R o 1 o o B2RRR 15 1 4 0
2 3 -3 10 2 3 -3 10 c 1 1 10
T 10 1 4 0] 210 1 -4 0
00 5 10 00 1 2
R2RR4R1004
TR g 1 0 8.
0012

Now | can read off the answek; = 4, x, = 8, andxz = 2. (It is easy to now plug these into th
original system and thus verify that it is a solution.)
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1 11
0 3 3.
-2 11

(a) What are the eigenvalues 8P [Hint: one of them isl = 2. If you have found a characteristic
polynomial for which 2 is not a root, you've made a mistake.]

2. (10 points) LeA =

Solution: The characteristic polynomial is

1-t 1 1
0O 3-t 3
-2 1 1-t

3—-t 3 1 1 ,
:(1—t)’ 1 1t‘+(—2)'3t 3‘ expand along first column

=(1-)(B-t)(1-1t)—-3)-2(3—(3-1))
= (1-t)(t>—4t)—2t

= —t3 45t — 6t

= —t(t?— 5t +6)

= —t(t—2)(t—23).

The eigenvalues are the roots of this, which are 0, 2, and 3.

(b) LetA be one of the eigenvalues (your choice), and find a basis for its eigerSpace

Solution: You only need to do one of these, but I'll do all three.

A = 0: the eigenspace is the null spacefof Ol = A. That is, we solve the systeAx = 0,
which can be done by row-reducing the corresponding augmented matrix

1 110 1110 1110 1000
0 33 0P o033 0=/0110=10110.
2110 3 3

0 0 0O 00O 0 00O
This translates intox; = 0 andx; + x3 = 0, SOX2 = —X3. SO One parametexg, determines
each such vector, and a basigls —1 1]T.

A = 2: the eigenspace is the null spacé\of 2| = A. That is, we solve the systefA— 2l )x =
0, which can be done by row-reducing the corresponding augmented matrix

-11 1 O 1 -1 -10 1 020
0 1 3 0g—|0 1 3 0 —|0 1 3 0f.

-2 1 -1 0 0 -1 -3 0 0 00O

This translates into; = —2x3 andx, = —3x3, SO one parametexrs, determines each such
vector, and a basis is-2 -3 1]T.

A = 3: the eigenspace is the null spacé\of 3l = A. That is, we solve the systefA— 3l )x =
0, which can be done by row-reducing the corresponding augmented matrix

21 1 0 1 -1/2 -1/2 0 1 -1/2 0 0
0 0 3 0— 0 3 o—|0o o 10.
1 -2

-2 0 0 O -3 0 0O 0O 00O
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This translates inta; = X2/2 andxz = 0, SO one parametexy, determines each such vector
andabasisisl 2 0.

Whichever of these you choose, it's not hard to check your answer: muitiplyyour eigen-
vector candidate, and see if you det.

3. (10 points) Suppose that you wanted to find the least-squares linear fit to the following data:
t \ -1 01 2 3 4
y\ 0O 1 2 4 5 7

Tell me what computations you would carry out. DO NOT ACTUALLY DO THE COMPUTATIONS:
just tell me the relevant matrices and describe the least-squares method for the given data.

Solution: LetAbe the matrix formed by putting 1s in the first column andithelues in the second
column, and ley be the vector of values:

1 -1 0
1 0 1
1 1 2
A=11 20 Y= |4
1 3 5
1 4 7]

has a solution[r?] . If so, then all of the given points lie on the liye= mt+ b. If not, then the

system is inconsistent, and the method of least-squares is needed. The best least-squares|linear fit
is the solution to the system

ATA{
m

b] =ATy.

(So: computéAT A, computeATy, and solve this system of equations by using row-reduction or gny
other method that you like.)
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4. (15 points) Suppose thatis ann x n matrix.
(a) Suppose that is a scalar and is a vector, and thaix = Ax. Explain whyA?x = A2x.

Solution: ComputeA?x:

A%x = A(AX) = A(AX) = AAX = A (AX) = A%x.

(b) For this part, suppose that= 2, and suppose that[g] = [ ].What iSA2 H?

-12

Solution: If A [g] = {__162] , then [2} is an eigenvector with eigenvalue2. Therefore so is

. 11 . .
any scalar multiple of |t:[ ] is an eigenvector with eigenvalue2, so

2

Therefore by part (a),

(c) Suppose thak is ann x n matrix such thaf\? is the identity matrix:A? = |,,. What are the possible
eigenvalues foA? Explain your answer.

Solution: Suppose thakl is an eigenvalue foA. Then there is a vectot so thatAx = AX.
Now computeA?x: by part (a), this equald?x. On the other hand, sind¥ = I,,, this equals
x. That is,A%x = x. Thus (sincex must be nonzero},? = 1, soA = +1.

By the way, note thaf need not equal the identity matrix. For example, in the2case A

/-1 0 0 1
could bethematm{0 _1],or [1 0].
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5. (10 points) LetA = [g

find the corresponding eigenvectors.

2]. Assume thab # 0. Find the eigenvalues &, and for each eigenvalue,

Solution: The characteristic polynomial &fis

a—t b

det{ b a_t

] = (a—t)2—b? =t?—2at+ (a® —b?).

This is a quadratic equation, and its roots are given by the quadratic formula:

A ath.

_ 2at/4a?—4(a?—-b?) 2atvV4p?
— 5 — 5 =

So the eigenvalues aget b anda— b. Now find the eigenvectors:
For A = a+Db, the relevant equation is

a bl x| [(a+Db)x
b ally] [(a+by|’
The matrix multiplication on the left side turns this into

e = o

The first coordinate sayex+ by = ax+ bx. Cancel theax summand to gelby = bx. Divide both
sides byb (this is okay since we're told thdt# 0): x =y. The second coordinate gives the same

thing. Thus the eigenvectors are all of the fo[in] . One particular eigenvector H] .

For A = a— Db, the relevant equation is

e e

The matrix multiplication on the left side turns this into
ax+by| [(a—b)x
bx+ay| |(a—b)y|’

The first coordinate saysx+ by = ax— bx. Cancel theax summand to gdbty = —bx. Divide both
sides byb (this is okay since we're told th&t£ 0): y = —x. The second coordinate gives the same

thing. Thus the eigenvectors are all of the fo[rl)l(x] . One particular eigenvector {s_ll] .
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. 1357 9
6. (15 points) Le®A = [2 46 8 14.
(a) Find a basis for the null space Af
Solution: Row reduce the corresponding augmented matrix:
13579_}13579 _)13579
2 4 6 8 10 0 -2 -4 -6 -820 012 3 4

This translates into

or

_)10—1—2—3
01 2 3 4

pe

X1—X3—2X4—3X5:O,
X2 + 2X3+ X4+ 4x5 = 0,

X1 = X3+ 2Xq + 3Xs,
Xo = —2X3 — 3X4 — 4Xs.

like )
X3+ 2X4 + 3Xs 1 2
—2X3 — 3X4 — 4X5 -2 -3
X3 =X3| 1 |+X| 0| +Xs
Xq4 0 1
X5 0 L 0
Thus a basis is )
1 2 3
A -3 -4
1(,]01],]0
0 1 0
0 0 1|

Therefore we need the three parametgrsy, andxs, and the vectors in the null space log

(b)

Compute the rank ok and the nullity ofA.

Solution: Since there are three vectors in a basis for the null space, the nullitis&. Since
the rank and nullity sum to 5 (the number of column#jrthen rank ofA is 2.
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7. (10 points) Suppose th@it: R” — RX is a linear transformation, and suppose that the nullit§ & O.

Prove thafl' has the following property:
For any vectorsv andx in R", if T(w) = T(x), thenw = x.

(That is, show thal is one-to-oneor injective)

Solution: Suppose that andx are vectors for whici (w) = T(x). Then

which means that
T(w—x)=0.

Thusw — x is in the null space of . Since the nullity ofT is zero, the zero vector is the only vectg
in the null space of . Thereforew —x = 0, which means thaw = x.

r



