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Abstract. We calculate the determinant of the bilinear form in middle degree of the generic artinian

reduction of the Stanley–Reisner ring of an odd-dimensional simplicial sphere. This proves the odd mul-

tiplicity conjecture of Papadakis and Petrotou and implies that this determinant is a complete invariant
of the simplicial sphere. We extend this result to odd-dimensional connected oriented simplicial homology

manifolds. In characteristic 2, we prove a generalization to the Hodge–Riemann forms of any connected
simplicial homology manifold. To prove the latter theorem we establish the strong Lefschetz property for

certain quotients of the Stanley–Reisner rings of connected simplicial pseudomanifolds.

1. Introduction

Let ∆ be a simplicial complex with vertex set V = {1, . . . , n} of dimension d − 1 > 0. Let k be a field,
and set K = k(ai,j)1≤i≤d, 1≤j≤n. We assume that ∆ is a connected homology manifold over k, i.e., ∆ is
connected, and the link of every nonempty face G of ∆ has the same homology as a sphere of dimension
d − |G| − 1 over k. Let K[∆] be the Stanley–Reisner ring of ∆, and set θi = ai,1x1 + · · · + ai,nxn ∈ K[∆]
for i ∈ {1, . . . , d}, so θ1, . . . , θd is a linear system of parameters for K[∆]. Let H(∆) = K[∆]/(θ1, . . . , θd) be
the generic artinian reduction of K[∆].

Assume that ∆ is oriented. Then there is a distinguished isomorphism deg : Hd(∆) → K [Bri97], see
Section 2. Let H(∆) be the Gorenstein quotient of H(∆), i.e., the quotient by the ideal (y ∈ H(∆) :
(yz)d = 0 for all z ∈ H(∆)), where yd denotes the degree d component of y in H(∆). If ∆ is a homology
sphere over k, i.e., a homology manifold with the same homology over k as a sphere of dimension d − 1,
then H(∆) = H(∆). By construction, H(∆) is an artinian Gorenstein ring: for each q, the bilinear form

H
q
(∆)×Hd−q

(∆)→ K given by (y, z) 7→ deg(yz) is nondegenerate.
Suppose that d is even. Let Dd/2 ∈ K×/(K×)2 be the determinant of the nondegenerate bilinear form on

H
d/2

(∆). That is, choose a basis y1, . . . , yp for H
d/2

(∆), and let M be the symmetric matrix whose (i, j)th

entry is deg(yiyj). Then Dd/2 is the image of detM in K×/(K×)2; choosing a different basis for H
d/2

(∆)
only changes detM by a square, so Dd/2 is well-defined. For a subset F = {j1 < · · · < jd} of V of size d, set
[F ] to be the determinant of the d× d matrix whose (i,m)th entry is ai,jm .

Theorem 1.1. Let d be even, and let ∆ be a connected oriented simplicial k-homology manifold of dimension
d− 1. Then

Dd/2 = λ
∏

F facet of ∆

[F ] ∈ K×/(K×)2

for some λ ∈ k×/(k×)2.

Papadakis and Petrotou proved Theorem 1.1 for 1-dimensional simplicial spheres [PP23, Proposition 5.1].
Let F be a subset of V of size d. As [F ] is an irreducible polynomial (see Lemma 4.2), it defines a

valuation ord[F ] : K
× → Z given by the order of vanishing along the hypersurface defined by [F ]. This

descends to a homomorphism ord[F ] : K
×/(K×)2 → Z/2Z. We immediately deduce the following corollary

to Theorem 1.1. It implies that the determinant of the bilinear form on H
d/2

(∆) is a complete invariant of
the connected oriented simplicial k-homology manifold ∆.

1



2 MATT LARSON, ISABELLA NOVIK AND ALAN STAPLEDON

Corollary 1.2. Let d be even, and let ∆ be a connected oriented simplicial k-homology manifold of dimension
d− 1 with vertex set V . Let F be a subset of V of size d. Then

ord[F ](Dd/2) =

{
1 if F is a facet of ∆

0 otherwise.

When ∆ is a simplicial sphere, Corollary 1.2 was conjectured by Papadakis and Petrotou [PP23, Conjec-
ture 5.4], who called it the odd multiplicity conjecture. This conjecture has motivated our work.

We prove a generalization of the odd multiplicity conjecture. Assume that char k = 2, or char k = 0
and the integral homology of the link of any face (including the empty face) of ∆ has no 2-torsion. Let

` =
∑n
j=1 xj ∈ H

1
(∆). For 0 ≤ q ≤ d/2, define the Hodge–Riemann form H

q
(∆) × H

q
(∆) → K via

(y, z) 7→ deg(`d−2qyz). When d is even and q = d/2, the Hodge–Riemann form is the bilinear form on

H
d/2

(∆) considered above. Let Dq be the determinant of the Hodge–Riemann form on H
q
(∆).

Theorem 1.3. Let ∆ be a connected oriented simplicial k-homology manifold of dimension d−1 with vertex
set V , and let 0 ≤ q ≤ d/2. Assume that char k = 2, or char k = 0 and the integral homology of the link of
any face (including the empty face) of ∆ has no 2-torsion. Let F be a subset of V of size d. Then

ord[F ](Dq) =

{
1 if F is a facet of ∆

0 otherwise.

When d is even and q = d/2, Theorem 1.3 follows from Corollary 1.2. The nondegeneracy of the Hodge–

Riemann form, which is part of Theorem 1.3, is equivalent to the map H
q
(∆) → H

d−q
(∆) given by mul-

tiplication by `d−2q being an isomorphism. By Lemma 5.1, this is equivalent to H(∆) having the strong

Lefschetz property in degree q, i.e., that there is some y ∈ H1
(∆) such that the map H

q
(∆) → H

d−q
(∆)

given by multiplication by yd−2q is an isomorphism.
In particular, Theorem 1.3 is a generalization of the algebraic g-conjecture for ∆ (that H(∆) has the strong

Lefschetz property), and it implies that the Hodge–Riemann form in any degree is a complete invariant of
∆. A proof of the algebraic g-conjecture for connected oriented simplicial pseudomanifolds was announced
in [APP21], see also [Adi18, KX23, PP20]. We have been heavily inspired by the recent progress on the
algebraic g-conjecture, and, in particular, the key insight that one should study the generic artinian reduction
of K[∆] and the corresponding degree map. See also [APP24].

Theorem 1.3 follows from a strengthening of the algebraic g-conjecture for less generic artinian reduc-
tions of K[∆]. Let F be a subset of V of size d which is not a facet of ∆, and set θF1 =

∑
j 6∈F a1,jxj .

Then θF1 , θ2, . . . , θd is still a linear system of parameters for K[∆] (see Proposition 2.2). Let HF (∆) =
K[∆]/(θF1 , θ2, . . . , θd). Then there is a distinguished isomorphism degF : Hd

F (∆) → K (see Section 2). Set

HF (∆) to be the Gorenstein quotient of HF (∆). For example, if ∆ is a homology sphere over k, then
HF (∆) = HF (∆). We deduce Theorem 1.3 from the following theorem.

Theorem 1.4. Let ∆ be a connected oriented simplicial k-homology manifold of dimension d − 1, and let
0 ≤ q ≤ d/2. Assume that char k = 2, or char k = 0 and the integral homology of the link of any face
(including the empty face) of ∆ has no 2-torsion. Then for every non-face F of size d, HF (∆) has the
strong Lefschetz property in degree q.

We use the characteristic 2 method of Papadakis and Petrotou [PP20], as refined by Karu and Xiao
[KX23]. In the case of H(∆), this method was used to show that the Hodge–Riemann form is anisotropic
[KX23, Theorem 4.4]. This can fail in the case of HF (∆) (see Example 5.3), but we show that anisotropy
“almost” holds (Proposition 5.6) and use this to deduce Theorem 1.4.
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When k has characteristic 0 and ∆ is a polytopal sphere, i.e., is the boundary of a simplicial polytope,
Stanley’s proof of this case of the algebraic g-conjecture [Sta80] can be adapted to give a simple proof of
Theorem 1.4, see Remark 7.2.

Recall that a pure simplicial complex ∆ of dimension d−1 is a pseudomanifold if every (d−2)-dimensional
face lies in exactly two facets, and each connected component of the geometric realization of ∆ remains
connected after we remove its (d − 3)-skeleton. Any k-homology manifold is a pseudomanifold, and the
constructions of H(∆), H(∆), deg, HF (∆), HF (∆), and degF above are valid for pseudomanifolds. For
connected oriented pseudomanifolds, we establish Theorem 1.3 and Theorem 1.4 when q = 0 for all fields k
(see Theorem 4.1 and Remark 4.4 respectively), and, if we further assume that char k = 2, then we establish
Theorem 1.3 when q = 1 (see Remark 8.4) and Theorem 1.4 in all degrees (see Theorem 6.3). We conjecture
that all the results above hold for connected oriented pseudomanifolds over any field k (Conjecture 8.1). In
Section 8, we discuss the sole obstruction to using our methods to prove this conjecture when char k = 2.

Our paper is organized as follows. In Section 2, we recall the construction and properties of the degree
map. In Section 3, we compute some special cases which will be used in the proofs of the main theorems.
In Section 4, we prove the q = 0 case of Theorems 1.3 and 1.4. In Sections 5 and 6, we prove Theorem 1.4
when char k = 2. In Section 7, we prove the main theorems. In Section 8, we give some examples and discuss
possible extensions.

Throughout, we fix a connected oriented simplicial pseudomanifold ∆ over k of dimension d − 1 with
vertex set V . We will sometimes further assume that ∆ is a k-homology manifold, and we will occasionally
omit the connected, oriented, and simplicial hypotheses. If G is a face of ∆ with vertices {j1, . . . , jr}, we
write xG := xj1 · · ·xjr for the corresponding monomial in K[∆]. We will sometimes abuse notation and use

xG to denote its image in H(∆) or H(∆). See [Sta96] for any undefined terminology.
We will assume throughout that d > 1. If d = 1, the (not connected) case of a simplicial sphere of

dimension 0, i.e., ∆ consists of two points, is discussed in Example 3.3.

Acknowledgements. We thank Ed Swartz for suggesting Example 8.2. The work of the second author is
partially supported by NSF grant DMS-2246399. The first and third author thank the Institute for Advanced
Study, where part of this work was conducted, for a pleasant environment.

2. Degree maps

We now discuss degree maps on artinian reductions of Stanley–Reisner rings of connected oriented sim-
plicial pseudomanifolds over k. The normalization of the degree map will be crucial in what follows, as the
results of the introduction can fail if we use an arbitrary isomorphism from Hd(∆) to K. Explicitly, two such

isomorphisms vary by multiplication by a nonzero element ω ∈ K, and if p = dimH
q
(∆) is odd, then the

determinant of a nondegenerate bilinear form on H
q
(∆) will vary by multiplication by ωp = ω ∈ K×/(K×)2.

We first discuss orientations over k in the case when the characteristic of k is not 2. If d > 1, then
an orientation on a (d − 1)-dimensional simplex is a choice of ordering of the vertices, up to changing the
ordering by an even permutation. If d = 1, then an orientation on a (d− 1)-dimensional simplex is a choice
of ε ∈ {1,−1}. An orientation on a (d−1)-dimensional simplex induces an orientation on each facet. If d > 1
and the simplex is ordered by {v1 < · · · < vd}, then we orient {v2, . . . , vd} using the ordering v2 < · · · < vd,
and we orient the facet which omits vi by changing the ordering by even permutations so that vi is first. If
d = 1 and the simplex is {v1 < v2}, then we orient {v1} by −1 and orient {v2} by 1.

An orientation of ∆ over k is a choice of orientation for each facet of ∆ such that the two orientations on
any (d− 2)-dimensional simplex of ∆ induced by the two facets containing it are opposite. In what follows,
we fix a choice of orientation.

If k has characteristic 2, then we say that any pseudomanifold is oriented over k by definition.
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For each facet F = {j1 < · · · < jd}, the orientation on ∆ defines a sign εF ∈ {1,−1}, which is 1 if
the permutation which takes (j1, . . . , jd) to the ordering given by the orientation is even, and is −1 if this
permutation is odd. If the characteristic of k is 2, then εF = 1 by definition.

There is an explicit isomorphism deg : Hd(∆) → K, called the degree map. This isomorphism was con-
structed by Brion [Bri97], see also [KX23, Lemma 2.2]. Recall that, for a subset F = {j1 < · · · < jd} of V
of size d, [F ] is the determinant of the matrix whose (i,m)th entry is ai,jm .

Proposition 2.1. There is an isomorphism deg : Hd(∆) → K of K-vector spaces such that, for any facet
F of ∆, we have

(1) deg(xF ) =
εF
[F ]

.

In particular, if k does not have characteristic 2, then the degree map associated to the opposite orientation
is the negative of the original degree map.

More generally, consider d elements µ = (µ1, . . . , µd) in K[∆] of degree 1, with µi =
∑
j∈V µi,jxj for some

µi,j ∈ K. Let k[ai,j ] denote the polynomial ring k[ai,j ]1≤i≤d, 1≤j≤n with fraction field K, and consider the
k-algebra homomorphism evµ : k[ai,j ]→ K defined by

evµ(ai,j) = µi,j .

We will use the following criterion for the elements of µ to be a linear system of parameters (l.s.o.p.).

Proposition 2.2. [Sta96, Lemma III.2.4] Consider d elements µ = (µ1, . . . , µd) in K[∆] of degree 1. Then
µ1, . . . , µd is an l.s.o.p. if and only if evµ([F ]) 6= 0 for each facet F of ∆.

Suppose that µ = (µ1, . . . , µd) is an l.s.o.p. LetHµ(∆) := K[∆]/(µ1, . . . , µd). We still have dimHd
µ(∆) = 1

(see, for example, [TW00, Corollary 3.2]), and so the degree map described in Proposition 2.1 “specializes”
to an isomorphism degµ : Hd

µ(∆)→ K of K-vector spaces such that, for a fixed choice of facet F of ∆,

(2) degµ(xF ) =
εF

evµ([F ])
.

We will verify below that (2) is independent of the choice of facet F . We also have a well-defined Gorenstein
quotient Hµ(∆), i.e., the quotient of Hµ(∆) by the ideal (y ∈ Hµ(∆) : (yz)d = 0 for all z ∈ Hµ(∆)), where
yd denotes the degree d component of y in Hµ(∆). For example, as in the statement of Theorem 1.4, let F
be a subset of V of size d which is not a facet of ∆, and set θF1 =

∑
j 6∈F a1,jxj . Then θF = (θF1 , θ2, . . . , θd)

is an l.s.o.p., and we write HF (∆) := HθF (∆), HF (∆) := HθF (∆), and degF := degθF .

We now describe two known techniques that can be used to compute the degree map. We first recall the
following application of Cramer’s rule, see, e.g., [PP23, Proposition 2.1]. Below, sgn(π) ∈ {±1} denotes the
sign of a permutation π.

Lemma 2.3. Let µ = (µ1, . . . , µd) be an l.s.o.p. Let F = {j1 < · · · < jd} be a subset of V of size d. Fix
1 ≤ m ≤ d. Then

(3) evµ([F ])xjm = −
∑

v∈VrF
sgn(πv) evµ([F ∪ {v}r {jm}])xv ∈ H1

µ(∆),

where πv ∈ Sd is the permutation such that the elements of πv(j1, . . . , jm−1, v, jm+1, . . . , jd) are in increasing
order.

Suppose that F and F ′ are facets of ∆. Since ∆ is a connected pseudomanifold, there is a sequence
of facets F = F1, F2, . . . , Fs = F ′, where Fj and Fj+1 meet along a common face of dimension d − 2 for
1 ≤ j < s. Suppose that F = {j1 < · · · < jd} and F ′ meet along the common face F r {jm}. Then
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multiplying (3) by xF /xjm and tracing through the signs yields that εF evµ([F ′]) = εF ′ evµ([F ]) ∈ Hd
µ(∆).

We conclude that (2) holds for any facet F of ∆.

Given a nonzero monomial x
bj1
j1
· · ·xbjsjs ∈ K[∆] with each bj > 0, define its support to be the face

{j1, . . . , js} of ∆. Suppose that the above monomial is not squarefree, i.e., bjm > 1 for some 1 ≤ m ≤ s. Let
F be a facet containing the support {j1, . . . , js}. Then Lemma 2.3 implies that

(4) x
bj1
j1
· · ·xbjsjs = − 1

evµ([F ])

∑
v∈VrF

sgn(πv) evµ([F ∪ {v}r {jm}])
xvx

bj1
j1
· · ·xbjsjs

xjm
∈ Hµ(∆),

for some permutations πv as defined in Lemma 2.3. Importantly, all nonzero monomials on the right-hand

side of (4) have support strictly containing the support of x
bj1
j1
· · ·xbjsjs . Hence we may compute the degree

of any monomial by using (4) to repeatedly increase the size of the support.
We will need the following lemma. Let R ⊂ K be the localization of k[ai,j ] at the irreducible polynomials

{[F ] : F facet of ∆}. By Proposition 2.2, evµ extends to a k-algebra homomorphism evµ : R→ K.

Lemma 2.4. Let µ = (µ1, . . . , µd) be an l.s.o.p. Let g ∈ k[x1, . . . , xn]d be a polynomial of degree d. Then
deg(g) ∈ R and degµ(g) = evµ(deg(g)).

Proof. It is enough to consider the case when g is a monomial. If g is squarefree, then the result follows
from (2). If g is not squarefree, then the result follows by using (4) to repeatedly increase the size of the
support. �

We will apply Lemma 2.4 in combination with the following simple observation. We will often use the
remark below with P = [F ] for some non-face F of size d.

Remark 2.5. Consider an element f ∈ R. Let P ∈ k[ai,j ] be an irreducible polynomial, and suppose that
there is an l.s.o.p. µ with evµ(P ) = 0, but evµ(f) 6= 0. We claim that ordP (f) = 0. Indeed, because
evµ(P ) = 0, P is not a scalar multiple of any {[F ] : F facet of ∆}, so ordP (f) ≥ 0. But P cannot divide f
to positive order as evµ(f) 6= 0.

We next recall a formula for the degree map due to Karu and Xiao. It is closely related to the work of Brion

[Bri97] and that of Lee [Lee96]. To state the formula, we define V̂ := {0} ∪ V and K̂ := K(ai,0 : 1 ≤ i ≤ d).

For a subset F̂ = {j1 < · · · < jd} of V̂ of size d, let [F̂ ] be the determinant of the d×d matrix whose (i,m)th
entry is ai,jm .

Proposition 2.6. [KX23, Lemma 3.1, Theorem 3.2] Let g ∈ K[x1, . . . , xn]d be a polynomial of degree d.
For any facet F = {j1 < · · · < jd} of ∆, let gF (t1, . . . , td) be obtained from g by setting xi to zero for i /∈ F
and setting xjm = tm for 1 ≤ m ≤ d. Let XF,m := (−1)m[F ∪ {0}r {jm}] ∈ K̂ for 1 ≤ m ≤ d. Then

(5) deg(g) =
∑

F facet of ∆

εF gF (XF,1, . . . , XF,d)

[F ]
∏d
m=1XF,m

.

In particular, the expression in (5) lies in K. When g ∈ k[x1, . . . , xn] this formula specializes to a
formula for all l.s.o.p.’s. Explicitly, suppose that µ = (µ1, . . . , µd) is an l.s.o.p. Recall that we have an
evaluation map evµ : k[ai,j ] → K defined by evµ(ai,j) = µi,j for 1 ≤ i ≤ d and 1 ≤ j ≤ n. This naturally

extends to a k-algebra homomorphism êvµ : k[ai,j ]1≤i≤d,0≤j≤n → K̂ such that êv(ai,0) = ai,0 for 1 ≤ i ≤ d.
For the statement below, observe that if F = {j1 < · · · < jd} is a facet of ∆ and 1 ≤ m ≤ d, then
êvµ([F ∪ {0} r {jm}]) is nonzero since it specializes (up to a sign) to evµ([F ]) by setting ai,0 to µi,jm for
1 ≤ i ≤ d, and by Proposition 2.2, evµ([F ]) 6= 0.
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Corollary 2.7. Suppose that µ = (µ1, . . . , µd) is an l.s.o.p. Let g ∈ k[x1, . . . , xn]d be a polynomial of degree
d. For any facet F = {j1 < · · · < jd} of ∆, let gF (t1, . . . , td) be obtained from g by setting xi to zero for

i /∈ F and setting xjm = tm for 1 ≤ m ≤ d. Let XF,µ,m := (−1)mêvµ([F ∪ {0}r {jm}]) ∈ K̂ for 1 ≤ m ≤ d.
Then

degµ(g) =
∑

F facet of ∆

εF gF (XF,µ,1, . . . , XF,µ,d)

evµ([F ])
∏d
m=1XF,µ,m

.

Proof. Recall that R ⊂ K is the localization of k[ai,j ] at the irreducible polynomials {[F ] : F is a facet of ∆},
and evµ maps R to K which is contained in K̂. With the notation of Proposition 2.6, let R̂ ⊂ K̂ be the
localization of k[ai,j ]1≤i≤d,0≤j≤n at the irreducible polynomials {XF,m : F facet of ∆, 0 ≤ m ≤ d}, where

XF,0 := [F ]. Then êvµ extends to a k-algebra homomorphism êvµ : R̂ → K̂ such that evµ is the restriction

of êvµ to R ⊂ R̂. By Lemma 2.4, both sides of (5) lie in R̂ and êvµ(deg(g)) = degµ(g). The result now
follows by applying êvµ to both sides of (5). �

We next show that the degree can be computed “locally” on ∆, in an appropriate sense. The closed star
Star∆(G) of a face G of ∆ is the simplicial complex consisting of all faces G′ of ∆ that contain G, together
with their subfaces. Let G = {j1, . . . , js} be a face of ∆, and let S be the set of vertices in Star∆(G). Let
KS be the subfield of K generated over k by ai,j , where 1 ≤ i ≤ d and j ∈ S. Let ∆′ be another connected
oriented simplicial pseudomanifold over k of dimension d−1, with vertex set V ′ and a face G′ = {j′1, . . . , j′s}.
Let K ′ = k(a′i,j)1≤i≤d,j∈V ′ be the field of coefficients for H(∆′). Suppose that there is an isomorphism of
simplicial complexes τ : Star∆(G) → Star∆′(G

′) that maps jm to j′m for 1 ≤ m ≤ s. Then τ allows us to
identify KS with a subfield of K ′. Let deg∆ : Hd(∆)→ K and deg∆′ : H

d(∆′)→ K ′ denote the degree maps
for ∆ and ∆′ respectively.

Lemma 2.8. With the notation above, let xb1j1 · · ·x
bs
js

be a monomial of degree d with support G. Then

deg∆(xb1j1 · · ·x
bs
js

) ∈ KS. Using the identification of KS with a subfield of K ′, we have

deg∆(xb1j1 · · ·x
bs
js

) = ε deg∆′(x
b1
j′1
· · ·xbsj′s ),

where ε = 1 if the orientations on Star∆(G) induced by the orientations on ∆ and ∆′ agree, and ε = −1 if
they are opposite.

Proof. The only nonzero terms in the right-hand side of the formula for deg∆(xb1j1 · · ·x
bs
js

) in (5) are those

corresponding to facets in Star∆(G), and those terms lie in KS(ai,0)1≤i≤d and are equal (up to a global sign)

to the corresponding terms in the formula for deg∆′(x
b1
j′1
· · ·xbsj′s ). �

For the remainder of the section, we assume that k has characteristic 2. For 1 ≤ i ≤ d and 1 ≤ j ≤ n, let
∂ai,j : K → K be the partial derivative with respect to ai,j . Since k has characteristic 2,

(6) ∂ai,jλ
2 = 0

for all λ ∈ K. For a sequence I = (i1, . . . , ir) in V , let ∂I = ∂a1,i1 · · · ∂ad,ir ; note that this depends on the

order of I. Let xI = xi1 · · ·xir . If we write xI = xb11 · · ·xbnn for some nonnegative integers bi, then we define
√
xI to be x

b1/2
1 · · ·xbn/2n if each bi is even, and otherwise we define

√
xI to be 0. The following result of

Karu and Xiao was conjectured in [PP20, Conjecture 14.1].

Proposition 2.9. [KX23, Theorem 4.1] Let ∆ be a pseudomanifold of dimension d−1, and assume char k =
2. Let I and J be sequences of elements of V of size d. Then

∂I deg(xJ) = deg(
√
xIxJ)2.
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Recall that for a non-face F of ∆ of size d, θF1 =
∑
j 6∈F a1,jxj , θF = (θF1 , θ2, . . . , θd), HF (∆) = HθF (∆),

and degF = degθF . We have the following corollary.

Corollary 2.10. Let ∆ be a pseudomanifold of dimension d − 1, and assume that char k = 2. Let F be
a non-face of ∆ of size d, and let I and J be sequences of elements of V of size d. Assume that the first
element of I does not lie in F . Then

∂I degF (xJ) = degF (
√
xIxJ)2.

Proof. Recall that R ⊂ K is the localization of k[ai,j ] at {[G] : G facet of ∆}, and evθF : R → K. By
Lemma 2.4, deg(xJ) ∈ R and degF (xJ) = evθF (deg(xJ)). Observe that ∂I restricts to a map from R to
itself. Since the first element of I does not lie in F ,

∂I evθF (λ) = evθF (∂Iλ)

for any λ ∈ R. Using Proposition 2.9 and Lemma 2.4, we compute

∂I degF (xJ) = ∂I evθF (deg(xJ)) = evθF (∂I deg(xJ)) = evθF (deg(
√
xIxJ)2) = degF (

√
xIxJ)2. �

The following analogue of [KX23, Corollary 4.2] will be useful in what follows. Although the proof is
identical to that of [KX23, Corollary 4.2], we recall it for the benefit of the reader.

Corollary 2.11. Let ∆ be a pseudomanifold of dimension d − 1, and assume that char k = 2. Let F be
a non-face of ∆ of size d, let h ∈ K[x1, . . . , xn]q for some 0 ≤ q ≤ d/2, and let I and J be sequences of
elements of V of size d and d− 2q respectively. Assume that the first element of I does not lie in F . Then

∂I degF (h2xJ) = degF (h
√
xIxJ)2.

Proof. Write h =
∑
L λLxL for some sequences L of elements of V of size q and some λL ∈ K. By (6), ∂I

commutes with multiplication by elements of K2. Using Corollary 2.10, we compute

∂I degF (h2xJ) =
∑
L

∂I(λ
2
L degF (x2

LxJ))

=
∑
L

λ2
L∂I degF (x2

LxJ)

=
∑
L

λ2
L degF (xL

√
xIxJ)2

= degF (h
√
xIxJ)2. �

For another recent adaptation of [KX23, Theorem 4.1] to a nongeneric situation, we refer the reader to
[Oba24, Lemma 4.2 and Corollary 4.3].

3. Some important special cases

In this section, we analyze several important special cases. In order to prove the main theorems, we will
need a detailed understanding of the suspension of the boundary of the (d− 1)-dimensional simplex, i.e., the
complex Σ with vertex set V = {1, . . . , d+ 2} and minimal non-faces {1, . . . , d} and {d+ 1, d+ 2}. For this,
it will be helpful to study the boundary of the d-dimensional simplex, i.e., the complex Sd−1 with vertex
set {1, . . . , d+ 1} and minimal non-face {1, . . . , d+ 1}. We continue to assume that d > 1 unless otherwise
stated. Let k be any field.

Recall that the polynomials {[G] : G ⊂ V, |G| = d} in k[ai,j ] are irreducible (see, for example, Lemma 4.2).
We will need the following lemma.
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Lemma 3.1. If A can be written as a k-linear combination of {[G] : G ⊂ V, |G| = d} where at least two
coefficients are nonzero, then ord[G](A) = 0 for all G ⊂ V of size d.

Proof. The k-algebra generated by the irreducible polynomials {[G] : G ⊂ V, |G| = d} in k[ai,j ] is isomorphic
to the Plücker ring, i.e., the homogeneous coordinate ring of the Grassmannian of d-planes in kn. In
particular, since the Plücker relations all have degree strictly greater than 1, the polynomials {[G] : G ⊂
V, |G| = d} are linearly independent over k. Each [G] is homogeneous of degree d. Hence A is also
homogeneous of degree d. If ord[G′](A) > 0, then, by comparing degrees, A = λ[G′] for some λ ∈ k,
contradicting the assumption that at least two coefficients are nonzero. �

We can now analyze the boundary of the d-dimensional simplex, for d > 1.

Example 3.2. Let Sd−1 be the boundary of the d-dimensional simplex with vertex set {1, . . . , d + 1}. By
Lemma 2.3, for 1 ≤ m, p ≤ d+ 1, we have

(7) [V r {p}]xm = (−1)|p−m|[V r {m}]xp ∈ H1(Sd−1).

Fix 0 ≤ q ≤ d/2. A basis for Hq(Sd−1) = H
q
(Sd−1) is xq1. Using (7), we compute(

d∏
m=2

(−1)m−1[V r {m}]

)
deg(xd1) = [V r {1}]d−1 deg(x1 · · ·xd),

and hence, for some ε ∈ {±1}, we have

deg(xd1) =
ε[V r {1}]d∏d+1
m=1[V r {m}]

.

Using (7), we compute

[V r {1}]d−2q deg(`d−2qx2q
1 ) = Ad−2q deg(xd1),

where A :=
∑d+1
m=1(−1)m−1[V r {m}]. By Lemma 3.1, ord[G](A) = 0 for all facets G of Sd−1. Putting this

together gives

deg(`d−2qx2q
1 ) =

εAd−2q[V r {1}]2q∏d+1
m=1[V r {m}]

.

Let Dq be the image of deg(`d−2qx2q
1 ) in K×/(K×)2. Then

Dq =

{
ε
∏
G facet[G] if d is even

εA
∏
G facet[G] if d is odd.

We conclude that Theorem 1.3 holds in this case (without any assumptions on k). Observe that Theorem 1.4
holds vacuously since Sd−1 has no non-faces of size d.

We will also need to analyze the case of S0, i.e., the disjoint union of two vertices. Although S0 is not
connected, H(S0) is a Gorenstein ring with a well-defined degree map, and we may verify directly that the
conclusion of Theorem 1.3 holds in this case (without any assumptions on k).

Example 3.3. Let d = 1, V = {1, 2}, and consider the complex S0 with vertex set {1, 2} and minimal
non-face {1, 2}. We orient S0 by assigning −1 to the facet {1} and assigning 1 to the facet {2}. We have

deg(`) = deg(x1) + deg(x2) = − 1

a1,1
+

1

a1,2
=
a1,1 − a1,2

a1,1a1,2
.
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We now analyze Σ, the suspension of the boundary of the (d− 1)-dimensional simplex, i.e., the complex
with V = {1, . . . , d+2} and minimal non-faces {1, . . . , d} and {d+1, d+2}; in particualr, ` = x1 + · · ·+xd+2.
The proofs of Theorem 1.1 and Theorem 1.3 will depend on this special case, via a use of Lemma 2.8.

Lemma 3.4. Let F = {1, . . . , d}. There are polynomials Ad+1, Ad+2 ∈ k[ai,j ] such that ord[G](Ad+1) =
ord[G](Ad+2) = 0 for any subset G of V of size d, and

[F ]` = Ad+1xd+1 +Ad+2xd+2 ∈ H1(Σ).

Moreover, there is ε ∈ {±1} such that, for 0 < j ≤ d,

(8) deg(`d−jxjd+1) =
εAd−jd+1[F ]j−1∏d

m=1[F ∪ {d+ 1}r {m}]
and deg(`d−jxjd+2) =

−εAd−jd+2[F ]j−1∏d
m=1[F ∪ {d+ 2}r {m}]

.

Proof. By Lemma 2.3, for 1 ≤ m ≤ d, we have

(9) [F ]xm = (−1)d+1−m([F ∪ {d+ 1}r {m}]xd+1 + [F ∪ {d+ 2}r {m}]xd+2) ∈ H1(Σ).

For v ∈ {d+1, d+2}, by multiplying xv with the product of (9) over all 1 ≤ m < d and by using the relation
xd+1xd+2 = 0 in K[Σ], we deduce that there is ε′ ∈ {±1} such that(

d−1∏
m=1

[F ∪ {v}r {m}]

)
xdv = ε′[F ]d−1x1 · · ·xd−1xv.

By Proposition 2.1, taking degrees of both sides of this equation yields

εF∪{v}r{d} deg(xdv) =
ε′[F ]d−1∏d

m=1[F ∪ {v}r {m}]
.

If we set ε = ε′εF∪{v}r{d}, then the j = d case of (8) follows since εF∪{d+1}r{d} = −εF∪{d+2}r{d}. Applying
(9) for 1 ≤ m ≤ d yields

(10) [F ]` = Ad+1xd+1 +Ad+2xd+2 ∈ H1(Σ),

where for v ∈ {d+ 1, d+ 2}, we have

Av = [F ] + (−1)d+1
d∑

m=1

(−1)m[F ∪ {v}r {m}] ∈ k[ai,j ].

By Lemma 3.1, ord[G](Ad+1) = ord[G](Ad+2) = 0 for any subset G of V of size d. Using (10) and the relation
xd+1xd+2 = 0, we compute

[F ]d−j deg(`d−jxjv) = Ad−jv deg(xdv).

The result now follows from the j = d case of (8). �

Although it will not be needed in what follows, we observe that Lemma 3.4 implies Theorem 1.3 (without

any assumptions on k) for Σ in the case 0 < q ≤ d/2. Explicitly, {xqd+1, x
q
d+2} is a basis for Hq(Σ) = H

q
(Σ),

and (8) implies that the corresponding determinant Dq ∈ K×/(K×)2 is equal to

Dq = deg(`d−2qx2q
d+1) deg(`d−2qx2q

d+2) =

{
−
∏
G facet[G] if d is even

−Ad+1Ad+2

∏
G facet[G] if d is odd.

The next lemma will be crucial to the proof of Theorem 1.3 when q = 0. Recall that d > 1 and Σ is the
suspension of the boundary of the (d− 1)-dimensional simplex.

Lemma 3.5. For every non-face G of Σ of size d, we have ord[G](deg(`d)) = 0.
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Proof. By Lemma 2.4 and Remark 2.5, it is enough to show that there is an l.s.o.p. µ which has evµ([G]) = 0,
but degµ(`d) = evµ(deg(`d)) 6= 0. Set µi = ai,1x1 + · · · + ai,dxd for 1 ≤ i < d, and set µd = ad,d+1xd+1 +

ad,d+2xd+2. Because Σ = Sd−2 ∗ S0, we see that Hµ(Σ) = H(Sd−2) ⊗ H(S0). Furthermore, we can write
` = `1 + `2, where `1 = x1 + · · ·+ xd and `2 = xd+1 + xd+2. We have `d1 = 0 and `22 = 0, and we see that

degµ(`d) = degµ(`d−1
1 `2) = degSd−2(`d−1

1 ) degS0(`2).

Since degSd−2(`d−1
1 ) 6= 0 and degS0(`2) 6= 0 by Example 3.2 and Example 3.3 respectively, we deduce that

degµ(`d) 6= 0. It remains to show that evµ([G]) = 0. Since G is a non-face, either G = {1, . . . , d} or
G contains {d + 1, d + 2}. In the former case, evµ([G]) is the determinant of a matrix whose dth row is
identically zero. In the latter case, evµ([G]) is the determinant of a matrix whose last two columns are
identically zero except in the dth row and hence are linearly dependent. �

4. The degree zero case

In this section we prove the following result that settles the q = 0 case of Theorem 1.3. This case works
over a field of any characteristic.

Theorem 4.1. Let ∆ be a connected oriented pseudomanifold of dimension d− 1 with vertex set V . Let F
be a subset of V of size d. Then

ord[F ](deg(`d)) =

{
−1 if F is a facet of ∆

0 otherwise.

Recall that throughout we are assuming that d > 1. We first prove a lemma which will be used in the
proof of Theorem 4.1. The case when p = m is very well-known; see, for example, [Bo̧c64, Theorem 61.1].

Lemma 4.2. For some 1 < p ≤ m, let N be the m ×m matrix with Ni,j = ai,j if i = 1 and j ≤ p or if
i > 1, and Ni,j = 0 for i = 1 and j > p. Then detN is an irreducible polynomial in k[ai,j ].

Proof. Suppose that detN = fg, where f, g ∈ k[ai,j ]. Because detN is linear in a1,1, we see that a1,1 must
occur in exactly one of f and g, say f . Because p > 1, the variables ai,1 appear in detN for i ≥ 1. Those
variables must also only occur in f , because a1,1ai,1 does not appear in detN . This implies that ai,j must
also occur only in f for each j, because ai,1ai,j does not appear in detN . We conclude that g is a unit. �

In particular, Lemma 4.2 implies that the polynomial detN defines a valuation on K. We now begin
proving Theorem 4.1. We first deal with the case when F is a facet.

Proposition 4.3. Let F be a facet of ∆. Then

ord[F ](deg(`d)) = −1.

Proof. Using Proposition 2.6 and properties of valuations, we have

(11) ord[F ](deg(`d)) ≥ min
G facet of ∆

(
d ord[F ](XG,1 + · · ·+XG,d)− ord[F ]([G])−

d∑
m=1

ord[F ](XG,m)

)
,

with equality if the minimum is achieved only once. As XG,m, [G], and [F ] are irreducible polynomials of
the same degree which are not scalar multiples of each other (except that [G] = [F ] if G = F ), we see that
for G 6= F , the quantity in the minimum in (11) is nonnegative. Note that ord[F ](XF,1 + · · · + XF,d) = 0
by Lemma 3.1. Therefore the quantity in the minimum in (11) is equal to −1 when G = F , and so the
minimum is −1 and is achieved exactly once. �
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Proof of Theorem 4.1. By Proposition 4.3, it suffices to show that if F is a subset of V of size d which is
not a facet, then ord[F ](deg(`d)) = 0. By Lemma 2.4 and Remark 2.5, it is enough to show that degF (`d) =

evθF (deg(`d)) 6= 0.

First assume there is a facet F ′ of ∆ with |F ′ ∩ F | ≤ d− 2. Let [F ′] = evθF ([F ′]), which is irreducible by
Lemma 4.2. We use Corollary 2.7 to compute that ord

[F ′]
(degF (`d)) is bounded below by

(12) min
G facet of ∆

(
d ord

[F ′]
(XG,θF ,1 + · · ·+XG,θF ,d)− ord

[F ′]
(evθF ([G]))−

d∑
m=1

ord
[F ′]

(XG,θF ,m)

)
,

with equality if the minimum is achieved only once. If G 6= F ′, then ord
[F ′]

(evθF ([G])) = 0, because [F ′]

and evθF ([G]) are irreducible polynomials of the same degree which are not scalar multiples. Similarly,
ord

[F ′]
(XG,θF ,m) = 0 (this holds even if G = F ′). So if G 6= F ′, then the quantity in the minimum in (12) is

nonnegative.
If G = F ′, then ord

[F ′]
(evθF ([G])) = ord

[F ′]
([F ′]) = 1. Write F ′ = {j1 < · · · < jd} and fix 1 ≤ m ≤ d.

Then for 1 ≤ m′ ≤ d, the coefficient of the monomial a1,0a2,j1 · · · am,jm−1
am+1,jm+1

· · · ad,jd in XF ′,θF ,m′

is 1 if m = m′ and is 0 otherwise, and the coefficient of this monomial in [F ′] is zero. We deduce that
XF ′,θF ,1 + · · ·+XF ′,θF ,d is nonzero with the same degree as [F ′] and ord

[F ′]
(XF ′,θF ,1 + · · ·+XF ′,θF ,d) = 0.

Therefore, the quantity in the minimum in (12) is −1 for G = F ′, so we deduce that ord
[F ′]

(degF (`d)) = −1.

In particular, degF (`d) 6= 0.
Suppose that there is no such facet F ′. Then we show that ∆ must be the suspension Σ of the boundary

of a (d − 1)-dimensional simplex, i.e., the case discussed in Section 3. Let v be a vertex of ∆ not in F , so
every facet containing v has d− 1 vertices from F . Let L be the link of v. Then L is pure of dimension d− 2
and has the property that any face of dimension d− 3 is contained in exactly two faces of dimension d− 2.
Because all facets of L are contained in the boundary of F and L is pure, L is isomorphic to a subcomplex
of Sd−2. The only subcomplex of Sd−2 which is pure of dimension d− 2 and has the property that any face
of dimension d− 3 is contained in exactly two faces of dimension d− 2 is all of Sd−2.

We see that ∆ is isomorphic to the join of Sd−2 with a disjoint union of some vertices {v1, . . . , vr}. Then
the link of any facet of Sd−2 is {v1, . . . , vr}. Since every (d − 2)-dimensional face of ∆ lies in exactly two
facets, we must have r = 2. Therefore ∆ = Σ. The case of Σ was treated in Lemma 3.5. �

Remark 4.4. The above argument, together with the proof of Lemma 3.5, shows that if F is a non-face of
size d, then degF (`d) = evθF (deg(`d)) is nonzero. In particular, HF (∆) has the strong Lefschetz property
in degree 0 over any field.

5. Almost anisotropy

In this section and the next, we prove Theorem 1.4 when the characteristic of k is 2. We use the method
introduced by Papadakis and Petrotou [PP20] based on the special behavior of differential operators in
characteristic 2, as refined by Karu and Xiao [KX23]. In the case of H(∆), their approach establishes that
the Hodge–Riemann forms are anisotropic. While, in general, anisotropy fails for HF (∆) (see Example 5.3),
the same approach allows us to prove anisotropy “away from a 1-dimensional subspace” (Proposition 5.6).
Furthermore, as we will show in the next section, this weaker property is enough to deduce the strong
Lefschetz property.

Fix a non-face F of ∆ of size d. Recall from the introduction that θF1 =
∑
j 6∈F a1,jxj and that HF (∆)

is the Gorenstein quotient of K[∆]/(θF1 , . . . , θd). Let `F =
∑n
j=1 xj ∈ H

1

F (∆). For 0 ≤ q ≤ d/2, define

the Hodge–Riemann form H
q

F (∆) × Hq

F (∆) → K via (y, z) 7→ degF (`d−2q
F yz). The nondegeneracy of the
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Hodge–Riemann form is equivalent to the map H
q

F (∆) → H
d−q
F (∆) given by multiplication by `d−2q

F being
an isomorphism, and, by Lemma 5.1 below, this is equivalent to the strong Lefschetz property in degree q.

Lemma 5.1. Fix some 0 ≤ q ≤ d/2. The algebra HF (∆) has the strong Lefschetz property in degree q if and

only if multiplication by `d−2q
F is an isomorphism from H

q

F (∆) → H
d−q
F (∆), i.e., `F is a strong Lefschetz

element.

Proof. If `F is a strong Lefschetz element in degree q, then clearly HF (∆) has the strong Lefschetz property
in degree q. For the converse, we may replace k by its algebraic closure. Then a Zariski open subset of all

y ∈ H1

F (∆) are strong Lefschetz elements in degree q. It follows that a Zariski open subset of all coefficients

(λ1, . . . , λn) ∈ kn correspond to elements
∑
λjxj ∈ H

1

F (∆) which are strong Lefschetz elements in degree q.
Therefore, we can find a strong Lefschetz element `F,λ =

∑
λjxj with each λj ∈ k×. Let

HF,λ(∆) = K[∆]/(
∑
j 6∈F

λja1,jxj ,
∑
j

λja2,jxj , . . . ,
∑
j

λjad,jxj),

and let HF,λ(∆) be the Gorenstein quotient. Because the λjai,j are algebraically independent, `F,λ is a

strong Lefschetz element for HF,λ(∆). Let Φ: HF (∆)→ HF,λ be the graded isomorphism given by sending
ai,j to λjai,j . Then we have a commutative square

H
q

F (∆) H
d−q
F (∆)

H
q

F,λ(∆) H
d−q
F,λ (∆).

`d−2q
F

Φ Φ

`d−2q
F,λ

As the bottom horizontal arrow is an isomorphism, so is the top horizontal arrow. �

A similar equivalence holds for H(∆), i.e., H(∆) has the strong Lefschetz property in degree q if and only
if ` is a strong Lefschetz element in degree q.

Say that HF (∆) has the weak Lefschetz property in degree q if there is an element y ∈ H
1

F (∆) such

that multiplication by y induces a map of full rank from H
q

F (∆) to H
q+1

F (∆). It is well-known (see, e.g.,
[MZ08, Lemma 2.3 and Remark 2.4]) that an artinian Gorenstein ring which is generated in degree 1 (such
as HF (∆)) has the weak Lefschetz property in all degrees if and only if it has the weak Lefschetz property

in middle degree (i.e., degree bd/2c); furthermore, multiplication by u induces an injection from H
q

F (∆) to

H
q+1

F (∆) for q < d/2 and a surjection for q > d/2− 1. The proof of Lemma 5.1 gives the following result.

Lemma 5.2. For any q, the algebra HF (∆) has the weak Lefschetz property in degree q if and only if

multiplication by `F is a map of full rank from H
q

F (∆) to H
q+1

F (∆), i.e., `F is a weak Lefschetz element in
degree q.

For the rest of this section, let k be a field of characteristic 2, and fix a non-face F of ∆ of size d. Recall
that by Lemma 5.1, Theorem 1.4 holds in degree q if and only if the Hodge–Riemann form on H

q

F (∆) is
nondegenerate. We will show that when the latter condition holds, the induced quadratic form is “almost”
anisotropic, in the sense that there is at most one nonzero vector up to scaling for which the quadratic form
is zero.

Recall that a quadratic form Q on a vector space V is anisotropic if Q(v) 6= 0 for all nonzero v in V .
Fix 0 ≤ q ≤ d/2. Karu and Xiao proved the anisotropy of the (quadratic form associated to the) Hodge–

Riemann form on H
q
(∆) [KX23, Theorem 4.4], i.e., deg(`d−2qz2) 6= 0 for nonzero z ∈ Hq

(∆). Our goal is to
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analogously establish “almost” anisotropy for the Hodge–Riemann form on H
q

F (∆). The following example
shows that anisotropy need not hold.

Example 5.3. Let d = 2, and consider Σ as in Section 3, i.e., Σ has vertex set {1, 2, 3, 4} and minimal
non-faces {1, 2} and {3, 4}. Consider HF (Σ) = HF (Σ), where F = {1, 2}. Then θF1 = a1,3x3 +a1,4x4, so the
relation x3x4 = 0 in K[Σ] implies that x2

3 = 0 in HF (Σ). As x3 6= 0 in HF (Σ), anisotropy fails for HF (Σ).

Let Wq ⊂ H
q

F (∆) be the span of all monomials whose support is not contained in F . We will mainly be
interested in the case when q = bd/2c.

Lemma 5.4. The codimension of Wq in H
q

F (∆) is at most 1. Consider a linear form g =
∑n
i=1 λixi for

some λi ∈ k such that λv 6= 0 for some v ∈ F . If gq lies in Wq, then Wq = H
q

F (∆).

Proof. Let w be a vertex not in F . We claim that {g} ∪ {xv : v /∈ F ∪ {w}} is a basis of H1
F (∆). Assuming

this claim, monomials of degree q in this basis span H
q

F (∆). Every such monomial except gq lies in Wq,

proving that Wq has codimension at most 1, and that Wq = H
q

F (∆) if gq lies in Wq.
It remains to establish the claim. We need to show that θF1 , θ2, . . . , θd together with {g}∪{xv : v /∈ F∪{w}}

are linearly independent, and hence form a basis of K[x1, . . . , xn]1. Without loss of generality, assume that
F = {1, . . . , d} and w = d+ 1. Let M denote the (d+ 1)× (d+ 1) matrix whose rows record the coefficients
of θF1 , θ2, . . . , θd, g with respect to the vertices {1, . . . , d+ 1}. It is enough to show that detM 6= 0. Let M ′

be the submatrix obtained by removing the first row and last column. Since the only nonzero entry in the
first row of M is the last entry, it suffices to show that detM ′ 6= 0. This follows since all entries of M ′ are
generic except the last row, which is nonzero by assumption. �

Let W⊥q = {z ∈ Hq

F (∆) : degF (`d−2q
F zw) = 0 for all w ∈Wq}. If we assume the Hodge–Riemann form on

H
q

F (∆) is nondegenerate in degree q, then W⊥q is the orthogonal complement of Wq and the dimension of

W⊥q is at most 1 by Lemma 5.4.

Example 5.5. In Proposition 8.3, we will show that H
1

F (∆) = H1
F (∆). In this case, as θF1 gives a linear

relation between {xw : w /∈ F} in H1
F (∆), W1 has codimension 1. In Example 5.3, W1 = W⊥1 = Span(x3) ⊂

H1
F (∆).

We have the following application of Corollary 2.11.

Proposition 5.6. Let z ∈ Hq

F (∆). If degF (`d−2q
F z2) = 0, then z ∈W⊥q .

Proof. Let J = (j1, . . . , jq) be a sequence of elements of V such that the support of xJ is not contained in

F . We may assume that j1 /∈ F . Suppose that we can show that degF (`d−2q
F xJz) = 0. Then applying this

to all such J implies that z ∈W⊥q .
Let L be a sequence of elements of V of size bd/2c− q, and let v be a vertex of V . Let (J1| · · · |Jr) denote

the concatenation of sequences of vertices J1, . . . , Jr. Define

I =

{
(J |J |L|L) if d is even

(J |J |L|L|v) if d is odd.

If d is even, then Corollary 2.11 implies that

0 = ∂I degF (`d−2q
F z2) = degF (`

d/2−q
F xJxLz)

2.

Since this holds for all L, we deduce that degF (`d−2q
F xJz) = 0.



14 MATT LARSON, ISABELLA NOVIK AND ALAN STAPLEDON

If d is odd, then Corollary 2.11 implies that

0 = ∂I degF (`d−2q
F z2) =

n∑
i=1

degF (`
(d−1)/2−q
F xJxL

√
xixvz)

2 = degF (`
(d−1)/2−q
F xJxLxvz)

2.

Since this holds for all L and v, we deduce that degF (`d−2q
F xJz) = 0. �

Corollary 5.7. Assume that either W⊥q = 0, or the Hodge–Riemann form on H
q

F (∆) is nondegenerate and

W⊥q 6⊂Wq. Then the Hodge–Riemann form on H
q

F (∆) is anisotropic.

Proof. If W⊥q = 0, then Proposition 5.6 implies that this form is anisotropic. Assume that the Hodge–

Riemann form on H
q

F (∆) is nondegenerate and W⊥q 6⊂ Wq. Then dimW⊥q = codimWq = 1 by Lemma 5.4.

Let W⊥q = span(z), and assume that degF (`d−2q
F z2) = 0. Then z ∈ (W⊥q )⊥ = Wq, contradicting our

assumption that W⊥q is not contained in Wq. Hence degF (`d−2q
F z2) 6= 0 and the result follows from Proposi-

tion 5.6. �

Proposition 5.8. Assume that the Hodge–Riemann form on H
q

F (∆) is nondegenerate. Let U be a subspace

of H
q

F (∆) where the restriction of the Hodge–Riemann form on H
q

F (∆) to U is degenerate. Then U ⊂Wq.

Proof. If W⊥q = 0, then Corollary 5.7 implies that the Hodge–Riemann form in degree q is anisotropic, and so
the restriction to any subspace is anisotropic and therefore nondegenerate. By Lemma 5.4, we may therefore
assume that W⊥q is one-dimensional, generated by y1. By Corollary 5.7, we may assume that y1 ∈ Wq. By
Proposition 5.6, if y1 /∈ U , then the restriction of the Hodge–Riemann form to U is anisotropic and hence
nondegenerate, a contradiction. Therefore U must contain y1.

Assume that U is not contained in Wq. Then the codimension of U ∩Wq in U is 1, and so we may extend

y1 to a basis y1, y2, . . . , yr of U with y1, . . . , yr−1 ∈ Wq. Since y1 ∈ W⊥1 , degF (`d−2q
F y1yi) = 0 for 1 ≤ i < r.

As (W⊥q )⊥ = Wq and yr 6∈ Wq, it follows that degF (`d−2q
F y1yr) 6= 0. Let M be the r × r matrix whose

(i, j)th entry is degF (`d−2q
F yiyj). Let M ′ be the (r− 2)× (r− 2) submatrix given by rows {2, . . . , r− 1} and

columns {2, . . . , r − 1}. We see that

det(M) = degF (`d−2q
F y1yr)

2 det(M ′).

As the span of y2, . . . , yr−1 does not contain W⊥q , Proposition 5.6 implies that the Hodge–Riemann form
restricted to the span of y2, . . . , yr−2 is anisotropic, and hence nondegenerate. In particular, det(M ′) 6= 0.
We conclude that det(M) 6= 0, contradicting that the Hodge–Riemann form is degenerate when restricted
to U . �

6. Strong Lefschetz in characteristic 2

In this section, we complete the proof of the strong Lefschetz property for HF (∆) in characteristic 2.
We use some ideas from [PP20, Section 9.1], which are in turn inspired by ideas of Swartz, e.g., [Swa09,
Proposition 4.24].

Throughout this section, we assume that k has characteristic 2. Let d > 1 be arbitrary. Let S(∆)
denote the suspension of ∆, which has vertex set V ∪ {n + 1, n + 2} = {1, . . . , n + 1, n + 2}. Since ∆ is

a connected pseudomanifold, so is S(∆). Let F̂ = F ∪ {n + 1}; note that F̂ is a non-face of S(∆). Let

K̂ = k(ai,j)1≤i≤d+1,1≤j≤n+2.

We will consider a slightly different l.s.o.p. for S(∆). Set θ̂F1 = a−1
d+1,n+1

∑
j 6∈F̂ a1,jxj . For 1 < i ≤ d, set

θ̂i = ai,n+1xn+1 + ai,n+2xn+2 +

n∑
j=1

(ai,j + ad+1,jai,n+1a
−1
d+1,n+1)xj ,
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and set θd+1 =
∑n+2
j=1 ad+1,jxj . Let θ̂F = (θ̂F1 , θ̂2, . . . , θ̂d, θd+1). Let H θ̂F

(S(∆)) be the Gorenstein quotient

of K̂[S(∆)]/θ̂F . Note that the coefficients of θ̂F are generic except that, when j ∈ F̂ , the coefficient of xj in

θ̂F1 is 0. In particular, H θ̂F
(S(∆)) is isomorphic as a graded ring to H F̂ (S(∆)).

In the statement of the proposition below, we extend degF to an isomorphism of K̂-vector spaces from

H
d

F (∆)⊗K K̂ to K̂.

Proposition 6.1. There is an isomorphism of K̂-algebras

ϕ : H θ̂F
(S(∆))/ ann(xn+1)

∼→ HF (∆)⊗K K̂

given by ϕ(xi) = xi for i ≤ n, ϕ(xn+1) =
∑n
j=1 ad+1,ja

−1
d+1,n+1xj, and ϕ(xn+2) = 0. Let ϕ be the composition

H θ̂F
(S(∆))→ H θ̂F

(S(∆))/ ann(xn+1)
ϕ→ HF (∆)⊗K K̂.

Then degθ̂F (zxn+1) = degF (ϕ(z)) for all z ∈ Hd

θ̂F (S(∆)).

Proof. First observe that there is a map Hθ̂F
(S(∆))→ HF (∆)⊗K K̂ defined by xi 7→ xi for i ≤ n, xn+1 7→

a−1
d+1,n+1

∑n
j=1 ad+1,jxj , and xn+2 7→ 0. We check that the induced map ϕ′ : Hθ̂F

(S(∆)) → HF (∆) ⊗K K̂

descends to H θ̂F
(S(∆))/ ann(xn+1). For this, we need to show that if we have 0 ≤ q ≤ d and y ∈ Hq

θ̂F
(S(∆))

with degθ̂F (xn+1yz) = 0 for all z ∈ Hd−q
θ̂F

(S(∆)), then ϕ′(y) = 0. To do so, it suffices to prove that

degθ̂F (xn+1w) = degF (ϕ′(w)) for all w ∈ Hd
θ̂F

(S(∆)).

We claim that Hd
θ̂F

(S(∆)) is spanned by squarefree monomials in x1, . . . , xn. It is well-known that it is

spanned by squarefree monomials in x1, . . . , xn, xn+1, xn+2 supported on (d− 1)-dimensional faces of S(∆);
this follows by using (4) to repeatedly increase the size of the support. Let G = {i1, . . . , id−1, id} be one
such face with id ∈ {n + 1, n + 2} and let G′ = (G r {id}) ∪ {n + 1, n + 2} ⊂ {1, . . . , n + 2}. Then G′ has
size d + 1, and Lemma 2.3 allows us to express xid ∈ H1

θ̂F
(S(∆)) as a linear combination of variables in

{xp : p /∈ G′}. Substituting such an expression for xid in the monomial xG shows that xG lies in the span of
squarefree monomials in x1, . . . , xn, as claimed.

For each squarefree monomial xj1 · · ·xjd in x1, . . . , xn, degθ̂F (xj1 · · ·xjdxn+1) equals

det


a1,j1a

−1
d+1,n+1 · · · ajd,1a

−1
d+1,n+1 0

a2,j1 + ad+1,j1a2,n+1a
−1
d+1,n+1 · · · a2,jd + ad+1,jda2,n+1a

−1
d+1,n+1 a2,n+1

... · · ·
...

...
ad+1,j1 · · · ad+1,jd ad+1,n+1


−1

,

where if jp ∈ F we interpret a1,jp as 0. Using row operations to make the last column 0 except for the
(d+ 1, d+ 1) entry, we see that this is equal to degF (xj1 · · ·xjd). We conclude that ϕ is well-defined.

Multiplication by xn+1 induces a degree 1 graded isomorphism H θ̂F
(S(∆))/ ann(xn+1) ∼= (xn+1) ⊂

H θ̂F
(S(∆)). It follows that H θ̂F

(S(∆))/ ann(xn+1) is an artinian Gorenstein algebra of socle degree d.
Since ϕ is a surjective graded map between artinian Gorenstein algebras whose socles are in the same degree,
it is an isomorphism. �

Proposition 6.1 then implies that the ideal (xn+1) in H θ̂F
(S(∆)) can be identified with HF (∆)⊗K K̂[−1].

Following the strategy of [PP20, Section 9.1], we apply the results in Section 5 to S(∆) in order to prove the
weak Lefschetz property for ∆.

Proposition 6.2. Let F be a non-face of ∆ of size d. Then HF (∆) has the weak Lefschetz property.
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Proof. We can check this after extending scalars to K̂, see, e.g., [PP20, Proposition 13.3]. We assume
the setup of Proposition 6.1, and set ϕ(xn+1) = x. Let Uq denote the degree q part of the ideal (xn+1)

in H θ̂F
(S(∆)). Let Wq denote the subspace of H

q

θ̂F
(S(∆)) spanned by monomials whose support is not

contained in F̂ .
First assume that d is odd. Because HF (∆) is generated in degree 1, it suffices to prove that multiplication

by x induces an isomorphism from H
(d−1)/2

F (∆)⊗K K̂ to H
(d+1)/2

F (∆)⊗K K̂. This, in turn, is equivalent to

the form (y, z) 7→ degF (xyz) on H
(d−1)/2

F (∆)⊗K K̂ being nondegenerate. By Proposition 6.1,

degF (xyz) = degθ̂F (x2
n+1ỹz̃),

where ỹ and z̃ are any lifts of y and z to H θ̂F
(S(∆)). Recall that we can identify H

(d−1)/2

F (∆) ⊗K K̂
with U(d+1)/2 such that y and z correspond to ỹxn+1 and z̃xn+1, respectively. Thus, we can identify the

form (y, z) 7→ degF (xyz) on H
(d−1)/2

F (∆) ⊗K K̂ with the form (y′, z′) 7→ degθ̂F (y′z′) on U(d+1)/2, i.e., the

restriction of the Hodge–Riemann form on H
(d+1)/2

θ̂F
(S(∆)) to U(d+1)/2. Our goal is to show that this form

is nondegenerate.

Note that the Hodge–Riemann form on H
(d+1)/2

θ̂F
(S(∆)) is nondegenerate. Assume that its restriction

to U(d+1)/2 is degenerate. Then Proposition 5.8 implies that U(d+1)/2 ⊂ W(d+1)/2. Note that x
(d+1)/2
n+1 ∈

U(d+1)/2. Then Lemma 5.4 implies that W(d+1)/2 = H
(d+1)/2

θ̂F
(S(∆)), so Corollary 5.7 implies that the

Hodge–Riemann form on H
(d+1)/2

θ̂F
(S(∆)) is anisotropic, contradicting the assumption that the restriction

to U(d+1)/2 is degenerate.

Next assume that d is even. The argument is similar to the one above. Let `F̂ be the image of
∑n+2
i=1 xi in

H
1

θ̂F (S(∆)). Because HF (∆) is generated in degree 1, it suffices to prove that multiplication by x induces an

injection from H
d/2−1

F (∆)⊗K K̂ to H
d/2

F (∆)⊗K K̂. This follows if we can show that multiplication by xϕ(`F̂ )

is injective, or, equivalently, that the form (y, z) 7→ degF (xϕ(`F̂ )yz) on H
d/2−1

F (∆)⊗K K̂ is nondegenerate.
By Proposition 6.1,

degF (xϕ(`F̂ )yz) = degθ̂F (x2
n+1`F̂ ỹz̃),

where ỹ and z̃ are any lifts of y and z to H θ̂F
(S(∆)). Recall that we can identify H

d/2−1

F (∆) ⊗K K̂
with Ud/2 such that y and z correspond to ỹxn+1 and z̃xn+1 respectively. Thus, we can identify the form

(y, z) 7→ degF (xϕ(`F̂ )yz) on H
(d−1)/2

F (∆) ⊗K K̂ with the form (y′, z′) 7→ degθ̂F (`F̂ y
′z′) on Ud/2, i.e., the

restriction of the Hodge–Riemann form on H
d/2

θ̂F
(S(∆)) to Ud/2. Our goal is to show that this form is

nondegenerate.
Since we have established weak Lefschetz for even-dimensional pseudomanifolds, and, in particular, for

S(∆), Lemma 5.1 implies that the Hodge–Riemann form on H
d/2

θ̂F
(S(∆)) is nondegenerate. The rest of

the argument now proceeds just as above. Explicitly, assume that its restriction to Ud/2 is degenerate.

Then Proposition 5.8 implies that Ud/2 ⊂ Wd/2. Note that x
d/2
n+1 ∈ Ud/2. Then Lemma 5.4 implies that

Wd/2 = H
d/2

θ̂F
(S(∆)), and Corollary 5.7 implies that the Hodge–Riemann form on H

d/2

θ̂F
(S(∆)) is anisotropic,

contradicting the assumption that the restriction to Ud/2 is degenerate. �

We are now ready to prove the strong Lefschetz property for HF (∆) in characteristic 2.



DETERMINANTS OF HODGE–RIEMANN FORMS 17

Theorem 6.3. Let ∆ be a connected simplicial pseudomanifold of dimension d − 1, and let 0 ≤ q ≤ d/2.
Assume that char k = 2. Then for every non-face F of size d, HF (∆) has the strong Lefschetz property in
degree q.

Proof. We want to show that the map `d−2q
F : H

q

F (∆)→ H
d−q
F (∆) is an isomorphism. This is equivalent to

showing that the Hodge–Riemann form (y, z)→ degF (`d−2q
F yz) is nondegenerate on H

q

F (∆).
Let m = bd/2c. By Proposition 6.2 and Lemma 5.2, `F is a weak Lefschetz element, and so the Hodge–

Riemann form on H
m

F (∆) is nondegenerate. Moreover,

`m−qF : H
q

F (∆)→ H
m

F (∆)

is injective and compatible with the Hodge–Riemann forms. For example, in the case when d is odd, for all
y, z ∈ Hq

F (∆) we have

degF (`d−2q
F yz) = degF (`F (`m−qF y)(`m−qF z)).

Let U be the degree m part of the ideal (`m−qF ) in HF (∆). In order to complete the proof, it suffices to show

that the restriction of the Hodge–Riemann form on H
m

F (∆) to U is nondegenerate.
Suppose that the restriction to U is degenerate. Proposition 5.8 implies that U ⊂ Wm, where Wm is the

subspace of H
q

F (∆) spanned by monomials whose support is not contained in F . Since `mF ∈ U , Lemma 5.4

implies that Wm = H
m

F (∆). Corollary 5.7 implies that the Hodge–Riemann form on H
m

F (∆) is anisotropic,
contradicting the assumption that the restriction to U is degenerate. �

As Example 5.3 shows, the Hodge–Riemann forms on HF (∆) are not, in general, anisotropic. We note
one case where the proof of Theorem 6.3 can be used to deduce anisotropy. Examples of simplicial complexes
with small non-faces include, for instance, all flag complexes. In this case, all minimal non-faces have size
two.

Proposition 6.4. Let ∆ be a pseudomanifold, and let k be a field of characteristic 2. Let F be a non-face of
∆ of size d, and suppose that F contains a non-face of size at most m = bd/2c. Then, for every 0 ≤ q ≤ m,

the Hodge–Riemann form on H
q

F (∆) is anisotropic.

Proof. To simplify the notation, assume that F = {1, 2, . . . , d} and that G = {1, 2, . . . , r} is a non-face of ∆

for some r ≤ m. Let Wm ⊂ H
m

F (∆) be the span of monomials whose support is not contained in F . As in
the proof of Theorem 6.3, by Lemma 5.4 and Corollary 5.7, it suffices to show that xm1 ∈Wm.

Using (3), for each 2 ≤ i ≤ r, we can express xi ∈ H1
F (∆) as the sum of λix1 and some linear combination

of {xp : d+ 2 ≤ p ≤ n}. Here, up to a sign, λi equals evθF ([{1, . . . , d+ 1}r {i}])/ evθF ([{2, . . . , d+ 1}]), and,

in particular, is nonzero. Now, since {1, 2, . . . , r} is a non-face of ∆, the product xm−r+1
1 x2 . . . xr is equal to

zero. Substituting the above expressions for x2, . . . , xr in this product, implies that λ2 · · ·λrxm1 is a linear
combination of monomials in {xp : d+ 2 ≤ p ≤ n}, so xm1 belongs to Wm. �

7. Proofs of theorems

In this section, we prove Theorem 1.4, then Theorem 1.3, and then finally Theorem 1.1.

Let ∆ be a connected oriented simplicial k-homology manifold of dimension d − 1. We will need the
following result of the second author and Swartz, which uses as input results of Gräbe and Schenzel [Grä84,

Sch81]. Let βq = dim H̃q(∆; k), the dimension of the reduced homology of ∆ over k. By the universal
coefficient theorem, this depends only on the characteristic of k. Let (h0(∆), . . . , hd(∆)) be the h-vector of
∆. Let Hµ(∆) be the Gorenstein quotient of K[∆]/(µ1, . . . , µd) for an l.s.o.p. µ = (µ1, . . . , µd) for K[∆].
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Proposition 7.1. [NS09, Theorem 1.3 and 1.4] Let ∆ be a connected oriented simplicial k-homology manifold
of dimension d− 1. Let µ = (µ1, . . . , µd) be an l.s.o.p. for K[∆]. Then

dimH
q

µ(∆) =

{
hq(∆) +

(
d
q

)∑q−1
p=0(−1)q−pβp if 0 ≤ q < d

1 if q = d.

In particular, dimH
q

µ(∆) is independent of the choice of l.s.o.p.

Proof of Theorem 1.4. When char k = 2, the result follows immediately from Theorem 6.3. Now suppose
that char k = 0, and the integral homology of the link of any face (including the empty face) of ∆ has no
2-torsion.

The assumption that the integral homology of the link of every face has no 2-torsion implies that ∆ is a
homology manifold over F2, and that dimHq(∆; k) = dimHq(∆;F2) for all q. Let HF,2(∆) be the Gorenstein

quotient of F2(ai,j)[∆]/(θF1 , . . . , θd). By Proposition 7.1, dimH
q

F (∆) = dimH
q

F,2(∆) for each q.
Fix 0 ≤ q ≤ d/2, and let S = {m1, . . . ,mp} denote the set of monomials of degree q in K[∆]. Let M0 be

the p × p matrix whose (i, j)th entry is degF (`d−2qmimj). Then HF (∆) has strong Lefschetz property in

degree q if and only if the rank of M0 is equal to dimH
q

F (∆).
Let M2 be the p×p matrix whose (i, j)th entry is degF,2(`d−2qmimj), i.e., the degree in HF,2(∆). Because

HF,2(∆) has the strong Lefschetz property by Theorem 6.3, the rank of M2 is equal to dimH
q

F (∆).
Note that degF (`d−2qmimj) lies in Z(ai,j), and that degF,2(`d−2qmimj) is obtained by reducing it modulo

2. Hence dimH
q

F (∆) ≥ rank(M0) ≥ rank(M2) = dimH
q

F,2(∆). Since dimH
q

F (∆) = dimH
q

F,2(∆), the rank

of M0 is equal to dimH
q

F (∆), as desired. �

Remark 7.2. When k has characteristic 0 and ∆ is a polytopal sphere, Theorem 1.4 can be deduced from
Stanley’s proof of this case of the algebraic g-conjecture [Sta80]. Indeed, we can assume k = Q and choose
a realization of ∆ as the boundary of a convex polytope P in Rd whose vertices are rational. Because F
is a non-face, using an affine transformation, we may assume that the vertices of F are contained in the
hyperplane where the first coordinate of Rd vanishes and that the origin is in the interior of P . Then the
strong Lefschetz property for HF (∆) = HF (∆) follows from the Hard Lefschetz theorem applied to the
projective toric variety corresponding to the fan over P .

We now begin the proof of Theorem 1.3. Let µ = (µ1, . . . , µd) be an l.s.o.p. for K[∆]. Let `µ denote

the image of
∑n
j=1 xj in H

1

µ(∆). Recall that R ⊂ K denotes the localization of k[ai,j ] at the irreducible

polynomials {[G] : G facet of ∆}, and evµ : R→ K is the map defined by evµ(ai,j) = µi,j .

Lemma 7.3. Let ∆ be a connected oriented simplicial k-homology manifold. Let µ = (µ1, . . . , µd) be an

l.s.o.p. and let 0 ≤ q ≤ d/2. Suppose that multiplication by `d−2q
µ is an isomorphism from H

q

µ(∆) →
H
d−q
µ (∆), i.e., `µ is a strong Lefschetz element in degree q. Let P ∈ k[ai,j ] be an irreducible polynomial

such that evµ(P ) = 0. Then there are monomials y1, . . . , yp whose images form a basis of H
q
(∆) and

ordP (detM) = 0, where M is the p × p matrix whose (i, j) entry is deg(`d−2qyiyj). In particular, if

Dq ∈ K×/(K×)2 is the determinant of the Hodge–Riemann form on H
q
(∆), then ordP (Dq) = 0 ∈ Z/2Z.

Proof. Choose monomials y1, . . . , yp in the degree q part of K[∆] such that their images form a basis for

H
q

µ(∆); this is possible because H
q

µ(∆) is spanned by the images of monomials.

Let M be the p × p matrix whose (i, j) entry is deg(`d−2qyiyj). By Lemma 2.4, each entry of M lies in
R, so detM lies in R. By Remark 2.5, if we can show that evµ(detM) 6= 0, then ordP (detM) = 0.
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Let Mµ be the p× p matrix whose (i, j) entry is degµ(`d−2q
µ yiyj). By Lemma 2.4, the (i, j) entry of Mµ is

evµ(deg(`d−2qyiyj)), so detMµ = evµ(detM). As `µ is a strong Lefschetz element for H
q

µ(∆), detMµ 6= 0,
and we conclude that ordP (detM) = 0.

Finally, that detM is nonzero implies that the images of y1, . . . , yp are linearly independent in H
q
(∆).

As dimH
q
(∆) = dimH

q

µ(∆) by Proposition 7.1, {y1, . . . , yp} is a basis for H
q
(∆), so detM computes the

determinant of the Hodge–Riemann form on H
q
(∆). This completes the proof. �

Proposition 7.4. Let ∆ be a connected oriented simplicial k-homology manifold. Let F be a subset of
V of size d which is not a facet, and let 0 ≤ q ≤ d/2. Suppose that HF (∆) has the strong Lefschetz

property in degree q. Let Dq ∈ K×/(K×)2 be the determinant of the Hodge–Riemann form on H
q
(∆). Then

ord[F ](Dq) = 0.

Proof. By Lemma 5.1, `F is a strong Lefschetz element for H
q

F (∆). The result now follows from Lemma 7.3
setting µ = θF and P = [F ]. �

Lemma 7.5. Let F be a subset of V of size d. Then for each q, there is a basis for H
q
(∆) consisting of the

images of monomials in K[∆] whose support is disjoint from F .

Proof. By Lemma 2.3, one can write any monomial in H
1
(∆) in terms of the monomials corresponding to

vertices not in F . As H(∆) is generated in degree 1, this implies that each H
q
(∆) is spanned by monomials

whose support is disjoint from F . Some subset of these monomials forms a basis. �

For a facet F of ∆, let ∆′ be the simplicial complex obtained by doing a stellar subdivision in the interior
of F , i.e., the vertex set of ∆′ is V ∪ {n + 1} = {1, . . . , n + 1}, and the facets of ∆′ are the facets of ∆
except for F , together with (F ∪ {n+ 1}) r {j} for each j ∈ F . Then ∆′ is a connected oriented simplicial
k-homology manifold with its orientation determined by orienting the facets of ∆′ which are also facets of
∆ in the same way that they are oriented in ∆.

Note that the proof of Proposition 7.4 implies that if F is a non-face of size d and HF (∆) has the strong
Lefschetz property in degree q, then so does H(∆). If ∆ has no non-faces of size d, then ∆ must be isomorphic
to Sd−1, and so Theorem 1.3 holds for ∆ by Example 3.2. When proving Theorem 1.3, we may therefore
assume that H(∆) has the strong Lefschetz property in degree q.

Proof of Theorem 1.3. As Theorem 4.1 implies Theorem 1.3 when q = 0, we may assume that 0 < q ≤ d/2.
Theorem 1.4 and Proposition 7.4 show that if F is not a facet, then ord[F ](Dq) = 0. Suppose that F is

a facet of ∆. By Lemma 7.5, we may choose a collection of monomials y1, . . . , yp ∈ K[∆] of degree q whose

support is disjoint from F and such that their image in H
q
(∆) is a basis. By the version of Lemma 5.1

for H(∆), ` is a strong Lefschetz element in degree q. Let M be the p × p matrix whose (i, j)th entry is
deg(`d−2qyiyj), so M is nonsingular and the image of detM in K×/(K×)2 is Dq.

Let ∆′ be the simplicial complex obtained by doing a stellar subdivision in the interior of F , with orien-
tation as described above and degree map deg′. We can identify K[∆]/(xF ) with a subring of K[∆′], and
hence consider the images y′1, . . . , y

′
p of y1, . . . , yp in K[∆′]. Set y′p+1 = xqn+1.

We claim the the images of y′1, . . . , y
′
p+1 span H

q
(∆′). Indeed, by Lemma 7.5, H(∆′) is spanned as a

k-vector space by monomials whose support is disjoint from F . The latter consists of monomials supported
away from F ∪ {n + 1}, together with powers of xn+1. Let z be a monomial of degree q whose support is

disjoint from F ∪ {n + 1}. Then z =
∑p
i=1 λiyi in H

q
(∆) for some λi ∈ K. Consider z′ := z −

∑p
i=1 λiy

′
i

in H
q
(∆′). By Lemma 2.8, the product of z′ with any monomial of degree d − q supported away from

F ∪ {n+ 1} is zero. Also, z′xd−qn+1 = 0. We deduce that z′ = 0, and the claim follows.
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Let `′ be the image of
∑n+1
j=1 xj in H

1
(∆′), and let M ′ be the (p+ 1)× (p+ 1) matrix whose (i, j)th entry

is deg′((`′)d−2qy′iy
′
j). For j ≤ p, we have y′jy

′
p+1 = 0 in K[∆′]. By Lemma 2.8, M ′ is a block diagonal matrix

whose northwest p×p block is M and whose (p+1, p+1) entry M ′p+1,p+1 is equal to the degree of `d−2qx2q
d+1

in the complex Σ considered in Section 3 (up to sign). Lemma 3.4 implies that M ′p+1,p+1 is nonzero and
ord[F ](M

′
p+1,p+1) = 2q − 1.

We see that M ′ is nonsingular, so {y′1, . . . , y′p+1} is a basis of H
q
(∆′). In particular, detM ′ computes the

determinant of the Hodge–Riemann form.
As F is not a facet of ∆′, Theorem 1.4 and Proposition 7.4 give that ord[F ](detM ′) is even. Since

ord[F ](M
′
p+1,p+1) = 2q − 1 is odd, we see that ord[F ](detM) is odd, as desired. �

Proof of Theorem 1.1. Note that for even d and q = d/2, the above proof of Theorem 1.3 works over all
characteristics because we are in the middle dimension, and so the assumption that `F is a strong Lefschetz
element holds vacuously. This case of Theorem 1.3 implies Corollary 1.2. Hence if F is a facet of ∆, then
ord[F ](Dd/2) = 1 ∈ Z/2Z. Let P ∈ k[ai,j ] be an irreducible polynomial that is not equal (up to multiplication

by a scalar) to one of the polynomials {[F ] : F facet of ∆}. Over k[ai,j ], we may factor P = Pm1
1 · · ·Pmrr ,

where the Pi are distinct irreducible polynomials over k and mi ∈ Z>0. Note that none of the Pi are
scalar multiples of [F ]. We claim that there are monomials y1, . . . , yp such that their images form a basis of

H
d/2

(∆) and ordP1
(detM) = 0, where M is the p × p matrix whose (i, j) entry is deg(yiyj). This implies

that ordP (detM) = 0 and hence ordP (Dd/2) = 0. We deduce that Dd/2 = λ
∏
F facet of ∆[F ] ∈ K×/(K×)2

for some λ ∈ k×/(k×)2, completing the proof.
It remains to verify the claim. Let V (P1) be the vanishing locus of P1 inside Adn

k
, and let (µi,j) ∈ V (P1)

be a k-point. Set µi =
∑
j µi,jxj . First suppose that µ = (µ1, . . . , µd) is an l.s.o.p. for k(ai,j)[∆]. Observe

that evµ(P1) = 0 since (µi,j) ∈ V (P1). Then the claim follows from Lemma 7.3. Note that the assumption
in Lemma 7.3 that `µ is a strong Lefschetz element holds vacuously since we are in middle dimension. Hence
we may assume that µ is not an l.s.o.p. By Proposition 2.2 there must be some facet F of ∆ such that (µi,j)

is contained in the vanishing locus of [F ]. Applying this to every k-point of V (P1), we see that

V (P1) ⊂
⋃

F facet of ∆

V ([F ]).

As there are only finitely many facets, this implies that V (P1) is contained in V ([F ]) for some facet F . The
irreducibility of [F ] then implies that P1 and [F ] are equal up to multiplication by a scalar, a contradiction.

�

8. Further discussion

We conjecture an extension of Theorem 1.3 to pseudomanifolds in arbitrary characteristic.

Conjecture 8.1. Let k be a field of arbitrary characteristic. Let ∆ be a connected oriented simplicial
pseudomanifold over k of dimension d− 1 with vertex set V .

For all 0 ≤ q ≤ d/2, let Dq be the determinant of the Hodge–Riemann form on H
q

F (∆). Let F be a subset
of V of size d. Then

ord[F ](Dq) =

{
1 if F is a facet of ∆

0 otherwise.
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When ∆ is a k-homology manifold, the proof of Theorem 1.3 shows that if HF (∆′) has the strong Lefschetz
property whenever ∆′ = ∆ or ∆′ is the stellar subdivision of ∆ at the interior of a facet, then Conjecture 8.1
holds for ∆.

However, an additional ingredient is needed to establish Conjecture 8.1 for pseudomanifolds. A key
property of homology manifolds which was used in the proofs of our results, e.g., Lemma 7.3, was that the
dimension of H

q

µ(∆) does not depend on µ, the chosen l.s.o.p. (see Proposition 7.1). We show in the example
below that this independence of the dimension can fail for pseudomanifolds.

Example 8.2. Let ∆ be the standard 6 vertex triangulation of RP2, and let ∆′ = ∆∗S0 be the suspension.
Over a field of characteristic 2, ∆′ is an oriented pseudomanifold, but it is not a homology manifold. Using
Macaulay2 [GS], we checked that, if one chooses an l.s.o.p. µ1, µ2, µ3, µ4 with all coefficients random elements
of the field with 1024 elements, the Hilbert function of Hµ(∆′) is usually given by (1, 4, 9, 6, 1), and the

Hilbert function of Hµ(∆′) is usually given by (1, 4, 8, 4, 1). If one chooses µ′1, µ
′
2, µ
′
3 to be generic linear

combinations of the vertices of RP2 and chooses µ′4 to be a generic linear combination of the vertices of S0,
then Hµ′(∆

′) = H(µ′1,µ
′
2,µ
′
3)(∆)⊗H(µ′4)(S

0), and similarly for Hµ′(∆
′). We can then use Proposition 7.1 to

compute that the Hilbert function of Hµ′(∆
′) is given by (1, 4, 9, 7, 1), and the Hilbert function of Hµ′(∆

′)
is given by (1, 4, 6, 4, 1).

However, we do not know an example of a pseudomanifold ∆ where dimH
q
(∆) 6= dimH

q

F (∆). It follows

from Theorem 6.3 that the equality dimH
q
(∆) = dimH

q

F (∆) holding for all ∆ would imply Conjecture 8.1
in the characteristic 2 case. We now show that this equality holds when q = 1 (in any characteristic).

Proposition 8.3. Let k be a field of arbitrary characteristic. Let ∆ be a connected oriented simplicial

pseudomanifold over k of dimension d − 1. Let µ be any l.s.o.p. of K[∆]. Then H
1

µ(∆) = H1
µ(∆). In

particular, dimH
1

µ(∆) = n− d independently of µ.

Proof. Let z =
∑n
i=1 λixi ∈ H1

µ(∆) be such that zxG = 0 for all codimension 1 faces G of ∆. To prove the
statement, we need to show that z = 0.

Let F ′ be any facet of ∆. Since µ is an l.s.o.p and F ′ is a facet, by Proposition 2.2, evµ([F ′]) 6= 0. It
follows from Lemma 2.3 that {xv : v /∈ F ′} is a basis of H1

µ(∆). By using this basis, we can assume λi = 0
for i ∈ F ′.

Consider any codimension 1 face G ⊂ F ′. Since ∆ is a pseudomanifold, there is the unique facet F ′′ of
∆ such that F ′ ∩ F ′′ = G; we let u denote the unique vertex of F ′′ r G. Then 0 = zxG = λuxF ′′ . As
xF ′′ is nonzero because it has nonzero degree, it follows that λu = 0. We conclude that λv = 0 for all
v ∈ F ′′. Continuing in this way and using the fact that ∆ is a connected pseudomanifold, and hence that ∆
is strongly connected, we deduce that λv = 0 for all v ∈ V . Thus, z = 0, as desired. �

Remark 8.4. Proposition 8.3 implies that Conjecture 8.1 holds when k has characteristic 2 and q = 1. By
a specialization argument similar to the proof of Theorem 1.4, we see that Conjecture 8.1 also holds when k
has characteristic 0 and q = 1.

Assume that ` is a strong Lefschetz element in all degrees, i.e., the Hodge–Riemann form on H
q
(∆) is

nondegenerate for 0 ≤ q ≤ d/2. The primitive part of H
q
(∆) is H

q

prim(∆) := {y ∈ Hq
(∆) : `d−2q+1y = 0}.

Let Dprim,q ∈ K×/(K×)2 be the determinant of the induced Hodge–Riemann form on H
q

prim(∆). For

0 < q ≤ d/2, multiplication by ` induces an injection H
q−1

(∆)→ H
q
(∆) which splits to give an isomorphism

H
q
(∆) ∼= H

q−1
(∆) ⊕Hq

prim(∆). As this decomposition is orthogonal with respect to the Hodge–Riemann

form, we haveDq = Dq−1Dprim,q. In particular, Dq = D0

∏q
q′=1Dprim,q′ . Since we established Conjecture 8.1



22 MATT LARSON, ISABELLA NOVIK AND ALAN STAPLEDON

when q = 0 in Theorem 4.1, we conclude that Conjecture 8.1 holding for all q is equivalent to the following
conjecture.

Conjecture 8.5. Let k be a field of arbitrary characteristic. Let ∆ be a connected oriented simplicial
pseudomanifold over k of dimension d − 1 with vertex set V . Then ` is a strong Lefschetz element in all
degrees, and, for each subset F of V of size d and 0 < q ≤ d/2, we have ord[F ](Dprim,q) = 0.
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