
Chapter 1

The Basics

If you are familiar with the prerequisites for reading this book, you are proba-
bly already familiar with the notion of a smooth manifold—a topological mani-
fold equipped with an atlas of coordinate charts whose transition functions are all
smooth. (Precise definitions will be found farther down in this chapter.)

You may also have encountered variations on that theme—different classes
of manifolds that can be defined by modifying the compatibility condition for
charts. For example, a 𝑪𝒌 manifold is one equipped with an atlas whose transi-
tion functions are all of class 𝐶𝑘 (meaning 𝑘 times continuously differentiable),
and a real-analytic manifold is one with an atlas whose transition functions are all
real-analytic (meaning they are equal to the sum of a convergent power series in a
neighborhood of each point).

Another variation on that theme, and the one to which this book is devoted, is
a complex manifold—this is a topological manifold equipped with an atlas whose
transition functions are all holomorphic. While the other classes of manifolds men-
tioned above are really just slight variations on the theme of smooth manifolds, it
turns out that nearly everything changes when we move into the holomorphic cate-
gory, as you will soon see. That is why the subject of complex manifolds is worth
an entire book of its own.

In this chapter we introduce the main definitions, and describe some examples
and basic properties of complex manifolds.

Definitions
The most basic type of manifold is a topological manifold: this is a second-
countable Hausdorff topological space with the property that every point has a
neighborhood homeomorphic to an open subset of ℝ𝑛 for some fixed 𝑛, called the
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dimension of the manifold. (In this book, all manifolds are understood to be mani-
folds without boundary unless otherwise specified.)

By adding extra structure to a topological manifold, we can obtain other types
of manifolds. Differential geometry is concerned primarily with smooth mani-
folds, which are topological manifolds endowed with smooth structures, defined
as follows: If 𝑀 is a topological manifold of dimension 𝑛, a coordinate chart
(often called just a chart) for 𝑀 is a pair (𝑈, 𝜑), where 𝑈 is an open subset of
𝑀 and 𝜑 is a homeomorphism from 𝑈 to an open subset of ℝ𝑛. An atlas for
𝑀 is a collection of charts whose domains cover 𝑀 . Given two charts (𝑈, 𝜑) and
(𝑉 , 𝜓)with overlapping domains, their transition functions are the compositemaps
𝜓 ∘𝜑−1 ∶ 𝜑(𝑈 ∩𝑉 ) → 𝜓(𝑈 ∩𝑉 ) and their inverses 𝜑∘𝜓−1 ∶ 𝜓(𝑈 ∩𝑉 ) → 𝜑(𝑈 ∩𝑉 ).
Two charts are said to be smoothly compatible if their domains are disjoint or their
transition functions are smooth as maps between open subsets of ℝ𝑛. (Here and
throughout the book, smooth means infinitely differentiable or of class 𝐶∞.) A
smooth atlas for 𝑀 is an atlas with the property that any two charts in the atlas
are smoothly compatible with each other. Finally, a smooth structure for 𝑀 is a
smooth atlas that ismaximal, meaning that it is not properly contained in any larger
smooth atlas; to say that 𝒜 is a maximal smooth atlas just means that every chart
that is smoothly compatible with every chart in 𝒜 is already in 𝒜 .

The definition of a complex manifold is, at first glance, just a minor modifica-
tion of the definition of smooth manifolds. The main change is that we require each
transition function to be holomorphic, meaning that it is continuous and each of its
complex-valued component functions has complex partial derivatives with respect
to each of the independent complex variables 𝑧1, … , 𝑧𝑛. (We will explore proper-
ties of holomorphic functions in more depth below; for now, it suffices to know that
they are smooth and that compositions of holomorphic functions are holomorphic.)
To apply this requirement to the transition functions for topological manifolds, we
choose the following standard identification between ℝ2𝑛 and ℂ𝑛:

(𝑥1, 𝑦1, … , 𝑥𝑛, 𝑦𝑛) ↔ (𝑥1 + 𝑖𝑦1, … , 𝑥𝑛 + 𝑖𝑦𝑛).
(As in [LeeSM] and [LeeRM], we index coordinate functions with upper indices
to be consistent with the Einstein summation convention, described later in this
chapter.) With this identification, it makes sense to ask whether a map between
open subsets of ℝ2𝑛 is holomorphic.

Now suppose 𝑀 is a 2𝑛-dimensional topological manifold. If (𝑈, 𝜑) and (𝑉 , 𝜓)
are two coordinate charts for 𝑀 , we say they are holomorphically compatible if
𝑈 ∩ 𝑉 = ∅ or both transition functions are holomorphic under our standard iden-
tification of 𝜑(𝑈 ∩ 𝑉 ) and 𝜓(𝑈 ∩ 𝑉 ) as open subsets of ℂ𝑛. A holomorphic atlas
for 𝑀 is an atlas with the property that any two charts in the atlas are holomorphi-
cally compatible with each other, and a holomorphic structure for 𝑀 is a maximal
holomorphic atlas. An 𝒏-dimensional complex manifold (or holomorphic mani-
fold) is a topological manifold of dimension 2𝑛 endowed with a given holomorphic
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structure. A complex manifold of dimension 1 is called a complex curve, and one
of dimension 2 is called a complex surface. A complex manifold of dimension 3
or higher is sometimes called a complex threefold, fourfold, etc. When it is neces-
sary to distinguish between the dimension of an 𝑛-dimensional complex manifold
and the dimension of its underlying topological 2𝑛-manifold, we call 𝑛 the complex
dimension (denoted by dimℂ 𝑀) and 2𝑛 the real dimension (denoted by dimℝ 𝑀).
Any one of the charts in the maximal holomorphic atlas is called a holomorphic
coordinate chart, and the complex-valued coordinate functions (𝑧1, … , 𝑧𝑛) (where
𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗) are called holomorphic coordinates. We denote the complex conju-
gate of 𝑧𝑗 by 𝑧𝑗 = 𝑥𝑗 − 𝑖𝑦𝑗 .

Holomorphic structures on manifolds are traditionally called complex struc-
tures, but that term risks confusion with complex structures on vector bundles, to
be discussed below.

Because all holomorphic functions are smooth (see Thm. 1.21 below), a holo-
morphic atlas is also a smooth atlas and thus determines a unique smooth structure
on 𝑀 ; thus every complex manifold is also a smooth manifold in a canonical way.
On the other hand, it is important to note that a given even-dimensional smooth
manifold may have many different holomorphic structures that induce the given
smooth structure (see Problem 1-4), or it may have none at all. The simplest exam-
ple of an even-dimensional smooth manifold that carries no holomorphic structure
is 𝕊4; see the discussion following Theorem 1.63 for more detail.

Proposition 1.1. Let 𝑀 be a topological manifold.

(a) Every holomorphic atlas 𝒜 for 𝑀 is contained in a unique maximal holo-
morphic atlas, called the holomorphic structure determined by𝓐.

(b) Two holomorphic atlases for 𝑀 determine the same holomorphic struc-
ture if and only if their union is a holomorphic atlas.

Proof. The proof is essentially identical to that of its smooth counterpart [LeeSM,
Prop. 1.17]. □

To turn a set into a complex manifold using the definitions directly, it would
be necessary to go through the separate steps of constructing a topology, verifying
that it is a manifold, and then constructing a holomorphic structure for it. But in
most cases the following shortcut can be used.

Lemma 1.2 (ComplexManifold Chart Lemma). Let 𝑀 be a set, and suppose we
are given a collection {𝑈𝛼}𝛼∈𝐴 of subsets of 𝑀 together with maps 𝜑𝛼 ∶ 𝑈𝛼 → ℂ𝑛,
such that the following properties are satisfied:

(i) For each 𝛼, 𝜑𝛼 is a bijection between𝑈𝛼 and an open subset𝜑𝛼(𝑈𝛼) ⊆ ℂ𝑛.
(ii) For each 𝛼 and 𝛽, the sets 𝜑𝛼(𝑈𝛼 ∩ 𝑈𝛽) and 𝜑𝛽(𝑈𝛼 ∩ 𝑈𝛽) are open in ℂ𝑛.
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(iii) When 𝑈𝛼 ∩ 𝑈𝛽 ≠ ∅, the map 𝜑𝛽 ∘ 𝜑−1
𝛼 ∶ 𝜑𝛼(𝑈𝛼 ∩ 𝑈𝛽) → 𝜑𝛽(𝑈𝛼 ∩ 𝑈𝛽) is

holomorphic.

(iv) Countably many of the sets 𝑈𝛼 cover 𝑀 .

(v) Whenever 𝑝, 𝑞 are distinct points in 𝑀, either there exists some 𝑈𝛼 con-
taining both 𝑝 and 𝑞 or there exist disjoint sets 𝑈𝛼 , 𝑈𝛽 with 𝑝 ∈ 𝑈𝛼 and
𝑞 ∈ 𝑈𝛽 .

Then 𝑀 has a unique structure as a complex manifold such that each (𝑈𝛼 , 𝜑𝛼) is a
holomorphic chart.

► Exercise 1.3. Prove this lemma by verifying that the proof of Lemma 1.35 of
[LeeSM] goes through in this setting.

Some Examples

Before we go much further, we should have a few examples of complex mani-
folds to think about. We will introduce many more examples in Chapter 2.

Example 1.4 (Complex 𝒏-Space). It follows from Proposition 1.1(a) that ℂ𝑛 has a
canonical holomorphic structure determined by the holomorphic atlas consisting of
the single coordinate chart (ℂ𝑛, Idℂ𝑛). Similarly, the canonical holomorphic struc-
ture on every open subset 𝑈 ⊆ ℂ𝑛 is defined by the single chart (𝑈, Id𝑈 ). When
working with ℂ, ℂ𝑛, or their open subsets, we always use this holomorphic struc-
ture, typically without further comment. Here are some specific open subsets that
will play important roles in what follows:

• For any 𝑝 ∈ ℂ𝑛 and any 𝑟 > 0, the (open) ball of radius 𝒓 around 𝒑 is
the set 𝐵𝑟(𝑝) = {𝑧 ∈ ℂ𝑛 ∶ |𝑧 − 𝑝| < 𝑟}, where | ⋅ | denotes the norm
associated with the Euclidean inner product on ℂ𝑛 ≈ ℝ2𝑛, which can
be written in complex coordinates as ⟨𝑧, 𝑤⟩ = 𝑧 ⋅ 𝑤 = ∑𝑛

𝑗=1 𝑧𝑗𝑤𝑗 . The
unit ball of real dimension 2𝑛, denoted by 𝔹2𝑛, is the open ball of radius
1 about the origin in ℂ𝑛.

• An open ball in ℂ is called a disk, and the notation is modified accordingly.
Thus 𝐷𝑟(𝑝) represents the disk of radius 𝑟 about 𝑝 ∈ ℂ, and the unit disk
is the disk 𝐷1(0), denoted by 𝔻.

• A polydisk is a Cartesian product of open disks, that is, an open subset of
the form 𝐷𝑟1(𝑝1) × ⋯ × 𝐷𝑟𝑛(𝑝𝑛) ⊆ ℂ𝑛 for a point 𝑝 = (𝑝1, … , 𝑝𝑛) ∈ ℂ𝑛

and positive real numbers 𝑟1, … , 𝑟𝑛. When the radii are all equal, we use
the notation 𝐷𝑛

𝑟 (𝑝) for the polydisk 𝐷𝑟(𝑝1) × ⋯ × 𝐷𝑟(𝑝𝑛). //

Example 1.5 (Open Submanifolds). Somewhat more generally, if 𝑀 is a complex
𝑛-manifold and 𝑈 is an open subset of 𝑀 , we can define a canonical holomorphic
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structure on 𝑈 consisting of all holomorphic charts for 𝑀 whose domains are con-
tained in 𝑈 . With this holomorphic structure, 𝑈 is a complex 𝑛-manifold, called an
open submanifold of 𝑴 . //
Example 1.6 (Complex Vector Spaces). If 𝑉 is a finite-dimensional complex
vector space, any choice of ordered basis (𝑏1, … , 𝑏𝑛) defines an isomorphism
𝐵 ∶ ℂ𝑛 → 𝑉 by
(1.1) 𝐵(𝑧1, … , 𝑧𝑛) = 𝑧𝑗𝑏𝑗 .
(Here and throughout the book, we use the Einstein summation convention: each
index name that appears twice in the same monomial term, once as an upper index
and once as a lower one, is understood to be summed over all possible values of that
index, typically from 1 to the dimension of the space. In formula (1.1), since 𝑉 has
dimension 𝑛, the implied summation is from 1 to 𝑛.) Interpreting 𝐵−1 as a global
chart thus defines a holomorphic structure on 𝑉 . Since the transition map between
any two such charts is an invertible complex-linear transformation and therefore
holomorphic along with its inverse, this structure is independent of the choice of
basis. We will call this the standard holomorphic structure on 𝑽 . //
Example 1.7 (0-Manifolds). A topological 0-manifold is just a countable discrete
space. Each point has a unique map to ℂ0 = {0}, and the transition functions be-
tween these maps are vacuously holomorphic, so every 0-manifold has a canonical
holomorphic structure. //
Example 1.8 (Product Manifolds). If 𝑀1, … , 𝑀𝑘 are complex manifolds, their
Cartesian product 𝑀1 ×⋯×𝑀𝑘 (with the product topology) is a complex manifold
whose dimension is the sum of the dimensions of the factors, with products of
holomorphic coordinate maps providing holomorphic coordinates. //
Example 1.9 (Complex Projective Spaces). The next examples are, after ℂ𝑛 itself,
the most important complex manifolds of all. For any nonnegative integer 𝑛, we
define the complex projective space of dimension 𝒏, denoted by ℂℙ𝑛, to be the
set of complex 1-dimensional subspaces of ℂ𝑛+1, which we can identify with the
quotient of ℂ𝑛+1 ∖ {0} by the equivalence relation defined by 𝑤 ∼ 𝑤′ if and only if
𝑤′ = 𝜆𝑤 for some nonzero complex number 𝜆. We endow ℂℙ𝑛 with the quotient
topology. By this definition, ℂℙ0 is a single point.

We denote the equivalence class of a point 𝑤 = (𝑤0, 𝑤1, … , 𝑤𝑛) ∈ ℂ𝑛+1 ∖ {0}
by [𝑤] = [𝑤0, … , 𝑤𝑛]. The complex numbers (𝑤0, … , 𝑤𝑛) are traditionally called
homogeneous coordinates of the point [𝑤]; but be careful about using this termi-
nology, because they are not actually coordinates in the usual sense. The same point
[𝑤] is represented by any homogeneous coordinates of the form (𝜆𝑤0, … , 𝜆𝑤𝑛)
with 𝜆 ≠ 0, so there is not a one-to-one correspondence between points and homo-
geneous coordinates, even in a small neighborhood of a point.

We can construct honest coordinates for ℂℙ𝑛 as follows. For each 𝛼 = 0, … , 𝑛,
let 𝑈𝛼 ⊆ ℂℙ𝑛 be the open subset 𝑈𝛼 = {[𝑤] ∈ ℂℙ𝑛 ∶ 𝑤𝛼 ≠ 0}, and define a map
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𝜑𝛼 ∶ 𝑈𝛼 → ℂ𝑛 by

𝜑𝛼([𝑤0, … , 𝑤𝑛]) = (
𝑤0

𝑤𝛼 , … , 𝑤𝛼−1

𝑤𝛼 , 𝑤𝛼+1

𝑤𝛼 , … , 𝑤𝑛

𝑤𝛼 ) .

It is continuous by the characteristic property of the quotient topology [LeeTM,
Thm. 3.70], and it is a homeomorphism because it has a continuous inverse given
by

𝜑−1
𝛼 (𝑧1, … , 𝑧𝑛) = [𝑧1, … , 𝑧𝛼−1, 1, 𝑧𝛼 , … , 𝑧𝑛].

Thus each (𝑈𝛼 , 𝜑𝛼) is a coordinate chart, called affine coordinates for ℂℙ𝒏. Cou-
pled with the facts that ℂℙ𝑛 is Hausdorff and second-countable (Exercise 1.10),
this shows that ℂℙ𝑛 is a topological manifold of real dimension 2𝑛. It is com-
pact and connected, because it is the image of the surjective continuous map
𝑞 ∶ 𝕊2𝑛+1 → ℂℙ𝑛 given by 𝑞(𝑤0, … , 𝑤𝑛) = [𝑤0, … , 𝑤𝑛], where 𝕊2𝑛+1 is the
set of unit vectors in ℂ𝑛+1.

For 𝛼 < 𝛽, the transition function between these charts can be computed ex-
plicitly as

𝜑𝛼 ∘ 𝜑−1
𝛽 (𝑧1, … , 𝑧𝑛) = (

𝑧1

𝑧𝛼 , … , 𝑧̂𝛼

𝑧𝛼 , … , 1
𝑧𝛼 , … , 𝑧𝑛

𝑧𝛼 ) ,

where the hat indicates that the term in position 𝛼 is omitted, and the 1/𝑧𝛼 term is
in position 𝛽; the formula for 𝛼 > 𝛽 is similar. These transition functions are all
holomorphic, so they turn ℂℙ𝑛 into a complex manifold of dimension 𝑛. //

► Exercise 1.10. Verify that ℂℙ𝑛 is Hausdorff and second-countable.

Example 1.11 (Projectivization of a Vector Space). For some purposes, it is use-
ful to construct projective spaces starting with different complex vector spaces in
place of ℂ𝑛+1 itself. Suppose 𝑉 is an 𝑛-dimensional complex vector space with
𝑛 > 0. The projectivization of 𝑽 , denoted by ℙ(𝑉 ), is the set of 1-dimensional
complex subspaces of 𝑉 , endowed with the quotient topology obtained from the
equivalence relation on 𝑉 ∖ {0} given by 𝑣1 ∼ 𝑣2 if 𝑣2 = 𝜆𝑣1 for some 𝜆 ∈ ℂ ∖ {0}.
A choice of basis for 𝑉 yields an isomorphism 𝑉 ≅ ℂ𝑛 that descends to a bijection
ℙ(𝑉 ) → ℂℙ𝑛−1, which we can use to give ℙ(𝑉 ) the structure of a complex mani-
fold. In the next chapter, we will see that the holomorphic structure obtained in this
way is independent of the choice of basis (see Exercise 2.10). //

Example 1.12 (Complex Grassmannians). Suppose 𝑉 is an 𝑛-dimensional com-
plex vector space with 𝑛 > 0, and 𝑘 is a nonnegative integer less than or equal to
𝑛. Let G𝑘(𝑉 ) be the set of 𝑘-dimensional complex-linear subspaces of 𝑉 , called a
complex Grassmannian. (The case 𝑘 = 1 is exactly the projective space ℙ(𝑉 ).)
We can construct complex coordinates on G𝑘(𝑉 ) as follows. Choose a subspace
𝑃 ⊆ 𝑉 of dimension 𝑘 and a complementary (𝑛 − 𝑘)-dimensional subspace 𝑄, and
write 𝑉 = 𝑃 ⊕ 𝑄. Then the graph of each complex-linear map 𝑋 ∶ 𝑃 → 𝑄 is a
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𝑘-dimensional subspace Γ(𝑋) ⊆ 𝑉 , and every subspace whose intersection with
𝑄 is trivial is the graph of a unique such map. Let 𝑈𝑄 ⊆ G𝑘(𝑉 ) denote the set of
such subspaces. By choosing bases for 𝑃 and 𝑄, we obtain a bijection from 𝑈𝑄 to
the vector space M((𝑛 − 𝑘) × 𝑘, ℂ) of complex (𝑛 − 𝑘) × 𝑘 matrices, whose matrix
entries we can use as coordinates on 𝑈𝑄. The argument in [LeeSM, Example 1.36]
(adapted in an obvious way to the complex case) shows that when two such charts
overlap, the matrix entries in the new chart are rational functions of the original
ones, so any two such charts overlap holomorphically. The arguments of that ex-
ample also show that hypotheses (iv) and (v) of the chart lemma are satisfied, so
G𝑘(𝑉 ) is a complex manifold of dimension (𝑛 − 𝑘)𝑘. Problem 1-5 shows that it is
compact. //

Holomorphic Maps
We define holomorphic maps between complex manifolds in the same way as one
defines smooth maps between smooth manifolds: if 𝑀 and 𝑁 are complex mani-
folds, a holomorphic map from 𝑀 to 𝑁 is a map 𝑓 ∶ 𝑀 → 𝑁 with the property
that for every 𝑝 ∈ 𝑀 there exist holomorphic coordinate charts (𝑈, 𝜑) for 𝑀 and
(𝑉 , 𝜓) for 𝑁 whose domains contain 𝑝 and 𝑓(𝑝), respectively, such that 𝑓(𝑈) ⊆ 𝑉
and the composite map 𝜓 ∘ 𝑓 ∘ 𝜑−1 is holomorphic as a map from 𝜑(𝑈) to 𝜓(𝑉 ).
The function 𝑓 = 𝜓 ∘ 𝑓 ∘ 𝜑−1 is called the coordinate representation of 𝒇 with
respect to the given holomorphic coordinates. As is the case in smooth manifold
theory (see [LeeSM, pp. 15–16]), one often uses a coordinate map to temporarily
identify an open subset of a manifold with an open subset of ℂ𝑛, and uses the same
notation for a map and its coordinate representation.

When the codomain of a map 𝑓 is ℂ𝑘 (or an open subset of ℂ𝑘) with its canon-
ical holomorphic structure, we can always use the identity map as a holomorphic
coordinate chart on ℂ𝑘, so being holomorphic is equivalent to the requirement that
for each 𝑝 ∈ 𝑀 , there is a holomorphic chart (𝑈, 𝜑) for 𝑀 whose domain contains
𝑝 such that 𝑓 ∘𝜑−1 is holomorphic from 𝜑(𝑈) to ℂ𝑘. It is standard practice to reserve
the term holomorphic function for holomorphic maps whose codomains are open
subsets of ℂ (scalar-valued holomorphic functions) or ℂ𝑘 (vector valued holomor-
phic functions); the terms holomorphic map and holomorphic mapping can refer to
maps between arbitrary complex manifolds.

If 𝑀 is a complex manifold, the notation 𝒪(𝑀) means the set of all holomor-
phic functions from 𝑀 to ℂ. This applies, in particular, to any open submanifold
of 𝑀 : if 𝑈 ⊆ 𝑀 is open, 𝒪(𝑈) is the set of holomorphic functions from 𝑈 to ℂ.

A bijective holomorphic map with holomorphic inverse is called a biholomor-
phism, and a biholomorphism from a complex manifold to itself is called an auto-
morphism. More generally, a map 𝐹 ∶ 𝑀 → 𝑁 is called a local biholomorphism
if every 𝑝 ∈ 𝑀 has a neighborhood 𝑈 such that 𝐹 |𝑈 is a biholomorphism onto an
open subset of 𝑁 .
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The following facts about holomorphic maps are proved just like their smooth
analogues [LeeSM, Props. 2.6 and 2.10 and Example 2.14(b)].

Proposition 1.13.
(a) The restriction of a holomorphic map to an open subset is holomorphic.
(b) If a map 𝑓 has the property that each point in the domain has a neighbor-

hood 𝑈 on which the restriction 𝑓|𝑈 is holomorphic, then 𝑓 is holomor-
phic.

(c) Every constant map between complex manifolds is holomorphic.
(d) The identity map of every complex manifold is holomorphic.
(e) The inclusion map of every open submanifold is holomorphic.
(f) Every holomorphic coordinate chart is a biholomorphism onto its image.
(g) Every composition of holomorphic maps between complex manifolds is

holomorphic.

Two complex manifolds are said to be biholomorphic if there is a biholomor-
phism between them. For example, if 𝑉 is an 𝑛-dimensional complex vector space,
any choice of basis determines a complex-linear isomorphism between 𝑉 and ℂ𝑛,
so all such vector spaces are biholomorphic to ℂ𝑛. Similarly, a choice of basis yields
a biholomorphism between ℙ(𝑉 ) and ℂℙ𝑛−1, and between G𝑘(𝑉 ) and G𝑘(ℂ𝑛) for
each 𝑘. It is easy to check that being biholomorphic is an equivalence relation on the
class of all complex manifolds. The main subject matter of this book is properties
of complex manifolds that are preserved by biholomorphisms.

Because holomorphic maps are smooth, biholomorphic manifolds are automat-
ically diffeomorphic. However, the converse might not be true: Example 1.31 and
Problem 1-4 describe complex manifolds that are diffeomorphic but not biholomor-
phic.

Covering Manifolds and Quotient Manifolds
In this section, we discuss some ways to produce new complex manifolds from old
ones. Recall that a covering map is a surjective continuous map 𝜋 ∶ 𝑀 → 𝑁
between connected and locally path-connected topological spaces such that every
point of 𝑁 has a neighborhood 𝑈 that is evenly covered, meaning that 𝜋−1(𝑈) is a
disjoint union of connected open subsets each of which is mapped homeomorphi-
cally onto 𝑈 by 𝜋. A covering map 𝜋 ∶ 𝑀 → 𝑁 is said to be normal if for some
𝑥 ∈ 𝑀 , the induced subgroup 𝜋∗(𝜋1(𝑀, 𝑥)) ⊆ 𝜋1(𝑁, 𝜋(𝑥)) is a normal subgroup
(meaning it is invariant under conjugation). Equivalently, 𝜋 is normal if the group
of covering automorphisms (homeomorphisms 𝜑∶ 𝑀 → 𝑀 satisfying 𝜋 ∘ 𝜑 = 𝜋)
acts transitively on each fiber 𝜋−1(𝑦). A discussion of the properties of covering
maps can be found in [LeeTM, Chaps. 11 & 12].
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Suppose 𝜋 ∶ 𝑀 → 𝑁 is a coveringmap. If 𝑀 and 𝑁 are smoothmanifolds and
𝜋 is a local diffeomorphism, then it is called a smooth covering map. Properties of
smooth covering maps are discussed in [LeeSM, pp. 91–95]. Similarly, if 𝑀 and 𝑁
are complex manifolds and 𝜋 is a local biholomorphism, it is called a holomorphic
covering map.

► Exercise 1.14. Suppose 𝜋 ∶ 𝑀 → 𝑁 is a holomorphic covering map. Show
that every point of 𝑀 is in the image of a holomorphic local section of 𝜋, that
is, a holomorphic map 𝜎 ∶ 𝑈 → 𝑀 defined on an open subset 𝑈 ⊆ 𝑁 such that
𝜋 ∘ 𝜎 = Id𝑈 .

The next proposition shows that every covering space of a connected complex
manifold is a complex manifold in a natural way.

Proposition 1.15 (Coverings of Complex Manifolds are Complex Manifolds).
Suppose 𝑀 is a connected complex manifold and 𝜋 ∶ 𝐸 → 𝑀 is a (topological)
covering map. Then 𝐸 is a topological manifold and has a unique holomorphic
structure such that 𝜋 is a holomorphic covering map.

Proof. Proposition 4.40 in [LeeSM] shows that 𝐸 is a topological manifold and
has a unique smooth structure such that 𝜋 is a smooth covering map. We can de-
fine holomorphic charts on 𝐸 as follows: Given a point 𝑝 ∈ 𝐸, let 𝑈 be an evenly
covered neighborhood of 𝜋(𝑝). After shrinking 𝑈 if necessary, we can find a holo-
morphic coordinate map 𝜑∶ 𝑈 → ℂ𝑛. Let 𝑈 be the connected component of
𝜋−1(𝑈) containing 𝑝, and define 𝜑̃ = 𝜑 ∘ 𝜋 ∶ 𝑈 → ℂ𝑛. The argument in the proof
of [LeeSM, Prop. 4.40] shows that when two such charts (𝑈, 𝜑̃) and (𝑉 , 𝜓̃) over-
lap, in a neighborhood of each point the transition function can be expressed as
𝜓̃−1 ∘ 𝜑̃−1 = 𝜓−1 ∘ 𝜑−1, which in this case is holomorphic. Then 𝜋 is a local bi-
holomorphism because its coordinate representation is the identity with respect to
the holomorphic coordinates (𝑈, 𝜑̃) on 𝐸 and (𝑈, 𝜑) on 𝑀 .

If 𝐸 is the same topological space 𝐸 with another holomorphic structure such
that 𝜋 ∶ 𝐸 → 𝑀 is a holomorphic covering map, then because 𝜋 is a local biholo-
morphism, each of the charts constructed above must be a holomorphic chart for 𝐸,
so the holomorphic structure of 𝐸 is the same as the one constructed above. □

Under certain circumstances, we can also put holomorphic structures on man-
ifolds covered by complex manifolds. Suppose Γ is a discrete Lie group (i.e., a
countable group with the discrete topology). Recall that an action of Γ on a man-
ifold 𝑀 is free if 𝑔 ⋅ 𝑥 = 𝑥 for some 𝑔 ∈ Γ and 𝑥 ∈ 𝑀 implies 𝑔 is the identity;
and it is proper if the map Γ × 𝑀 → 𝑀 × 𝑀 given by (𝑔, 𝑥) ↦ (𝑔 ⋅ 𝑥, 𝑥) is
a proper map, meaning that the preimage of every compact set is compact. (See
[LeeSM, pp. 543–544].) If 𝑀 is a complex manifold, the action is holomorphic if
the map 𝑥 ↦ 𝑔 ⋅ 𝑥 is holomorphic for each 𝑔 ∈ Γ.
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Theorem 1.16 (Holomorphic Quotient Manifold Theorem). Suppose Γ is a dis-
crete Lie group acting holomorphically, freely, and properly on a complex manifold
𝑀 . Then the quotient space 𝑀/Γ has a unique complex manifold structure such
that the quotient map 𝑞 ∶ 𝑀 → 𝑀/Γ is a holomorphic normal covering map.

Proof. Smooth manifold theory shows that 𝑀/Γ has a unique smooth manifold
structure such that 𝑞 is a smooth normal covering map [LeeSM, Thm. 21.13]. To
define a complex manifold structure on 𝑀/Γ, let 𝑈 ⊆ 𝑀/Γ be any evenly covered
open set, and choose a smooth local section 𝜎 ∶ 𝑈 → 𝑀 . Because 𝑀 is a complex
manifold, 𝜎(𝑈) has a covering by holomorphic charts (𝑈𝛼 , 𝜑𝛼), and for each such
chart we can define (𝜎−1(𝑈𝛼), 𝜑𝛼 ∘𝜎)) as a chart for 𝑀/Γ. For a fixed local section 𝜎,
all of these charts are holomorphically compatible with each other. If 𝜎 ∶ 𝑈 → 𝑀
is any other local section, there is an element 𝑔 ∈ Γ such that 𝜎(𝑥) = 𝑔 ⋅ 𝜎(𝑥) for
all 𝑥 ∈ 𝑈 ; and the fact that 𝑥 ↦ 𝑔 ⋅ 𝑥 is a biholomorphism of 𝑀 with inverse
𝑥 ↦ 𝑔−1 ⋅ 𝑥 guarantees that the charts obtained from 𝜎 will be holomorphically
compatible with those obtained from 𝜎. □

A complex Lie group is a complex manifold 𝐺 endowed with a group structure
such that the multiplication map 𝑚∶ 𝐺 × 𝐺 → 𝐺 and the inversion map 𝑖∶ 𝐺 → 𝐺
are holomorphic. Here are some simple examples; we will see more in the next
chapter (see Example 2.26).

• Every countable discrete group is a 0-dimensional complex Lie group.
• Every finite-dimensional complex vector space is a complex Lie group

under addition.
• The group GL(𝑛, ℂ) of invertible 𝑛 × 𝑛 complex matrices is a complex

Lie group of dimension 𝑛2, with the matrix entries as global holomorphic
coordinates. The component functions of the multiplication map are holo-
morphic polynomials in the matrix entries, and those of the inversion map
are holomorphic rational functions.

• Given any 𝑛-dimensional complex vector space 𝑉 , the group GL(𝑉 ) of
complex linear automorphisms of 𝑉 becomes a Lie group isomorphic to
GL(𝑛, ℂ) once we choose a basis for 𝑉 , and the resulting holomorphic
structure is independent of the choice of basis.

Corollary 1.17. Suppose 𝐺 is a connected complex Lie group and Γ ⊆ 𝐺 is a
discrete subgroup. The left coset space 𝐺/Γ is a complex manifold, and the quotient
map 𝜋 ∶ 𝐺 → 𝐺/Γ is a holomorphic normal covering map. If Γ is also a normal
subgroup, then 𝐺/Γ is a complex Lie group and 𝜋 is a group homomorphism.

Proof. The left coset space 𝐺/Γ is the quotient of 𝐺 by the action of Γ by right
translation. This action is holomorphic by the definition of a complex Lie group,
and the proof of Theorem 21.17 in [LeeSM] shows that it is free and proper. Thus
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Theorem 1.16 above shows that 𝐺/Γ has the structure of a complex manifold and 𝜋
is a holomorphic normal covering map.

If Γ is a normal subgroup, then elementary group theory shows that 𝐺/Γ is
a group and 𝜋 is a homomorphism. To see that the group operations in 𝐺/Γ are
holomorphic, just note that given any pair of points 𝑝, 𝑞 ∈ 𝐺/Γ, we can choose
neighborhoods 𝑈 of 𝑝 and 𝑉 of 𝑞 on which there exist holomorphic local sections
𝜎 ∶ 𝑈 → 𝐺 and 𝜏 ∶ 𝑉 → 𝐺. Then the multiplication map 𝑚̃∶ 𝐺/Γ × 𝐺/Γ → 𝐺/Γ
can be written in a neighborhood of (𝑝, 𝑞) as 𝜋 ∘ 𝑚 ∘ (𝜎 × 𝜏):

𝐺 × 𝐺 𝑚
// 𝐺

𝜋
��

𝐺/Γ × 𝐺/Γ
𝜎 × 𝜏

OO

𝑚̃
// 𝐺/Γ.

This is a composition of holomorphic maps and thus holomorphic. A similar argu-
ment applies to inversion. □

Example 1.18 (Complex Tori). Suppose 𝑉 is an 𝑛-dimensional complex vector
space, considered as an abelian complex Lie group. A lattice in 𝑉 is a discrete
additive subgroup Λ ⊆ 𝑉 generated by 2𝑛 vectors 𝑣1, … , 𝑣2𝑛 that are linearly inde-
pendent over ℝ. Corollary 1.17 shows that 𝑉 /Λ is an 𝑛-dimensional complex Lie
group, called a complex torus. When 𝑛 = 0, it is just a single point. When 𝑛 > 0,
the real-linear isomorphism 𝐴∶ ℝ2𝑛 → 𝑉 given by 𝐴(𝑥1, … , 𝑥2𝑛) = 𝑥𝑗𝑣𝑗 de-
scends to a diffeomorphism from ℝ2𝑛/ℤ2𝑛 to 𝑉 /Λ; since ℝ2𝑛/ℤ2𝑛 is diffeomorphic
to the 2𝑛-torus 𝕊1 × ⋯ × 𝕊1, so is 𝑉 /Λ. Thus the complex tori defined by different
lattices are all diffeomorphic to each other. They are typically not biholomorphic,
however; see Problem 1-4 for an example. //

Example 1.19 (Hopf Manifolds). Let 𝜆 = (𝜆1, … , 𝜆𝑛) be an ordered 𝑛-tuple of
real numbers with 0 < 𝜆𝑗 < 1, and define an action of ℤ on ℂ𝑛 ∖ {0} by 𝑘 ⋅
𝑧 = ((𝜆1)𝑘𝑧1, … , (𝜆𝑛)𝑘𝑧𝑛). This action is holomorphic, free, and proper, so the
quotient 𝐻𝜆 = (ℂ𝑛 ∖ {0})/ℤ is an 𝑛-dimensional complex manifold called a Hopf
manifold. Regarding 𝕊2𝑛−1 as the set of unit vectors in ℂ𝑛, we define a smooth map
𝐴∶ 𝕊2𝑛−1 ×ℝ → ℂ𝑛∖{0} by 𝐴(𝑧, 𝑡) = ((𝜆1)𝑡𝑧1, … , (𝜆𝑛)𝑡𝑧𝑛); if 𝜋 ∶ ℂ𝑛 ∖ {0} → 𝐻𝜆
is the quotient map, one can check that 𝜋 ∘ 𝐴 makes the same identifications as the
quotient map from 𝕊2𝑛−1 ×ℝ to 𝕊2𝑛−1 ×(ℝ/ℤ) ≈ 𝕊2𝑛−1 × 𝕊1, so all Hopf manifolds
are diffeomorphic to 𝕊2𝑛−1 × 𝕊1. //

Example 1.20 (Iwasawa Manifolds). Consider the subgroup 𝐺 ⊆ GL(3, ℂ) con-
sisting of matrices of the form

⎛
⎜
⎜
⎝

1 𝑧1 𝑧3

0 1 𝑧2

0 0 1

⎞
⎟
⎟
⎠
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for 𝑧1, 𝑧2, 𝑧3 ∈ ℂ. It is a complex Lie group, biholomorphic to ℂ3, with multipli-
cation given by

(𝑧1, 𝑧2, 𝑧3) ⋅ (𝑤1, 𝑤2, 𝑤3) = (𝑧1 + 𝑤1, 𝑧2 + 𝑤2, 𝑧3 + 𝑤3 + 𝑧1𝑤2).
For a discrete subgroup Γ ⊆ 𝐺, the left coset space 𝐺/Γ is a complex 3-manifold
by Corollary 1.17. An Iwasawa manifold is a left coset space of the form 𝐺/Γ for
a discrete subgroup Γ that is cocompact, meaning that 𝐺/Γ is compact. (Some au-
thors use quotients by left Γ-actions in their definitions, corresponding to right coset
spaces; group inversion in 𝐺 induces a biholomorphism between the left and right
coset spaces, so there is no real difference.) The simplest example is the standard
Iwasawa manifold, obtained by taking Γ to be the subgroup consisting of matrices
in which 𝑧1, 𝑧2, 𝑧3 are Gaussian integers, that is, complex numbers of the form
𝑚 + 𝑛𝑖 for 𝑚, 𝑛 ∈ ℤ. It is cocompact by the result of Problem 1-1. //

Some Complex Analysis
In this book, we assume you are familiar with basic undergraduate-level complex
analysis in one variable; if your complex analysis is rusty, this would be a good time
to review. (Some suggested texts are listed in the Preface.)

Recall the definition of a holomorphic function of one complex variable: if
𝑊 ⊆ ℂ is an open subset and 𝑓 ∶ 𝑊 → ℂ is a function, then 𝑓 is said to be
holomorphic if it has a complex derivative at each point 𝑝 ∈ 𝑊 , defined by

𝑓 ′(𝑎) = lim
ℎ→0

𝑓(𝑎 + ℎ) − 𝑓(𝑎)
ℎ .

Holomorphic functions are sometimes called complex-analytic, or just analytic if
there can be no confusion with real-analytic functions.

For convenience, let us recall some basic facts from the one-variable theory.
In these statements, 𝑊 represents an arbitrary open subset of ℂ and 𝑓 ∶ 𝑊 → ℂ
is an arbitrary holomorphic function. We write the standard coordinate on ℂ as
𝑧 = 𝑥 + 𝑖𝑦.

• CAUCHY INTEGRAL FORMULA: If 𝑎 ∈ 𝑊 and 𝑟 > 0 is chosen so that the
closed disk 𝐷𝑟(𝑎) is contained in 𝑊 , then the following formula holds for
all 𝑧 in the open disk 𝐷𝑟(𝑎):

ℎ(𝑧) = 1
2𝜋𝑖 ∫

|𝜁−𝑎|=𝑟

ℎ(𝜁)
𝜁 − 𝑧 𝑑𝜁.

• CAUCHY–RIEMANN EQUATIONS: The real and imaginary parts 𝑢 and 𝑣 of
𝑓 satisfy the equations

𝜕𝑢
𝜕𝑥 = 𝜕𝑣

𝜕𝑦 , 𝜕𝑢
𝜕𝑦 = − 𝜕𝑣

𝜕𝑥.
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• POWER SERIES EXPANSION: For each 𝑎 ∈ 𝑊 , if the disk 𝐷𝑟(𝑎) is con-
tained in 𝑊 , then 𝑓|𝐷 is equal to a convergent series in powers of (𝑧 − 𝑎).
It has complex derivatives of all orders, which may be computed by dif-
ferentiating the series term-by-term.

• ZEROS ARE ISOLATED AND HAVE FINITE ORDER: If 𝑓(𝑎) = 0 for some
𝑎 ∈ 𝑊 and 𝑓 is not identically zero, then there is a disk 𝐷𝑟(𝑎) ⊆ 𝑊 such
that 𝑓(𝑧) ≠ 0 for 𝑧 ∈ 𝐷𝑟(𝑎) ∖ {𝑎}; and there is a positive integer 𝑚 (called
the order or multiplicity of the zero), such that 𝑓(𝑧) = (𝑧 − 𝑎)𝑚ℎ(𝑧) for
some holomorphic function ℎ that does not vanish at 𝑎. The order of a
zero is equal to the smallest integer 𝑚 such that 𝑓 (𝑚)(𝑎) ≠ 0. A zero of
order 1 is called a simple zero.

• MAXIMUM PRINCIPLE: If 𝑊 is connected and |𝑓 (𝑧)| attains a maximum
at a point 𝑧 ∈ 𝑊 , then 𝑓 is constant.

• LIOUVILLE’S THEOREM: If 𝑊 = ℂ and 𝑓 is bounded, then it is constant.
• RIEMANN’S REMOVABLE SINGULARITY THEOREM: If 𝑊 = 𝑊 ∖ {𝑎} for

some open set 𝑊 and some point 𝑎 ∈ 𝑊 , and 𝑓 is bounded, then 𝑓
extends to a holomorphic function on all of 𝑊 .

For our study of complex manifolds, we need to extend some of the results of
the one-variable theory to functions of several complex variables. Many of these re-
sults will look familiar, but some properties of holomorphic functions are decidedly
different in higher dimensions.

We begin with the official definition of holomorphic functions of several vari-
ables. Suppose𝑈 ⊆ ℂ𝑛 is an open subset and 𝑓 ∶ 𝑈 → ℂ. For 𝑝 = (𝑝1, … , 𝑝𝑛) ∈ 𝑈
and 𝑗 ∈ {1, … , 𝑛}, we say 𝑓 has a complex partial derivative at 𝒑 with respect to
𝒛𝒋if the following limit exists:

(1.2) 𝜕𝑓
𝜕𝑧𝑗 (𝑝) = lim

ℎ→0
𝑓(𝑝1, … , 𝑝𝑗 + ℎ, … , 𝑝𝑛) − 𝑓(𝑝1, … , 𝑝𝑛)

ℎ ,

where the limit is taken over all ℎ in some punctured disk centered at the origin in
ℂ. Such a function is said to be holomorphic if it is continuous and has a complex
partial derivative with respect to each variable 𝑧1, … , 𝑧𝑛 at each point of 𝑈 . More
generally, a vector-valued function 𝐹 ∶ 𝑈 → ℂ𝑘 is said to be holomorphic if each
of its component functions is holomorphic.

Our definition of holomorphic functions is essentially the same as the one-
variable definition, except in that case the assumption of continuity is not needed
because a simple argument shows that continuity follows from the existence of a
complex derivative. It is worth noting, in fact, that the continuity assumption is ac-
tually not needed in higher dimensions either: the Germanmathematician Friedrich



14 1. The Basics

Hartogs proved in 1906 [Har06] that a function that has complex partial deriva-
tives at every point of an open subset of ℂ𝑛 is automatically continuous. That proof
(which can be found in [Kra01, Section 2.4]) is difficult, though, so it is much more
convenient simply to assume continuity as part of our definition.

In one complex variable, there are several equivalent ways to characterize holo-
morphic functions: having a complex derivative everywhere, or having continuous
partial derivatives that satisfy the Cauchy–Riemann equations, or being the sum
of a convergent power series in a neighborhood of each point. There are similar
equivalent characterizations for holomorphic functions of several variables.

Theorem 1.21. Let𝑈 ⊆ ℂ𝑛 be open and 𝑓 ∶ 𝑈 → ℂ. The following are equivalent.

(a) 𝑓 is holomorphic (i.e., it is continuous and has a complex partial deriva-
tive with respect to each variable at each point of 𝑈 ).

(b) 𝑓 is smooth and satisfies the following Cauchy–Riemann equations:

𝜕𝑢
𝜕𝑥𝑗 = 𝜕𝑣

𝜕𝑦𝑗 , 𝜕𝑢
𝜕𝑦𝑗 = − 𝜕𝑣

𝜕𝑥𝑗 , 𝑗 = 1, … , 𝑛,

where 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 and 𝑓(𝑧) = 𝑢(𝑧) + 𝑖𝑣(𝑧).
(c) For each 𝑝 = (𝑝1, … , 𝑝𝑛) ∈ 𝑈 , there exists a neighborhood of 𝑝 in 𝑈 on

which 𝑓 is equal to the sum of an absolutely convergent power series of
the form

(1.3) 𝑓(𝑧) =
∞

∑
𝑘1,…,𝑘𝑛=0

𝑎𝑘1…𝑘𝑛(𝑧1 − 𝑝1)𝑘1 ⋯ (𝑧𝑛 − 𝑝𝑛)𝑘𝑛 .

Remarks.

• In the decomposition 𝑓(𝑧) = 𝑢(𝑧) + 𝑖𝑣(𝑧) in part (b), it is understood that
𝑢(𝑧) and 𝑣(𝑧) are real. The same applies to 𝑧𝑗 = 𝑥𝑗 +𝑖𝑦𝑗 and everywhere in
the book when wewrite such a decomposition, unless otherwise specified.

• In (c), the reason we insist on absolute convergence is that a sum over
multiple indices can be ordered in various ways, and absolute convergence
ensures that the ordering of terms does not matter.

Proof. We will prove (a) ⇔ (b) and (a) ⇔ (c).
Suppose 𝑓 satisfies (a). Because 𝑓 is holomorphic in each variable separately,

the one-variable theory shows that it satisfies the Cauchy–Riemann equations with
respect to each variable. To show that it is smooth, given 𝑝 ∈ 𝑈 , choose 𝑟 > 0
such that the closed polydisk 𝐷𝑛

𝑟 (𝑝) is contained in 𝑈 . Because 𝑓 is holomorphic
in each variable separately, we can apply the single-variable version of the Cauchy
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integral formula repeatedly to obtain the following for all 𝑧 ∈ 𝐷𝑛
𝑟 (𝑝):

(1.4)

𝑓(𝑧1, … , 𝑧𝑛)

= 1
2𝜋𝑖 ∫

|𝜁𝑛−𝑝𝑛|=𝑟

𝑓(𝑧1, … , 𝑧𝑛−1, 𝜁𝑛)
𝜁𝑛 − 𝑧𝑛 𝑑𝜁𝑛

= 1
(2𝜋𝑖)2 ∫

|𝜁𝑛−𝑝𝑛|=𝑟
∫

|𝜁𝑛−1−𝑝𝑛−1|=𝑟

𝑓(𝑧1, … , 𝜁𝑛−1, 𝜁𝑛)
(𝜁𝑛 − 𝑧𝑛)(𝜁𝑛−1 − 𝑧𝑛−1)

𝑑𝜁𝑛−1𝑑𝜁𝑛

⋮

= 1
(2𝜋𝑖)𝑛 ∫

|𝜁𝑛−𝑝𝑛|=𝑟

… ∫
|𝜁1−𝑝1|=𝑟

𝑓(𝜁1, … , 𝜁𝑛)
(𝜁𝑛 − 𝑧𝑛) ⋯ (𝜁1 − 𝑧1)

𝑑𝜁1 ⋯ 𝑑𝜁𝑛.

Since the domain of integration is compact and the integrand is continuous in all
variables and smooth as a function of (the real and imaginary parts of) 𝑧1, … , 𝑧𝑛,
we can differentiate under the integral sign as often as we like with respect to 𝑥𝑗

and 𝑦𝑗 to conclude that 𝑓 is smooth. This proves (b).
To prove that 𝑓 also satisfies (c), note that

1
𝜁 𝑗 − 𝑧𝑗 = 1

(𝜁 𝑗 − 𝑝𝑗) − (𝑧𝑗 − 𝑝𝑗) = 1
𝜁 𝑗 − 𝑝𝑗

1

1 − (
𝑧𝑗 − 𝑝𝑗

𝜁 𝑗 − 𝑝𝑗 )

,

and since |𝑧𝑗 − 𝑝𝑗|/|𝜁 𝑗 − 𝑝𝑗| < 1 on the domain of integration in (1.4), we can
expand the last fraction on the right in a power series to obtain

1
𝜁 𝑗 − 𝑧𝑗 = 1

𝜁 𝑗 − 𝑝𝑗

∞

∑
𝑘=0

(
𝑧𝑗 − 𝑝𝑗

𝜁 𝑗 − 𝑝𝑗 )
𝑘
,

which converges uniformly and absolutely for 𝑧𝑗 in any closed disk 𝐷𝑟′(𝑝𝑗) with 0 <
𝑟′ < 𝑟 by comparison with the geometric series ∑𝑘(𝑟′/𝑟)𝑘. Inserting this formula
for each variable into (1.4), we conclude that 𝑓 satisfies (1.3) with coefficients

𝑎𝑘1…𝑘𝑛 = ∫
|𝜁𝑛−𝑝𝑛|=𝑟

… ∫
|𝜁1−𝑝1|=𝑟

𝑓(𝜁1, … , 𝜁𝑛)
(𝜁𝑛 − 𝑝𝑛)𝑘𝑛+1 ⋯ (𝜁1 − 𝑝1)𝑘1+1 𝑑𝜁1 ⋯ 𝑑𝜁𝑛.

This completes the proof that (a) ⇒ (b) and (a) ⇒ (c).
Conversely, if 𝑓 satisfies (b), then it is certainly continuous, and the one-

variable theory implies that it has a complex derivativewith respect to each variable,
so it also satisfies (a).

Finally, assume 𝑓 satisfies (c), and let 𝑝 ∈ 𝑈 be arbitrary. There is some closed
polydisk 𝐷𝑛

𝑟 (𝑝) contained in 𝑈 and centered at 𝑝 on which the series converges
absolutely. Because the series converges at 𝑧0 = (𝑝1 + 𝑟, … , 𝑝𝑛 + 𝑟), the terms in
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the series for 𝑓(𝑧0) are all uniformly bounded, which means there is a constant 𝐶
such that

|𝑎𝑘1…𝑘𝑛|𝑟𝑘1 ⋯ 𝑟𝑘𝑛 ≤ 𝐶.

On a polydisk 𝐷𝑛
𝑟′(𝑝) for any 0 < 𝑟′ < 𝑟, the terms of the series satisfy the following

bound:

(1.5)
∞

∑
𝑘1,…,𝑘𝑛=0

|𝑎𝑘1…𝑘𝑛(𝑧1 − 𝑝1)𝑘1 ⋯ (𝑧𝑛 − 𝑝𝑛)𝑘𝑛|

≤
∞

∑
𝑘1,…,𝑘𝑛=0

𝐶 (
𝑟′

𝑟 )
𝑘1

⋯ (
𝑟′

𝑟 )
𝑘𝑛

,

and the series on the right is an iterated convergent geometric series. Therefore,
the series for 𝑓 converges uniformly and absolutely on 𝐷𝑛

𝑟′(𝑝) by the Weierstrass
M-test, so 𝑓 is continuous there, and in particular at 𝑝. If we fix all the variables
but 𝑧𝑗 , we obtain a convergent power series in 𝑧𝑗 , which is therefore holomorphic
in 𝑧𝑗 by the one-variable theory, thus proving (a). □

Next we enumerate the basic properties of holomorphic functions that we will
use throughout the book.

Proposition 1.22 (Compositions of Holomorphic Functions are Holomorphic).
Suppose𝑍 ⊆ ℂ𝑚 and𝑊 ⊆ ℂ𝑛 are open subsets and 𝑓 ∶ 𝑍 → 𝑊 and 𝑔 ∶ 𝑊 → ℂ𝑘

are holomorphic functions. Then 𝑔 ∘ 𝑓 ∶ 𝑍 → ℂ𝑘 is holomorphic.

Proof. Certainly 𝑔 ∘ 𝑓 is smooth, so we just need to check that it satisfies the
Cauchy–Riemann equations. Let us write the variables in 𝑍 as 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 ,
those in 𝑊 as 𝑤𝑗 = 𝑢𝑗 + 𝑖𝑣𝑗 , and the component functions of 𝑓 and 𝑔 as
𝑓 𝑘(𝑧) = 𝑈 𝑘(𝑧) + 𝑖𝑉 𝑘(𝑧), 𝑔𝑙(𝑤) = 𝐴𝑙(𝑤) + 𝑖𝐵𝑙(𝑤). Applying the real-variable
chain rule (and using the summation convention), we find

𝜕(𝐴𝑙 ∘ 𝑓 )
𝜕𝑥𝑗 − 𝜕(𝐵𝑙 ∘ 𝑓 )

𝜕𝑦𝑗 = 𝜕𝐴𝑙

𝜕𝑢𝑘
𝜕𝑈 𝑘

𝜕𝑥𝑗 + 𝜕𝐴𝑙

𝜕𝑣𝑘
𝜕𝑉 𝑘

𝜕𝑥𝑗 − 𝜕𝐵𝑙

𝜕𝑢𝑘
𝜕𝑈 𝑘

𝜕𝑦𝑗 − 𝜕𝐵𝑙

𝜕𝑣𝑘
𝜕𝑉 𝑘

𝜕𝑦𝑗 .

Using the Cauchy–Riemann equations for 𝑔 to replace 𝜕𝐴𝑙/𝜕𝑢𝑘 by 𝜕𝐵𝑙/𝜕𝑣𝑘 and
𝜕𝐴𝑙/𝜕𝑣𝑘 by −𝜕𝐵𝑙/𝜕𝑢𝑘 and then applying the Cauchy–Riemann equations for 𝑓 , we
see that this expression is identically zero. A similar computation shows that the
composition also satisfies the other set of Cauchy–Riemann equations. □

Proposition 1.23. Suppose 𝑓, 𝑔 ∶ 𝑈 → ℂ are holomorphic functions on an open
subset 𝑈 ⊆ ℂ𝑛. Then 𝑓 + 𝑔, 𝑓 − 𝑔, and 𝑓𝑔 are holomorphic on 𝑈 , and 𝑓/𝑔 is
holomorphic on 𝑈 ∖ 𝑔−1(0).
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► Exercise 1.24. Prove this proposition.

It follows easily from the two preceding propositions, for example, that all
polynomial functions of 𝑧1, … , 𝑧𝑛 are holomorphic on ℂ𝑛, and all rational func-
tions (quotients of polynomials) are holomorphic wherever their denominators are
nonzero.

Our next proposition relates partial derivatives with respect to complex vari-
ables to those with respect to real variables. If 𝑓 = 𝑢+𝑖𝑣 is a complex-valued func-
tion, the notation 𝜕𝑓 /𝜕𝑥𝑗 denotes the complex-valued function 𝜕𝑢/𝜕𝑥𝑗 + 𝑖𝜕𝑣/𝜕𝑥𝑗 ,
and similarly with 𝑦𝑗 derivatives.

Proposition 1.25. Suppose 𝑈 is an open subset of ℂ𝑛 and 𝑓 ∶ 𝑈 → ℂ is holomor-
phic. Writing 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 for 𝑗 = 1, … , 𝑛, we have

(1.6) 𝜕𝑓
𝜕𝑧𝑗 = 𝜕𝑓

𝜕𝑥𝑗 = 1
𝑖

𝜕𝑓
𝜕𝑦𝑗 .

Proof. Note that the existence of the limit in (1.2) as ℎ approaches zero through all
complex values implies that we obtain the same limit if we restrict ℎ to approach
zero through real values only or imaginary values only. Thus for any 𝑝 ∈ 𝑈 ,

𝜕𝑓
𝜕𝑧𝑗 (𝑝) = lim

ℎ→0
ℎ∈ℝ

𝑓(𝑝1, … , 𝑝𝑗 + ℎ, … , 𝑝𝑛) − 𝑓(𝑝1, … , 𝑝𝑛)
ℎ = 𝜕𝑓

𝜕𝑥𝑗 (𝑝),

𝜕𝑓
𝜕𝑧𝑗 (𝑝) = lim

𝑘→0
𝑘∈ℝ

𝑓(𝑝1, … , 𝑝𝑗 + 𝑖𝑘, … , 𝑝𝑛) − 𝑓(𝑝1, … , 𝑝𝑛)
𝑖𝑘 = 1

𝑖
𝜕𝑓
𝜕𝑦𝑗 (𝑝). □

Next we establish some important properties of multivariable power series.

Proposition 1.26. Suppose 𝑓 is a holomorphic function given by an absolutely
convergent power series of the form (1.3) on a polydisk 𝐷𝑛

𝑟 (𝑝) ⊆ ℂ𝑛. The complex
partial derivatives of 𝑓 of all orders exist and are given by absolutely convergent
power series on the same polydisk, which can be computed by differentiating the
series term by term.

Proof. For any 0 < 𝑟′ < 𝑟1 < 𝑟, the series converges absolutely on 𝐷𝑛
𝑟1(𝑝), and

thus the proof of Theorem 1.21 shows that it converges uniformly and absolutely
on 𝐷𝑛

𝑟′(𝑝). Note that the complex derivative 𝜕𝑓 /𝜕𝑧𝑗 is equal to the real partial
derivative 𝜕𝑓 /𝜕𝑥𝑗 by Proposition 1.25. A standard result in real analysis [Rud76,
Thm. 7.17] shows that we can differentiate the power series term by term with
respect to 𝑥𝑗 on 𝐷𝑛

𝑟′(𝑝) provided the differentiated series converges uniformly there.
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With notation as in (1.5), the differentiated series satisfies
∞

∑
𝑘1,…,𝑘𝑛=0

|
𝜕

𝜕𝑥𝑗 (𝑎𝑘1…𝑘𝑛(𝑧1 − 𝑝1)𝑘1 ⋯ (𝑧𝑛 − 𝑝𝑛)𝑘𝑛)|

=
∞

∑
𝑘1,…,𝑘𝑛=0

|𝑎𝑘1…𝑘𝑛(𝑧1 − 𝑝1)𝑘1 ⋯ 𝑘𝑗(𝑧𝑗 − 𝑝𝑗)𝑘𝑗−1 ⋯ (𝑧𝑛 − 𝑝𝑛)𝑘𝑛|

≤
∞

∑
𝑘1,…,𝑘𝑛=0

𝐶 (
𝑟′

𝑟1 )
𝑘1

⋯ 𝑘𝑗 (
𝑟′

𝑟1 )
𝑘𝑗−1

⋯ (
𝑟′

𝑟1 )
𝑘𝑛

.

The last expression is an iterated sum in which 𝑛 − 1 of the sums are convergent
geometric series, while the 𝑗th one is the series ∑𝑘 𝑘𝑥𝑘−1, which converges ab-
solutely for |𝑥| < 1 by the ratio test. Thus we may apply the Weierstrass M-test
again to conclude that the differentiated series converges uniformly and absolutely
on 𝐷𝑛

𝑟′(𝑝), and therefore is equal to the derivative of 𝑓 there. Since every point in
𝐷𝑛

𝑟 (𝑝) lies in 𝐷𝑛
𝑟′(𝑝) for some 0 < 𝑟′ < 𝑟1 < 𝑟, it follows that 𝜕𝑓 /𝜕𝑧𝑗 is equal to the

sum of the differentiated series on all of 𝐷𝑛
𝑟 (𝑝). It then follows by induction that the

same is true of all higher complex derivatives. □

Corollary 1.27. If 𝑓 is a holomorphic function given by an absolutely convergent
power series of the form (1.3) on a polydisk 𝐷𝑛

𝑟 (𝑝) ⊆ ℂ𝑛, then the power series is
given explicitly by the following formula, called the Taylor series of 𝒇 centered at
𝒑:

𝑓(𝑧) =
∞

∑
𝑘1,…,𝑘𝑛=0

1
𝑘1! ⋯ 𝑘𝑛!

𝜕𝑘1+⋯+𝑘𝑛𝑓(𝑝)
(𝜕𝑧1)𝑘1 ⋯ (𝜕𝑧𝑛)𝑘𝑛

(𝑧1 − 𝑝1)𝑘1 ⋯ (𝑧𝑛 − 𝑝𝑛)𝑘𝑛 .

Proof. Just differentiate (1.3) repeatedly term-by-term and evaluate at 𝑧 = 𝑝 to
determine the coefficients 𝑎𝑘1…𝑘𝑛 . □

Proposition 1.28 (Identity Theorem). Suppose 𝑊 ⊆ ℂ𝑛 is a connected open
subset, and 𝑓, 𝑔 ∶ 𝑊 → ℂ are holomorphic functions that agree on a nonempty
open subset of 𝑊 . Then 𝑓 ≡ 𝑔 on 𝑊 .

Proof. Set ℎ = 𝑓 − 𝑔, so ℎ ≡ 0 on a nonempty open subset 𝑈0 ⊆ 𝑊 . Let

𝑈 = {𝑝 ∈ 𝑊 ∶ ℎ and its complex partial derivatives of all orders vanish at 𝑝}.

Then 𝑈 is nonempty because 𝑈0 ⊆ 𝑈 . We will show that it is open and closed in
𝑊 , which implies by connectivity that it is all of 𝑊 .

Suppose 𝑝 ∈ 𝑈 . Then ℎ is equal to a convergent power series in a neighborhood
of 𝑝, and Corollary 1.27 shows that every term in the series is zero. Thus 𝑈 is open
in 𝑊 .
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Now suppose 𝑝 ∈ 𝑊 is a limit point of 𝑈 . There is a sequence of points 𝑝𝑗 ∈ 𝑈
converging to 𝑝, and the hypothesis implies that all partial derivatives of ℎ vanish
at each 𝑝𝑗 . Thus by continuity, they also vanish at 𝑝, showing that 𝑝 ∈ 𝑈 . Thus 𝑈
is closed in 𝑊 . □

Corollary 1.29 (Identity Theorem for Manifolds). Suppose 𝑀 and 𝑁 are com-
plex manifolds with 𝑀 connected, and 𝑓, 𝑔 ∶ 𝑀 → 𝑁 are holomorphic maps that
agree on a nonempty open subset of 𝑀 . Then 𝑓 ≡ 𝑔 on 𝑀 .

Proof. Proposition 1.28 applied to local coordinate representations of 𝑓 and 𝑔
shows that the set of points where 𝑓 and 𝑔 agree along with their partial deriva-
tives of all orders is both open and closed in 𝑀 , hence all of 𝑀 . □

Proposition 1.30 (Liouville’s Theorem). Every holomorphic function that is de-
fined on all of ℂ𝑛 and bounded is constant.

Proof. Suppose 𝑓 ∶ ℂ𝑛 → ℂ is holomorphic and bounded. Given any point 𝑧 ∈
ℂ𝑛, the function 𝑔(𝜁) = 𝑓(𝜁𝑧) is a bounded holomorphic function defined on all of
ℂ, so it is constant by the one-variable version of Liouville’s theorem. In particular,
this means 𝑓(𝑧) = 𝑓(0). Since 𝑧 is arbitrary, this shows 𝑓 is constant. □

Liouville’s theorem allows us to give our first example of two complex mani-
folds that are diffeomorphic but not biholomorphic.

Example 1.31 (The Unit Ball is Not Biholomorphic to ℂ𝒏). We know that 𝔹2𝑛

and ℂ𝑛 are diffeomorphic (see [LeeSM, Example 2.14]). But if 𝐹 ∶ ℂ𝑛 → 𝔹2𝑛 is
any holomorphic map, each of its coefficient functions is a bounded holomorphic
function on ℂ𝑛 and therefore constant. Thus there is no biholomorphism between
𝔹2𝑛 and ℂ𝑛. //

Proposition 1.32 (The Maximum Principle). Suppose 𝑓 ∶ 𝑈 → ℂ is a holomor-
phic function on a connected open set 𝑈 ⊆ ℂ𝑛. If |𝑓 (𝑧)| attains a maximum value
at some point in 𝑈 , then 𝑓 is constant.

Proof. Suppose |𝑓 (𝑧)| attains a maximum value at 𝑧0 ∈ 𝑈 . Let 𝑐 = 𝑓(𝑧0), and
set 𝑊 = {𝑧 ∈ 𝑈 ∶ 𝑓(𝑧) = 𝑐}. Then 𝑊 is nonempty because 𝑧0 ∈ 𝑊 , and it is
closed in 𝑈 by continuity. Given 𝑧1 ∈ 𝑊 , choose 𝜀 > 0 such that the ball 𝐵𝜀(𝑧1)
is contained in 𝑈 . For each 𝑤 ∈ ℂ𝑛 with |𝑤| = 1, the function 𝑔(𝜁) = 𝑓(𝑧1 + 𝜁𝑤)
is holomorphic on the disk 𝐷𝜀(0) ⊆ ℂ and achieves its maximum modulus at 𝜁 =
0. By the one-variable maximum principle, therefore, 𝑔 is constant. Since 𝑤 is
arbitrary, this shows 𝑓 is constant on 𝐵𝜀(𝑧1). Thus 𝑊 is open, and by connectivity
it is all of 𝑈 . □

This result too has an immediate, and somewhat surprising, application to com-
plex manifolds.
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Corollary 1.33. Let 𝑀 be a connected compact complex manifold. Then every
globally defined holomorphic function from 𝑀 to ℂ is constant.

Proof. Suppose 𝑓 ∈ 𝒪(𝑀). By compactness, the continuous function |𝑓 | attains
a maximum value at a point 𝑧0 ∈ 𝑀 . In a holomorphic coordinate ball centered
at 𝑧0, the coordinate representation of 𝑓 is a holomorphic function on an open ball
in ℂ𝑛 that attains its maximum modulus at the origin, so it is constant on the entire
coordinate domain. Thus by the identity theorem, it is constant on all of 𝑀 . □

One of the most striking features of holomorphic functions is described in the
next proposition, which shows in particular that uniform limits of holomorphic
functions are holomorphic. It is worth noting that the analogous result for smooth
functions, or even real-analytic functions, is not true.

Proposition 1.34. Suppose 𝑈 ⊆ ℂ𝑛 is open and 𝑓𝑘 ∶ 𝑈 → ℂ is a sequence of holo-
morphic functions that converge uniformly on compact subsets of 𝑈 to a function
𝑓 ∶ 𝑈 → ℂ. Then 𝑓 is holomorphic.

Proof. Given 𝑝 ∈ 𝑈 , choose 𝑟 > 0 such that 𝐷𝑛
𝑟 (𝑝) ⊆ 𝑈 . For all 𝑧 ∈ 𝐷𝑛

𝑟 (𝑝), we
can apply the Cauchy integral formula to 𝑓𝑘, and uniform convergence guarantees
that

𝑓(𝑧) = lim
𝑘→∞

1
(2𝜋𝑖)𝑛 ∫

|𝜁𝑛−𝑝𝑛|=𝑟

… ∫
|𝜁1−𝑝1|=𝑟

𝑓𝑘(𝜁1, … , 𝜁𝑛)
(𝜁𝑛 − 𝑧𝑛) ⋯ (𝜁1 − 𝑧1)

𝑑𝜁1 ⋯ 𝑑𝜁𝑛

= 1
(2𝜋𝑖)𝑛 ∫

|𝜁𝑛−𝑝𝑛|=𝑟

… ∫
|𝜁1−𝑝1|=𝑟

𝑓(𝜁1, … , 𝜁𝑛)
(𝜁𝑛 − 𝑧𝑛) ⋯ (𝜁1 − 𝑧1)

𝑑𝜁1 ⋯ 𝑑𝜁𝑛.

The integrand in the last expression is continuous in all variables and smooth in
𝑧1, … , 𝑧𝑛, so we can differentiate under the integral sign with respect to 𝑥𝑗 and
𝑦𝑗 as many times as we like to conclude that 𝑓 is smooth. In particular, since the
integrand is holomorphic in 𝑧1, … , 𝑧𝑛, we see that 𝑓 satisfies the Cauchy–Riemann
equations on 𝐷𝑛

𝑟 (𝑝). □

Our next result is a little less elementary, so its one-variable analogue is not
always covered in undergraduate complex analysis texts. We will use it only once,
when we study sections of holomorphic vector bundles (Thm. 3.13).

Proposition 1.35 (Montel’s Theorem). Suppose 𝑈 ⊆ ℂ𝑛 is open and 𝑓𝑘 ∶ 𝑈 → ℂ
is a sequence of holomorphic functions that are uniformly bounded, meaning there
is some 𝐶 > 0 such that |𝑓𝑘(𝑧)| < 𝐶 for all 𝑘 ≥ 1 and all 𝑧 ∈ 𝑈 . Then there
is a subsequence {𝑓𝑘𝑗 }∞

𝑗=1 that converges uniformly on compact subsets of 𝑈 to a
holomorphic function defined on all of 𝑈 .
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Proof. For any closed polydisk 𝐷𝑛
𝑟 (𝑝) ⊆ 𝑈 , we can use Cauchy’s formula to write

each 𝑓𝑘 on 𝐷𝑛
𝑟 (𝑝) in the form

𝑓𝑘(𝑧) = 1
(2𝜋𝑖)𝑛 ∫

|𝜁𝑛−𝑝𝑛|=𝑟

… ∫
|𝜁1−𝑝1|=𝑟

𝑓𝑘(𝜁1, … , 𝜁𝑛)
(𝜁𝑛 − 𝑧𝑛) ⋯ (𝜁1 − 𝑧1)

𝑑𝜁1 ⋯ 𝑑𝜁𝑛.

Differentiating under the integral sign, we obtain

𝜕𝑓𝑘(𝑧)
𝜕𝑥𝑗 = 1

(2𝜋𝑖)𝑛 ∫ … ∫
𝑓𝑘(𝜁1, … , 𝜁𝑛)

(𝜁𝑛 − 𝑧𝑛) ⋯ (𝜁 𝑗 − 𝑧𝑗)2 ⋯ (𝜁1 − 𝑧1)
𝑑𝜁1 ⋯ 𝑑𝜁𝑛.

A simple computation shows that a contour integral over a circle 𝑐 of radius 𝑟 sat-
isfies |∫𝑐 ℎ(𝜁)𝑑𝜁| ≤ 2𝜋𝑟 sup𝑐 |ℎ|. Applying this in turn to each contour integral in
the above formula gives

|
𝜕𝑓𝑘(𝑧)

𝜕𝑥𝑗 | ≤ 𝐶
𝑟 .

This shows that the partial derivatives of 𝑓𝑘 with respect to 𝑥1, … , 𝑥𝑛 are uniformly
bounded on 𝐷𝑛

𝑟 (𝑝), and then the Cauchy–Riemann equations show the same is true
of the derivatives with respect to 𝑦1, … , 𝑦𝑛. Therefore, each 𝑓𝑘 satisfies a Lipschitz
estimate of the form |𝑓𝑘(𝑧1) − 𝑓𝑘(𝑧2)| ≤ (𝐶′/𝑟)|𝑧1 − 𝑧2| there. By continuity,
the same bound holds on the closed polydisk 𝐷𝑛

𝑟 (𝑝). Thus the functions 𝑓𝑘 are
uniformly bounded and uniformly equicontinuous on 𝐷𝑛

𝑟 (𝑝), so the Arzelà–Ascoli
theorem [Rud76, Thm. 7.25] guarantees that a subsequence {𝑓𝑘𝑗 }∞

𝑗=1 converges
uniformly there.

Every 𝑝 ∈ 𝑈 is contained in some polydisk 𝐷𝑛
𝑟 (𝑝) such that 𝐷𝑛

𝑟 (𝑝) ⊆ 𝑈 . The set
of all such polydisks is an open cover of 𝑈 , and thus 𝑈 is covered by countablymany
such polydisks. Let {𝑉𝑚}∞

𝑚=1 be such a countable cover. By the above argument,
we may choose a subsequence {𝑓1,𝑗}∞

𝑗=1 of the original sequence that converges
uniformly on 𝑉 1. From that subsequence, we may choose a further subsequence
{𝑓2,𝑗}∞

𝑗=1 that also converges uniformly on 𝑉 2. Continuing by induction, for each
𝑚 we get a subsequence {𝑓𝑚,𝑗}∞

𝑗=1 converging uniformly on 𝑉 1 ∪ ⋯ ∪ 𝑉 𝑚, such
that the 𝑚th sequence is a subsequence of the (𝑚 − 1)st one. Finally, let {𝑓𝑘𝑗 }∞

𝑗=1
be the diagonal subsequence 𝑓𝑘𝑗 = 𝑓𝑗,𝑗 . If 𝐾 ⊆ 𝑈 is any compact set, there is
some 𝑚 such that 𝐾 ⊆ 𝑉1 ∪ ⋯ ∪ 𝑉𝑚. Since {𝑓𝑘𝑗 } is a subsequence of {𝑓𝑖,𝑗} for
each 𝑖, it converges uniformly on 𝐾 . By Proposition 1.34, the limit function is
holomorphic. □

So far, all these facts about holomorphic functions of several variables have
been straightforward generalizations of standard facts about holomorphic functions
of one variable. The next result, however, is radically different from anything in the
one-variable theory. It was proved by Friedrich Hartogs in 1906 [Har06].
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𝐷𝑅(0) × {(𝑧2, … , 𝑧𝑛)} 𝑧2

Re 𝑧1

Im 𝑧1

|𝑧1| = 𝑟1

𝐷𝑛
𝑟 (0)

𝐷𝑛
𝑅(0)

Figure 1.1. Proof of Hartogs’s extension theorem

Theorem 1.36 (Hartogs’s Extension Theorem). Let 𝑛 ≥ 2, and let Ω ⊆ ℂ𝑛 be
an open set of the form 𝐷𝑛

𝑅(𝑝) ∖ 𝐷𝑛
𝑟 (𝑝) for some 𝑝 ∈ ℂ𝑛 and 0 < 𝑟 < 𝑅. Every

holomorphic function 𝑓 ∶ Ω → ℂ has a unique extension to a holomorphic function
on all of 𝐷𝑛

𝑅(𝑝).

Proof. After a translation, we may assume that 𝑝 = 0. Choose any 𝑟1 such that 𝑟 <
𝑟1 < 𝑅. As long as 𝑟 < |𝑧2| < 𝑅, the function 𝑧1 ↦ 𝑓(𝑧1, … , 𝑧𝑛) is holomorphic
on the entire disk 𝐷𝑅(0) ⊆ ℂ (see Fig. 1.1), so Cauchy’s formula shows that

𝑓(𝑧1, … , 𝑧𝑛) = 1
2𝜋𝑖 ∫

|𝜁|=𝑟1

𝑓(𝜁, 𝑧2, … , 𝑧𝑛)
𝜁 − 𝑧1 𝑑𝜁.

But this formula actually makes sense for all (𝑧1, … , 𝑧𝑛) ∈ 𝐷𝑛
𝑟1(0) because the

integration contour is contained in Ω in that case, and it defines a holomorphic
function 𝑓1 there by differentiation under the integral sign. Because 𝑓1 agrees with
𝑓 on the open subset of 𝐷𝑛

𝑟1(0) where 𝑟 < |𝑧2| < 𝑟1, the identity theorem shows
that it agrees on the entire connected set 𝐷𝑛

𝑟1(0) ∖ 𝐷𝑛
𝑟 (0). Thus we can define a

holomorphic function on all of 𝐷𝑛
𝑅(0) by letting it be equal to 𝑓 on Ω and to 𝑓1 on

𝐷𝑛
𝑟1(0). Uniqueness follows immediately from the identity theorem. □

This theorem is false in the case 𝑛 = 1, because there are many holomorphic
functions with isolated singularities, such as 1/𝑧 or 𝑒1/𝑧, which are holomorphic
on annuli centered at a singular point but have no holomorphic extensions across
that point. Hartogs’s theorem implies that singularities of holomorphic functions
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in two or more variables are never isolated. Moreover, it says something important
about zeros of holomorphic functions as well. In one complex variable, zeros of
holomorphic functions of one variable are always isolated. But if a holomorphic
function 𝑓 had an isolated zero at 𝑝 ∈ ℂ𝑛 with 𝑛 ≥ 2, then 1/𝑓 would have an
isolated singularity, which is impossible. Thus zeros of holomorphic functions of
more than one variable are never isolated either.

The Complexified Tangent and Cotangent Bundles
Now we introduce some extensions to the theory of smooth manifolds that we will
need for working with complex-valued functions. Writing such a function as 𝑓 =
𝑢 + 𝑖𝑣, we would like to express its differential as 𝑑𝑓 = 𝑑𝑢 + 𝑖𝑑𝑣. But this is not
an ordinary 1-form in the sense that the term is used in smooth manifold theory:
sections of a real vector bundle like the cotangent bundle can be multiplied by real
numbers, but not by complex ones.

To make sense of this, we make the following definition. If 𝑉 is a real vector
space, we define the complexification of 𝑽 , denoted by 𝑉ℂ, to be the vector space
𝑉 ⊕ 𝑉 with multiplication by complex numbers defined as follows:

(𝑎 + 𝑖𝑏)(𝑢, 𝑣) = (𝑎𝑢 − 𝑏𝑣, 𝑎𝑣 + 𝑏𝑢) for 𝑎 + 𝑖𝑏 ∈ ℂ.
Together with the usual addition in 𝑉 ⊕ 𝑉 , it turns 𝑉ℂ into a vector space over ℂ.
The map 𝑢 ↦ (𝑢, 0) is a real-linear isomorphism from 𝑉 onto the (real) subspace
𝑉 ⊕ {0} ⊆ 𝑉ℂ, and we typically identify 𝑉 with its image under this map, thus
considering 𝑉 itself to be a real-linear subspace of 𝑉ℂ. With this identification, we
can write (𝑢, 𝑣) = 𝑢 + 𝑖𝑣, and we can think of 𝑉ℂ as consisting of the set of all linear
combinations of elements of 𝑉 with complex coefficients.

If (𝑏1, … , 𝑏𝑛) is any basis for 𝑉 (over ℝ), then ((𝑏1, 0), … , (𝑏𝑛, 0)) is a basis
for 𝑉ℂ over ℂ, which under our identification we can just write as (𝑏1, … , 𝑏𝑛). It
follows that the complex dimension of 𝑉ℂ is the same as the real dimension of 𝑉 .

For example, the complexification of ℝ𝑛 can be naturally identified with ℂ𝑛.
If 𝐿∶ 𝑉 → 𝑊 is a linear map between real vector spaces, it extends canoni-

cally to a complex-linear map 𝐿ℂ ∶ 𝑉ℂ → 𝑊ℂ, called the complexification of 𝑳,
satisfying 𝐿ℂ(𝑢 + 𝑖𝑣) = 𝐿(𝑢) + 𝑖𝐿(𝑣). In cases where it will not cause confusion,
we will often denote the complexification of a linear map 𝐿 by the same symbol 𝐿.

► Exercise 1.37. Show that the assignment 𝑉 ↦ 𝑉ℂ, 𝐿 ↦ 𝐿ℂ defines a co-
variant functor from the category of real vector spaces to the category of complex
ones.

The next exercise describes an alternative definition of the complexification.

► Exercise 1.38. Let 𝑉 be a real vector space. Give the space 𝑉 ⊗ℝ ℂ (the
abstract tensor product of 𝑉 and ℂ, considered as real vector spaces), the structure
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of a complex vector space with the usual addition and with scalar multiplication
defined by

𝛼(
𝑘

∑
𝑗=1

𝑣𝑗 ⊗ 𝛽𝑗) =
𝑘

∑
𝑗=1

𝑣𝑗 ⊗ (𝛼𝛽𝑗),

for 𝑣𝑗 ∈ 𝑉 and 𝛼, 𝛽𝑗 ∈ ℂ. Show that this turns 𝑉 ⊗ℝ ℂ into a complex vector
space, which is canonically isomorphic to 𝑉ℂ via the map (𝑢, 𝑣) ↦ 𝑢 ⊗ 1 + 𝑣 ⊗ 𝑖.

► Exercise 1.39. Suppose 𝑉 is a real vector space.
(a) Given 𝑤 = (𝑢, 𝑣) ∈ 𝑉ℂ, define the conjugate of 𝒘 by 𝑤 = (𝑢, −𝑣). Show

that the map 𝑤 ↦ 𝑤 is a bijective conjugate-linear map from 𝑉ℂ to itself
satisfying 𝑤 = 𝑤 for all 𝑤 ∈ 𝑉ℂ. (A map 𝐹 ∶ 𝑉 → 𝑊 between complex
vector spaces is said to be conjugate-linear if it is linear over ℝ and satisfies
𝐹 (𝛼𝑣) = 𝛼𝐹 (𝑣) for all 𝛼 ∈ ℂ and 𝑣 ∈ 𝑉 .)

(b) An element 𝑤 ∈ 𝑉ℂ is said to be real if 𝑤 = 𝑤. Show that 𝑤 is real if and
only if it lies in the real subspace 𝑉 ⊆ 𝑉ℂ defined above.

(c) For 𝑤 ∈ 𝑉ℂ, define Re𝑤 = 1
2 (𝑤 + 𝑤) and Im𝑤 = 1

2𝑖 (𝑤 − 𝑤). Show that
Re𝑤 and Im𝑤 are real, and 𝑤 = Re𝑤 + 𝑖 Im𝑤.

The complexification functor can be adapted easily to vector bundles. First we
establish some definitions.

Suppose 𝑀 is a topological space. A complex vector bundle of rank 𝒌 over
𝑴 is defined analogously to a real vector bundle (e.g., as in [LeeSM, Chap. 10]):
it is a topological space 𝐸 together with a continuous surjective map 𝜋 ∶ 𝐸 → 𝑀
such that each fiber 𝐸𝑝 = 𝜋−1(𝑝) is given the structure of a 𝑘-dimensional complex
vector space, and each 𝑝 ∈ 𝑀 has a neighborhood 𝑈 over which there exists a local
trivialization, which is a homeomorphism Φ∶ 𝜋−1(𝑈) → 𝑈 × ℂ𝑘 that restricts to
a complex-linear isomorphism from 𝐸𝑞 to {𝑞} × ℂ𝑘 for each 𝑞 ∈ 𝑈 . This means,
in particular, that the following diagram commutes, where 𝜋1 ∶ 𝑈 × ℂ𝑘 → 𝑈 is the
projection on the first factor:

𝜋−1(𝑈) Φ //

𝜋|𝜋−1(𝑈) ##G
GG

GG
GG

GG
𝑈 × ℂ𝑘

𝜋1{{ww
ww
ww
ww
w

𝑈.

If 𝑀 and 𝐸 are smooth manifolds, 𝜋 is a smooth map, and the local trivializations
can be chosen to be diffeomorphisms, it is a smooth complex vector bundle; and
if 𝑀 and 𝐸 are complex manifolds, 𝜋 is holomorphic, and the local trivializations
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can be chosen to be biholomorphisms, it is a holomorphic vector bundle. Any
open cover of 𝑀 such that 𝐸 admits a trivialization over each of the open sets of
the cover is called a trivializing cover for 𝑬. If there is a global trivialization (that
is, a local trivialization over all of 𝑀), the bundle is said to be a trivial bundle. A
line bundle is a (real or complex) vector bundle of rank 1.

If 𝜋 ∶ 𝐸 → 𝑀 and 𝜋′ ∶ 𝐸′ → 𝑀 are complex vector bundles over 𝑀 , a map
𝐹 ∶ 𝐸 → 𝐸′ is called a bundle homomorphism if 𝜋′ ∘ 𝐹 = 𝜋 and for each 𝑝 ∈ 𝑀 ,
the map 𝐹 |𝐸𝑝 ∶ 𝐸𝑝 → 𝐸′

𝑝 is a complex-linear map. A bundle homomorphism that is
also a homeomorphism between 𝐸 and 𝐸′ is called a bundle isomorphism, and the
bundles 𝐸 and 𝐸′ are said to be isomorphic, denoted by 𝐸 ≅ 𝐸′, if there is a bundle
isomorphism between them. If the bundles are smooth and 𝐹 is a diffeomorphism,
it is called a smooth isomorphism, and if the bundles are holomorphic and 𝐹 is a
biholomorphism, it is a holomorphic isomorphism. In each of these cases, it is easy
to check that the inverse map is also a bundle isomorphism. (For some purposes,
it is useful to introduce a more general notion of vector bundle homomorphisms
between bundles over different manifolds, and the kind we have defined here is
identified as a bundle homomorphism over𝑴 ; see [LeeSM, Chap. 10] for details.
Since we will not have any need for that extra generality, we always understand
bundle homomorphisms to be the type we have defined here.)

Most of the standard constructions used for real vector bundles, such as Whit-
ney sums [LeeSM, Example 10.7] and smooth subbundles [LeeSM, pp. 264–266],
carry over in obvious ways to smooth complex bundles.

We will have much more to say about holomorphic vector bundles in Chapter
3; for now we focus attention on smooth bundles.

If 𝜋 ∶ 𝐸 → 𝑀 is a smooth (real or complex) vector bundle, a (global) section
of 𝑬 is a continuous map 𝜎 ∶ 𝑀 → 𝐸 such that 𝜋 ∘ 𝜎 = Id𝑀 . For any open subset
𝑈 ⊆ 𝑀 , a local section of 𝑬 over 𝑼 is a continuous map 𝜎 ∶ 𝑈 → 𝐸 satisfying
𝜎 ∘ 𝜋 = Id𝑈 . Every smooth vector bundle has a smooth zero section 𝜁 , for which
𝜁(𝑝) is the zero element of 𝐸𝑝 for each 𝑝 ∈ 𝑀 . Any section that is not equal to the
zero section will be called a nontrivial section. A rough (local or global) section of
𝑬 is a map 𝜎 ∶ 𝑈 → 𝐸 rough (local or global) section of 𝑬 is a map 𝜎 ∶ 𝑈 → 𝐸
satisfying 𝜎 ∘ 𝜋 = Id𝑈 , but not assumed to be smooth or even continuous. We
denote the space of smooth global sections of 𝐸 by Γ(𝐸). A local frame for 𝑬 is
an ordered 𝑘-tuple of local sections (𝜎1, … , 𝜎𝑘) over an open set 𝑈 ⊆ 𝑀 whose
values at each 𝑝 ∈ 𝑈 form a basis for the fiber 𝐸𝑝.

If 𝜋 ∶ 𝐸 → 𝑀 is a smooth rank-𝑘 real vector bundle over a smooth manifold
𝑀 , we define the complexification of 𝑬 to be the set 𝐸ℂ = ⋃𝑝∈𝑀 (𝐸𝑝)ℂ together
with the obvious projection 𝜋ℂ ∶ 𝐸ℂ → 𝑀 . For each smooth local trivialization
Φ∶ 𝜋−1(𝑈) → 𝑈 × ℝ𝑘, we define a local trivialization Φℂ ∶ 𝜋−1

ℂ (𝑈) → 𝑈 × ℂ𝑘 by

Φℂ(𝜉) = (𝜋ℂ(𝜉), (Φ|𝐸𝜋ℂ(𝜉))ℂ(𝜉)).
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Wherever two such trivializations (𝑈, Φ) and (𝑉 , Ψ) overlap, [LeeSM, Lemma
10.15] shows that we can write Ψ ∘ Φ−1(𝑝, 𝑣) = (𝑝, 𝜏(𝑝)𝑣) for some smooth tran-
sition function 𝜏 ∶ 𝑈 ∩ 𝑉 → GL(𝑘, ℝ), and it is straightforward to check that the
transition function from Φℂ to Ψℂ is the same: Ψℂ ∘ Φ−1

ℂ (𝑝, 𝑣) = (𝑝, 𝜏(𝑝)𝑣), where
now we are considering 𝜏 as a map into GL(𝑘, ℂ). It follows from the vector bundle
chart lemma [LeeSM, Lemma 10.6] (adapted in the obvious way for complex vec-
tor bundles) that 𝜋ℂ ∶ 𝐸ℂ → 𝑀 has a unique structure as a smooth rank-𝑘 complex
vector bundle, with the maps constructed above as smooth local trivializations.

What this really amounts to in practice is that, given any smooth local frame
(𝑏1, … , 𝑏𝑘) for 𝐸, we can write a section of 𝐸ℂ locally as a sum 𝑓 𝑗𝑏𝑗 , where now
the coefficient functions 𝑓 𝑗 are allowed to be complex-valued.

► Exercise 1.40. Let 𝐸 → 𝑀 be a smooth real vector bundle. Show that every
smooth (local or global) section of 𝐸ℂ can be written uniquely as a sum 𝛼 + 𝑖𝛽,
where 𝛼 and 𝛽 are smooth local or global sections of 𝐸.

The result of Exercise 1.39 shows that for any real vector bundle 𝐸 → 𝑀 ,
conjugation defines a smooth conjugate-linear bundle homomorphism from 𝐸ℂ to
itself, and the set of real elements (those satisfying 𝑤 = 𝑤) forms a real-linear
subbundle canonically isomorphic to the original bundle 𝐸. It is important to note
that the existence of such a conjugation operator is a special feature of complex-
ifications: in fact, as Problem 1-6 shows, a complex vector bundle admits such a
conjugation operator if and only if it is isomorphic to the complexification of a real
bundle.

When we apply this construction to the tangent and cotangent bundles of a
smooth manifold 𝑀 , we obtain the complexified tangent bundle 𝑇ℂ𝑀 and the
complexified cotangent bundle 𝑇 ∗

ℂ𝑀 , respectively. A section of 𝑇ℂ𝑀 , called a
complex vector field, can be written locally as a linear combination of coordinate
vector fields with complex-valued coefficient functions, or as a sum of a real vector
field plus 𝑖 times another real vector field. A complex vector field 𝑍 = 𝑋 + 𝑖𝑌
acts on a smooth real-valued function 𝑓 by 𝑍𝑓 = 𝑋𝑓 + 𝑖𝑌 𝑓 , and on a complex-
valued function 𝑓 = 𝑢 + 𝑖𝑣 by the same formula, where we interpret 𝑋𝑓 to mean
𝑋𝑢 + 𝑖𝑋𝑣 and similarly for 𝑌 . The Lie bracket operation can be extended to pairs
of smooth complex vector fields by complex bilinearity: [𝑋1 + 𝑖𝑌1, 𝑋2 + 𝑖𝑌2] =
([𝑋1, 𝑋2] − [𝑌1, 𝑌2]) + 𝑖([𝑋1, 𝑌2] + [𝑌2, 𝑋1]). It is straightforward to check that
the formula [𝑓𝑉 , 𝑔𝑊 ] = 𝑓𝑔[𝑉 , 𝑊 ] + 𝑓(𝑉 𝑔)𝑊 − 𝑔(𝑊 𝑓)𝑉 holds equally well
when the vector fields 𝑉 , 𝑊 and the functions 𝑓, 𝑔 are allowed to be complex.

Similarly, a section of 𝑇 ∗
ℂ𝑀 is called a complex 1-form or a complex covector

field, and can be written locally as a linear combination of coordinate 1-forms with
complex coefficients, or as a sum of a real 1-form plus 𝑖 times another real 1-form.
With this construction, we are now justified in writing 𝑑𝑓 = 𝑑𝑢 + 𝑖 𝑑𝑣 whenever
𝑓 = 𝑢 + 𝑖𝑣 is a complex-valued smooth function.
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► Exercise 1.41. Prove that there is a canonical smooth bundle isomorphism
between 𝑇 ∗

ℂ𝑀 and the bundle Homℂ(𝑇ℂ𝑀, ℂ) whose fiber at a point 𝑝 ∈ 𝑀 is
the space of complex-linear maps from (𝑇𝑝𝑀)ℂ to ℂ.

Let us specialize to the case of ℂ𝑛, with its standard holomorphic coordinates
𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 . Considering ℂ𝑛 as a smooth manifold of (real) dimension 2𝑛, we
can use (𝑥𝑗 , 𝑦𝑗) as smooth global coordinates. We have a smooth global coframe
{𝑑𝑥𝑗 , 𝑑𝑦𝑗} for 𝑇 ∗ℂ𝑛, which is therefore also a coframe for 𝑇 ∗

ℂℂ𝑛. Consider the 2𝑛
complex 1-forms 𝑑𝑧𝑗 = 𝑑𝑥𝑗 + 𝑖 𝑑𝑦𝑗 and 𝑑𝑧𝑗 = 𝑑𝑥𝑗 − 𝑖 𝑑𝑦𝑗 . Because we can solve
for 𝑑𝑥𝑗 = 1

2 (𝑑𝑧𝑗 + 𝑑𝑧𝑗) and 𝑑𝑦𝑗 = 1
2𝑖 (𝑑𝑧𝑗 − 𝑑𝑧𝑗), it follows that {𝑑𝑧𝑗 , 𝑑𝑧𝑗} is also

a smooth coframe for 𝑇 ∗
ℂℂ𝑛, and arbitrary complex 1-forms can also be expressed

in terms of this coframe. In particular, if 𝑓 ∶ 𝑈 → ℂ is a smooth function on an
open subset 𝑈 ⊆ ℂ𝑛, we can write

𝑑𝑓 = 𝜕𝑓
𝜕𝑥𝑗 𝑑𝑥𝑗 + 𝜕𝑓

𝜕𝑦𝑗 𝑑𝑦𝑗 = 𝐴𝑗 𝑑𝑧𝑗 + 𝐵𝑗 𝑑𝑧𝑗

for some coefficient functions 𝐴𝑗 and 𝐵𝑗 . (When using the summation convention,
the understanding is that an upper index “in the denominator” is to be treated as a
lower index.) To see what these coefficients are, just substitute the formulas for 𝑑𝑥𝑗

and 𝑑𝑦𝑗 in terms of 𝑑𝑧𝑗 , 𝑑𝑧𝑗 and collect terms:

(1.7)
𝑑𝑓 = 𝜕𝑓

𝜕𝑥𝑗 (
𝑑𝑧𝑗 + 𝑑𝑧𝑗

2 ) + 𝜕𝑓
𝜕𝑥𝑗 (

𝑑𝑧𝑗 − 𝑑𝑧𝑗

2𝑖 )

= 1
2 (

𝜕𝑓
𝜕𝑥𝑗 − 𝑖 𝜕𝑓

𝜕𝑦𝑗 ) 𝑑𝑧𝑗 + 1
2 (

𝜕𝑓
𝜕𝑥𝑗 + 𝑖 𝜕𝑓

𝜕𝑦𝑗 ) 𝑑𝑧𝑗 .

Motivated by this calculation, we define 2𝑛 smooth complex vector fields 𝜕/𝜕𝑧𝑗

and 𝜕/𝜕𝑧𝑗 on ℂ𝑛 by

(1.8) 𝜕
𝜕𝑧𝑗 = 1

2 (
𝜕

𝜕𝑥𝑗 − 𝑖 𝜕
𝜕𝑦𝑗 ) , 𝜕

𝜕𝑧𝑗 = 1
2 (

𝜕
𝜕𝑥𝑗 + 𝑖 𝜕

𝜕𝑦𝑗 ) .

(Be sure to notice that the negative sign appears in the formula for 𝜕/𝜕𝑧𝑗 , not 𝜕/𝜕𝑧𝑗 ;
this is not a typo!) A simple computation shows that {𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗} is the smooth
global frame for 𝑇ℂℂ𝑛 dual to {𝑑𝑧𝑗 , 𝑑𝑧𝑗}. For a smooth complex-valued function
𝑓 defined on an open subset 𝑈 ⊆ ℂ𝑛, formula (1.7) can be rewritten in terms of
this frame as

(1.9) 𝑑𝑓 = 𝜕𝑓
𝜕𝑧𝑗 𝑑𝑧𝑗 + 𝜕𝑓

𝜕𝑧𝑗 𝑑𝑧𝑗 .

In the special case in which 𝑓 is a holomorphic function on an open subset of
ℂ𝑛, you will notice that we had already defined the expression 𝜕𝑓 /𝜕𝑧𝑗 by equation
(1.2); now we seem to have introduced a different meaning for the same expression.
The next proposition ensures that the two definitions are equivalent for holomorphic
functions.
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Proposition 1.42. Suppose 𝑈 ⊆ ℂ𝑛 is open. Let 𝑓 ∶ 𝑈 → ℂ be any smooth
function, and let 𝜕/𝜕𝑧𝑗 and 𝜕/𝜕𝑧𝑗 be the complex vector fields on 𝑈 defined by (1.8).

(a) 𝑓 is holomorphic if and only if 𝜕𝑓 /𝜕𝑧𝑗 = 0 for 𝑗 = 1, … , 𝑛.
(b) If 𝑓 is holomorphic, then for each 𝑗, the expression 𝜕𝑓 /𝜕𝑧𝑗 obtained by

applying the complex vector field 𝜕/𝜕𝑧𝑗 to 𝑓 is equal to the complex partial
derivative defined by (1.2).

Proof. After we substitute 𝑓 = 𝑢 + 𝑖𝑣 into the equation 𝜕𝑓 /𝜕𝑧𝑗 = 0 and separate
its real and imaginary parts, it becomes the 𝑗th pair of Cauchy–Riemann equations
for 𝑓 , thus proving (a). Then (b) follows from Proposition 1.25. □

One must be careful not to read too much into the expressions 𝜕𝑓 /𝜕𝑧𝑗 and
𝜕𝑓 /𝜕𝑧𝑗 when 𝑓 is merely smooth: despite the notation, they are not partial deriva-
tives in the ordinary sense, because, for example, it does not make sense to take a
derivative of a function with respect to 𝑧1 while holding 𝑧2, … , 𝑧𝑛, 𝑧1, … , 𝑧𝑛 fixed.
If you fix 𝑧1, then 𝑧1 remains fixed as well. However, there is a sense in which these
operators behave like partial derivatives, which we now explain.

Suppose 𝑝 is any (not necessarily holomorphic) complex-valued polynomial
function of the real variables {𝑥𝑗 , 𝑦𝑗}:

𝑝(𝑥, 𝑦) = ∑
𝑙1,…,𝑙𝑛

𝑚1,…,𝑚𝑛

𝑎𝑙1,…,𝑙𝑛,𝑚1,…,𝑚𝑛(𝑥1)𝑙1 ⋯ (𝑥𝑛)𝑙𝑛(𝑦1)𝑚1 ⋯ (𝑦𝑛)𝑚𝑛 .

Substituting 𝑥𝑗 = 1
2 (𝑧𝑗 + 𝑧𝑗) and 𝑦𝑗 = 1

2𝑖 (𝑧
𝑗 − 𝑧𝑗) and collecting like terms, we can

express 𝑝 as a polynomial expression in 𝑧𝑗 , 𝑧𝑗 , which we denote by ̃𝑝:

̃𝑝(𝑧) = 𝑝 (
𝑧 + 𝑧

2 , 𝑧 − 𝑧
2𝑖 )

= ∑
𝑙1,…,𝑙𝑛

𝑚1,…,𝑚𝑛

̃𝑎𝑙1,…,𝑙𝑛,𝑚1,…,𝑚𝑛(𝑧1)𝑙1 ⋯ (𝑧𝑛)𝑙𝑛(𝑧1)𝑚1 ⋯ (𝑧𝑛)𝑚𝑛 .

To separate the dependence on 𝑧𝑗 and 𝑧𝑗 , we can introduce new independent
variables 𝑤𝑗 in place of 𝑧𝑗 . Let 𝑞 ∶ ℂ𝑛 × ℂ𝑛 → ℂ be the polynomial function

𝑞(𝑧, 𝑤) = 𝑝 (
𝑧 + 𝑤

2 , 𝑧 − 𝑤
2𝑖 ) ,

so that ̃𝑝(𝑧) = 𝑞(𝑧, 𝑧). Now it makes sense to ask whether 𝑞 is independent of
𝑤1, … , 𝑤𝑛.

► Exercise 1.43. Prove that the original polynomial 𝑝 defines a holomorphic
function if and only if 𝜕𝑞/𝜕𝑤𝑗 = 0 for each 𝑗.

So for a polynomial function 𝑝, in this sense we can say 𝑝 is holomorphic if and
only if it depends only on 𝑧1, … , 𝑧𝑛 with no occurrences of 𝑧1, … , 𝑧𝑛. Exactly the
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same argument can be made when 𝑝 is a real-analytic function, except then the finite
sums above become absolutely convergent infinite series; the absolute convergence
ensures that the convergence is not affected by rearranging the terms. In that case
as well, a real-analytic function 𝑓 is holomorphic if and only if it can be written as
a power series in 𝑧1, … , 𝑧𝑛, with no occurrences of 𝑧1, … , 𝑧𝑛.

For a function that is merely smooth, these computations do not make sense,
because you cannot plug complex numbers into a function that is defined only for
real values of (𝑥1, … , 𝑥𝑛, 𝑦1, … , 𝑦𝑛). But motivated by the computations above, it
is sometimes helpful to think about a holomorphic function intuitively as a “smooth
function that is independent of 𝑧1, … , 𝑧𝑛.”

Complex Coordinate Frames

Now suppose 𝑀 is a complex manifold and (𝑧1, … , 𝑧𝑛) are local holomor-
phic coordinates on an open subset 𝑈 ⊆ 𝑀 . The coordinate map 𝜑∶ 𝑈 → ℂ𝑛

can also be thought of as a smooth coordinate map from 𝑈 to ℝ2𝑛, with smooth
coordinate functions (𝑥1, 𝑦1, … , 𝑥𝑛, 𝑦𝑛) where 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 . These coordinates
yield smooth coordinate vector fields (𝜕/𝜕𝑥1, 𝜕/𝜕𝑦1, … , 𝜕/𝜕𝑥𝑛, 𝜕/𝜕𝑦𝑛), which act on
a smooth function 𝑓 ∶ 𝑈 → ℂ by

(1.10) 𝜕
𝜕𝑥𝑗 |𝑝

𝑓 = 𝜕
𝜕𝑥𝑗 |𝜑(𝑝)

(𝑓 ∘ 𝜑−1), 𝜕
𝜕𝑦𝑗 |𝑝

𝑓 = 𝜕
𝜕𝑦𝑗 |𝜑(𝑝)

(𝑓 ∘ 𝜑−1),

where the expressions on the right-hand sides are ordinary partial derivatives on
ℝ2𝑛 (see [LeeSM, p. 60]). We define a smooth local complex frame {𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗}
for 𝑇ℂ𝑀 by (1.8), where now 𝜕/𝜕𝑥𝑗 and 𝜕/𝜕𝑦𝑗 are interpreted as smooth vector
fields on 𝑈 ⊆ 𝑀 . These vector fields are called complex coordinate vector fields,
and the corresponding local frame is called a complex coordinate frame.

Lemma 1.44. Suppose 𝑀 is a complex manifold and 𝑓 ∶ 𝑀 → ℂ is a smooth
function. If (𝑧1, … , 𝑧𝑛) are holomorphic coordinates on a subset 𝑈 ⊆ 𝑀 and
{𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗} are the corresponding complex coordinate vector fields, then 𝑓 is
holomorphic on 𝑈 if and only if 𝜕𝑓 /𝜕𝑧𝑗 ≡ 0 on 𝑈 for 𝑗 = 1, … , 𝑛.

Proof. Let 𝜑∶ 𝑈 → ℂ𝑛 be the holomorphic coordinate map, and let 𝑈 = 𝜑(𝑈) ⊆
ℂ𝑛. It follows from (1.10) together with the definition of 𝜕/𝜕𝑧𝑗 that for all 𝑝 ∈ 𝑈 ,

𝜕𝑓
𝜕𝑧𝑗 (𝑝) = 𝜕(𝑓 ∘ 𝜑−1)

𝜕𝑧𝑗 (𝜑(𝑝)).

The lemma then follows from the fact that 𝑓 ∶ 𝑈 → ℂ is holomorphic by definition
if and only if 𝑓 ∘ 𝜑−1 ∶ 𝑈 → ℂ is holomorphic. □

When 𝑀 and 𝑁 are complex manifolds, the total derivative or differential
of a smooth map 𝐹 ∶ 𝑀 → 𝑁 at a point 𝑝 ∈ 𝑀 is a real-linear map from
𝑇𝑝𝑀 to 𝑇𝐹 (𝑝)𝑁 , and its complexification is a complex-linear map from (𝑇𝑝𝑀)ℂ
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to (𝑇𝐹 (𝑝)𝑁)ℂ. For smooth manifolds, the differential is often denoted by 𝑑𝐹𝑝, but
for reasons that will be explained shortly, in this book we will denote the differential
at 𝑝 (or its complexification) by 𝐷𝐹 (𝑝), and the associated bundle homomorphism,
called the global differential of 𝑭 , by 𝐷𝐹 ∶ 𝑇ℂ𝑀 → 𝑇ℂ𝑁 . The next proposition
shows how to compute it in terms of holomorphic coordinates.

Proposition 1.45 (The Total Derivative in Holomorphic Coordinates). Let 𝑀
and 𝑁 be complex manifolds and 𝐹 ∶ 𝑀 → 𝑁 be a smooth map. Given 𝑝 ∈ 𝑀 ,
let 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 be local holomorphic coordinates for 𝑀 in a neighborhood of 𝑝,
and 𝑤𝑗 = 𝑢𝑗 + 𝑖𝑣𝑗 for 𝑁 in a neighborhood of 𝐹 (𝑝). In terms of the complex local
frames {𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗} for 𝑀 and {𝜕/𝜕𝑤𝑗 , 𝜕/𝜕𝑤𝑗} for 𝑁 , the total derivative of 𝐹
at 𝑝 has the following coordinate representation:

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝐹 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑤𝑘 |𝐹 (𝑝)

+ 𝜕𝐹 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑤𝑘 |𝐹 (𝑝)

,(1.11)

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝐹 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑤𝑘 |𝐹 (𝑝)

+ 𝜕𝐹 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑤𝑘 |𝐹 (𝑝)

.(1.12)

Proof. Write the real and imaginary parts of (the coordinate representation of) 𝐹
as 𝐹 = 𝑈 + 𝑖𝑉 . Considering 𝑀 and 𝑁 as smooth manifolds, we have the usual
coordinate formula for 𝐷𝐹 (𝑝):

(1.13)
𝐷𝐹 (𝑝)(

𝜕
𝜕𝑥𝑗 |𝑝) = 𝜕𝑈 𝑘

𝜕𝑥𝑗 (𝑝) 𝜕
𝜕𝑢𝑘 |𝐹 (𝑝)

+ 𝜕𝑉 𝑘

𝜕𝑥𝑗 (𝑝) 𝜕
𝜕𝑣𝑘 |𝐹 (𝑝)

,

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑦𝑗 |𝑝
) = 𝜕𝑈 𝑘

𝜕𝑦𝑗 (𝑝) 𝜕
𝜕𝑢𝑘 |𝐹 (𝑝)

+ 𝜕𝑉 𝑘

𝜕𝑦𝑗 (𝑝) 𝜕
𝜕𝑣𝑘 |𝐹 (𝑝)

.

To transform this to holomorphic coordinates, begin with the definitions of 𝜕/𝜕𝑧𝑗

and 𝜕/𝜕𝑧𝑗 , and use (1.13) together with the complex linearity of 𝐷𝐹 (𝑝) to obtain

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝑈 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑢𝑘 |𝐹 (𝑝)

+ 𝜕𝑉 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑣𝑘 |𝐹 (𝑝)

,

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝑈 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑢𝑘 |𝐹 (𝑝)

+ 𝜕𝑉 𝑘

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑣𝑘 |𝐹 (𝑝)

.

Now substitute 𝜕/𝜕𝑢𝑘 = 𝜕/𝜕𝑤𝑘 + 𝜕/𝜕𝑤𝑘 and 𝜕/𝜕𝑣𝑘 = 𝑖(𝜕/𝜕𝑤𝑘 − 𝜕/𝜕𝑤𝑘) and collect
terms:

𝐷𝐹 (𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = (
𝜕𝑈 𝑘

𝜕𝑧𝑗 (𝑝) + 𝑖𝜕𝑉 𝑘

𝜕𝑧𝑗 (𝑝))
𝜕

𝜕𝑤𝑘 |𝐹 (𝑝)

+ (
𝜕𝑈 𝑘

𝜕𝑧𝑗 (𝑝) − 𝑖𝜕𝑉 𝑘

𝜕𝑧𝑗 (𝑝))
𝜕

𝜕𝑤𝑘 |𝐹 (𝑝)
.

This is (1.11), and a similar computation proves (1.12). □
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Corollary 1.46. In addition to the hypotheses of 1.45, suppose 𝐹 is holomorphic.
Then in terms of the local frames {𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗} and {𝜕/𝜕𝑤𝑗 , 𝜕/𝜕𝑤𝑗}, 𝐷𝐹 (𝑝) is
represented by the block-diagonal matrix

(1.14) (
𝐷′𝐹 (𝑝) 0

0 𝐷′𝐹 (𝑝)) ,

where 𝐷′𝐹 denotes the 𝑛 × 𝑛 complex matrix-valued function (𝜕𝐹 𝑘/𝜕𝑧𝑗), called
the holomorphic Jacobian of 𝑭 . Thus the linear map 𝐷𝐹 (𝑝) is invertible if and
only if the holomorphic Jacobian of 𝐹 is invertible at 𝑝.

Proof. The fact that 𝐹 is holomorphic means that each component function of its
coordinate representation is holomorphic. Thus 𝜕𝐹 𝑘/𝜕𝑧𝑗 vanishes identically, and
by conjugation so does 𝜕𝐹 𝑘/𝜕𝑧𝑗 . Therefore, 𝐷𝐹 (𝑝) has the given matrix repre-
sentation by Proposition 1.45. The last statement then follows from the fact that
det𝐷𝐹 (𝑝) = | det𝐷′𝐹 (𝑝)|2. □
Proposition 1.47 (Chain Rule for Smooth Functions). Suppose 𝑀 and 𝑁 are
complex manifolds, 𝐹 ∶ 𝑀 → 𝑁 is a smooth map, and ℎ∶ 𝑁 → ℂ is a smooth
function. In terms of local holomorphic coordinates (𝑧𝑗) for 𝑀 and (𝜁𝑘) for 𝑁 ,

𝜕(ℎ ∘ 𝐹 )
𝜕𝑧𝑗 = 𝜕ℎ

𝜕𝜁𝑘
𝜕𝐹 𝑘

𝜕𝑧𝑗 + 𝜕ℎ
𝜕𝜁𝑘

𝜕𝐹 𝑘

𝜕𝑧𝑗 ,

𝜕(ℎ ∘ 𝐹 )
𝜕𝑧𝑗 = 𝜕ℎ

𝜕𝜁𝑘
𝜕𝐹 𝑘

𝜕𝑧𝑗 + 𝜕ℎ
𝜕𝜁𝑘

𝜕𝐹 𝑘

𝜕𝑧𝑗 .

Proof. Proposition 1.45 shows that the value of 𝜕(ℎ ∘ 𝐹 )/𝜕𝑧𝑗 at 𝑝 ∈ 𝑀 is equal to
the 𝜕/𝜕𝑤 component of 𝐷(ℎ ∘ 𝐹 )(𝑝)(𝜕/𝜕𝑧𝑗|𝑝) (where 𝑤 denotes the standard holo-
morphic coordinate of ℂ). By smooth manifold theory, 𝐷(ℎ ∘ 𝐹 )(𝑝) = 𝐷ℎ(𝐹 (𝑝)) ∘
𝐷𝐹 (𝑝), which can be computed by applying the formula of Proposition 1.45 to ℎ
and to 𝐹 and composing the two linear maps. A similar argument applies to the 𝑧𝑗

derivative. □
Corollary 1.48 (Chain Rule for Holomorphic Functions). Under the hypotheses
of Proposition 1.47, suppose in addition that 𝐹 and ℎ are holomorphic. Then

𝑑(ℎ ∘ 𝐹 ) = 𝜕ℎ
𝜕𝑤𝑘

𝜕𝐹 𝑘

𝜕𝑧𝑗 𝑑𝑧𝑗 . □

In the theory of smooth (real) manifolds, the differential of a smooth real-valued
function 𝑓 at a point 𝑝 ∈ 𝑀 can be considered either as a linear map from 𝑇𝑝𝑀
to ℝ (a covector) or as a linear map from 𝑇𝑝𝑀 to 𝑇𝑓(𝑝)ℝ; in view of the canonical
identification between 𝑇𝑓(𝑝)ℝ and ℝ, these are the same map, so it makes sense to
use the same notation 𝑑𝑓𝑝 to denote both of them. But in complex manifold theory,
something different happens. Suppose 𝑓 = 𝑢 + 𝑖𝑣∶ 𝑀 → ℂ is a complex-valued
smooth function on a complexmanifold 𝑀 . On the one hand, 𝑑𝑓𝑝 denotes the value
at 𝑝 of the complex-valued 1-form 𝑑𝑓 = 𝑑𝑢 + 𝑖𝑑𝑣, an element of (𝑇 ∗

𝑝 𝑀)ℂ, which
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can also be viewed as a complex-linear map from (𝑇𝑝𝑀)ℂ to ℂ (by Exercise 1.41).
Using the coordinate formula (1.9), we find, for example, that

𝑑𝑓𝑝(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝑓
𝜕𝑧𝑗 (𝑝) ∈ ℂ.

On the other hand, 𝐷𝑓(𝑝) is a complex-linear map from (𝑇𝑝𝑀)ℂ to (𝑇𝑓(𝑝)ℂ)ℂ, and
Proposition 1.45 shows that

𝐷𝑓(𝑝)(
𝜕

𝜕𝑧𝑗 |𝑝) = 𝜕𝑓
𝜕𝑧𝑗 (𝑝) 𝜕

𝜕𝑤|𝑓(𝑝)
+ 𝜕𝑓

𝜕𝑧𝑗 (𝑝) 𝜕
𝜕𝑤|𝑓(𝑝)

∈ (𝑇𝑓(𝑝)ℂ)ℂ.

These are distinctly different objects—for example, if 𝑓 is holomorphic, then
𝑑𝑓(𝜕/𝜕𝑧𝑗) vanishes identically, but 𝐷𝑓(𝜕/𝜕𝑧𝑗) does not. This is why we use differ-
ent notations for the two kinds of derivatives, and prefer the term “total derivative”
for 𝐷𝑓(𝑝).

Orientations

The computations we just did lead to another important property of complex
manifolds: they all have canonical orientations. (Just to be clear: when we speak
of an orientation of a complex manifold, it means an orientation of its underlying
smooth real manifold.)

Proposition 1.49. Every complex manifold has a canonical orientation, uniquely
determined by the following two properties:

(i) The canonical orientation of ℂ𝑛 is the one determined by the 2𝑛-form

(1.15) 𝜔𝑛 = 𝑑𝑥1 ∧ 𝑑𝑦1 ∧ ⋯ ∧ 𝑑𝑥𝑛 ∧ 𝑑𝑦𝑛.

(ii) Every local biholomorphism is orientation-preserving.

Proof. Let us begin by expressing the real 2𝑛-form 𝜔𝑛 in terms of the complex co-
ordinates (𝑧1, … , 𝑧𝑛). Observe that for each 𝑗, we have 𝑑𝑧𝑗 ∧𝑑𝑧𝑗 = (𝑑𝑥𝑗 + 𝑖 𝑑𝑦𝑗)∧
(𝑑𝑥𝑗 − 𝑖 𝑑𝑦𝑗) = −2𝑖𝑑𝑥𝑗 ∧ 𝑑𝑦𝑗 . Therefore

(1.16) 𝜔𝑛 = (
𝑖
2)

𝑛
𝑑𝑧1 ∧ 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛 ∧ 𝑑𝑧𝑛.

Let 𝑈 ⊆ ℂ𝑛 be an open subset and 𝐹 ∶ 𝑈 → ℂ𝑛 be a local biholomorphism.
The Jacobian matrix of 𝐹 has the form (1.14) when expressed in terms of the or-
dered frame (𝜕/𝜕𝑧1, … , 𝜕/𝜕𝑧𝑛, 𝜕/𝜕𝑧1, … , 𝜕/𝜕𝑧𝑛). Note that this order is not the
same as the one used in formula (1.16)—they differ by a permutation whose sign
is (−1)(𝑛−1)𝑛/2, as you can check, and therefore

𝜔𝑛 = (−1)(𝑛−1)𝑛/2
(

𝑖
2)

𝑛
𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛 ∧ 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛.
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The formula for the pullback of a top-degree form (see [LeeSM, Prop. 14.9],
which works equally well for complex-valued forms) gives

𝐹 ∗(𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛 ∧ 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛)

= det(
𝐷′𝐹 0

0 𝐷′𝐹 ) 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛 ∧ 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛

= | det𝐷′𝐹 |2𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛 ∧ 𝑑𝑧1 ∧ ⋯ ∧ 𝑑𝑧𝑛,

and multiplying both sides by (−1)(𝑛−1)𝑛/2(𝑖/2)𝑛 implies

𝐹 ∗𝜔𝑛 = | det𝐷′𝐹 |2𝜔𝑛.

This shows that every biholomorphism between open subsets of ℂ𝑛 is orientation-
preserving.

Now let 𝑀 be an 𝑛-dimensional complex manifold. Because every holomor-
phic coordinate chart is a local biholomorphism, if there is to be an orientation of
𝑀 satisfying (i) and (ii), it must be determined in the domain of each holomorphic
chart by the pullback of 𝜔𝑛 under the coordinate map, and it is uniquely determined
by this property. We just need to verify that the orientations determined by different
holomorphic charts agree.

Suppose two holomorphic charts (𝑈, 𝜑) and (𝑉 , 𝜓) overlap. The transition
function 𝜓 ∘ 𝜑−1 is a biholomorphism between open subsets of ℂ𝑛, so the above
computation shows that (𝜓 ∘ 𝜑−1)∗𝜔𝑛 = 𝑢 𝜔𝑛, where 𝑢 is the positive smooth func-
tion | det𝐷′(𝜓 ∘ 𝜑−1)|2. Thus on 𝑈 ∩ 𝑉 we have

𝜓∗𝜔𝑛 = 𝜑∗(𝜑−1)∗𝜓∗𝜔𝑛

= 𝜑∗((𝜓 ∘ 𝜑−1)∗𝜔𝑛)
= 𝜑∗(𝑢 𝜔𝑛)
= (𝑢 ∘ 𝜑)𝜑∗𝜔𝑛.

Thus the 𝑛-forms determined by 𝜑 and 𝜓 are positive multiples of each other, so
they determine the same orientation on 𝑈 ∩ 𝑉 .

Finally, we need to show that every local biholomorphism between complex
manifolds is orientation-preserving. Suppose 𝐹 ∶ 𝑀 → 𝑁 is a local biholomor-
phism. Let 𝑝 ∈ 𝑀 , and choose holomorphic charts (𝑈, 𝜑) for 𝑀 and (𝑉 , 𝜓) for 𝑁
such that 𝑝 ∈ 𝑈 , 𝐹 (𝑈) ⊆ 𝑉 , and 𝐹 |𝑈 is a biholomorphism onto its image. Then
on 𝑈 ,

𝐹 = (𝜓−1) ∘ (𝜓 ∘ 𝐹 ∘ 𝜑−1) ∘ (𝜑).
The three maps in parentheses above are all orientation-preserving: the first and
third by the way we have defined the orientations on 𝑁 and 𝑀 , and the second
because it is a biholomorphism between open subsets of ℂ𝑛. □
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Almost Complex Structures
To delve further into the interaction between a holomorphic structure and its under-
lying smooth structure, we introduce the following linear-algebraic construction.
Let 𝑉 be an 𝑛-dimensional complex vector space, and let 𝑉ℝ be its underlying real
vector space—the same set as 𝑉 , but considered only as a vector space over ℝ. Then
𝑉ℝ is a 2𝑛-dimensional real vector space. The fact that 𝑉 is a complex vector space
is encoded in the rule for multiplying vectors by 𝑖, which is the map 𝐽 ∶ 𝑉 → 𝑉
sending each vector 𝑣 to 𝑖𝑣. By ignoring the complex vector space structure, we
can also think of 𝐽 as a real-linear map 𝐽 ∶ 𝑉ℝ → 𝑉ℝ satisfying 𝐽 ∘ 𝐽 = − Id.

Now suppose 𝑉 is any vector space over ℝ. A complex structure on 𝑽 is a
real-linear endomorphism 𝐽 ∶ 𝑉 → 𝑉 satisfying 𝐽 ∘ 𝐽 = − Id.
Lemma 1.50. Suppose 𝑉 is a real vector space and 𝐽 is a complex structure on
𝑉 . Then the multiplication by complex scalars defined by (𝑎 + 𝑏𝑖)𝑣 = 𝑎𝑣 + 𝑏𝐽𝑣,
together with the given vector addition operation, turns the set 𝑉 into a complex
vector space.

► Exercise 1.51. Prove this lemma by showing that complex multiplication is
associative and distributive.

To understand a complex structure 𝐽 on a vector space 𝑉 more deeply, we need
to look at its eigenvalues. The fact that 𝐽 ∘ 𝐽 = − Id means that every eigenvalue
𝜆 must satisfy 𝜆2 = −1. Thus 𝐽 has no real eigenvalues, and the only possible
complex eigenvalues are ±𝑖. To find eigenspaces, therefore, we must complexify
𝑉 and 𝐽 . Let 𝑉ℂ be the complexification of 𝑉 , and denote the complexification of
𝐽 by 𝐽 ∶ 𝑉ℂ → 𝑉ℂ. It still satisfies 𝐽 ∘ 𝐽 = − Id.
Proposition 1.52. If 𝐽 is a complex structure on the real vector space 𝑉 , then 𝑉ℂ
has a complete eigenspace decomposition of the form

𝑉ℂ = 𝑉 ′ ⊕ 𝑉 ″,
where 𝑉 ′ ⊆ 𝑉ℂ is the 𝑖-eigenspace of 𝐽 and 𝑉 ″ is the (−𝑖)-eigenspace. The
eigenspace decomposition of 𝑤 ∈ 𝑉ℂ is given by 𝑤 = 𝑤′ + 𝑤″, where

(1.17) 𝑤′ = 1
2 (𝑤 − 𝑖𝐽𝑤), 𝑤″ = 1

2 (𝑤 + 𝑖𝐽𝑤).
If 𝑉 is finite-dimensional, then 𝑉 ′ and 𝑉 ″ have the same complex dimension.

Proof. Given 𝑤 ∈ 𝑉ℂ, define 𝑤′, 𝑤″ ∈ 𝑉ℂ by (1.17). Simple computations show
that 𝐽𝑤′ = 𝑖𝑤′ and 𝐽𝑤″ = −𝑖𝑤″. Because 𝑤 = 𝑤′ + 𝑤″, this shows that
𝑉ℂ = 𝑉 ′ + 𝑉 ″. On the other hand, a nonzero vector cannot be an eigenvector with
two different eigenvalues, so 𝑉 ′ ∩ 𝑉 ″ = {0}, which shows that the sum is direct.

To see that the eigenspaces have the same dimension, note that conjugation
(Exercise 1.39) is a bijective real-linear map from 𝑉ℂ to itself, and it interchanges
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𝑉 ′ and 𝑉 ″. Thus the underlying real spaces of 𝑉 ′ and 𝑉 ″ have the same real
dimension, and because the complex dimension is half the real dimension, 𝑉 ′ and
𝑉 ″ have the same complex dimension. □

Corollary 1.53. If a finite-dimensional real vector space admits a complex struc-
ture, then it is even-dimensional.

Proof. If 𝑉 admits a complex structure, the preceding proposition shows that 𝑉ℂ
is even-dimensional. The result follows from the fact that the complex dimension
of 𝑉ℂ is equal to the real dimension of 𝑉 . □

Let us apply this construction to ℂ𝑛 with its standard complex structure. Let
(𝑋1, … , 𝑋𝑛) denote the standard basis for ℂ𝑛 as a complex vector space, where
𝑋𝑗 = (0, … , 1, … , 0) with a 1 in the 𝑗th place. Let 𝑌𝑗 = 𝐽𝑋𝑗 = (0, … , 𝑖, … , 0).
Then (𝑋1, 𝑌1, … , 𝑋𝑛, 𝑌𝑛) is a basis over ℝ for the underlying real vector space
(ℂ𝑛)ℝ, and 𝐽 satisfies 𝐽𝑋𝑗 = 𝑌𝑗 , 𝐽𝑌𝑗 = −𝑋𝑗 . From Proposition 1.52, we see
that the 𝑖-eigenspace (ℂ𝑛)′ is spanned by (𝑍1, … , 𝑍𝑛), where 𝑍𝑗 = 1

2 (𝑋𝑗 − 𝑖𝑌𝑗),
and (ℂ𝑛)″ is spanned by (𝑍1, … , 𝑍𝑛).

All of these constructions can be applied to vector bundles. If 𝐸 → 𝑀 is a
smooth real vector bundle, a complex structure on 𝑬 is a smooth bundle endomor-
phism 𝐽 ∶ 𝐸 → 𝐸 satisfying 𝐽 ∘ 𝐽 = − Id.

Consider the case of ℂ𝑛 as a smooth manifold. For each point 𝑝 ∈ ℂ𝑛, using the
standard identification of 𝑇𝑝ℂ𝑛 with (ℂ𝑛)ℝ, we have the following correspondences:

𝜕
𝜕𝑥𝑗 |𝑝

↔ 𝑋𝑗 , 𝜕
𝜕𝑦𝑗 |𝑝

↔ 𝑌𝑗 , 𝜕
𝜕𝑧𝑗 |𝑝

↔ 𝑍𝑗 .

Thus the bundle 𝑇 ℂ𝑛 has a canonical complex structure 𝐽ℂ𝑛 , which satisfies

𝐽ℂ𝑛
𝜕

𝜕𝑥𝑗 = 𝜕
𝜕𝑦𝑗 , 𝐽ℂ𝑛

𝜕
𝜕𝑦𝑗 = − 𝜕

𝜕𝑥𝑗 .

The complexified tangent bundle 𝑇ℂℂ𝑛 splits as 𝑇ℂℂ𝑛 = 𝑇 ′ℂ𝑛 ⊕ 𝑇 ″ℂ𝑛, with
𝑇 ′ℂ𝑛 spanned by the complex vector fields 𝜕/𝜕𝑧1, … , 𝜕/𝜕𝑧𝑛, and 𝑇 ″ℂ𝑛 spanned
by 𝜕/𝜕𝑧1, … , 𝜕/𝜕𝑧𝑛.

Lemma 1.54. For an open subset 𝑈 ⊆ ℂ𝑛, a smooth function 𝐹 ∶ 𝑈 → ℂ𝑚 is
holomorphic if and only if the following relation holds for all 𝑝 ∈ 𝑈 :

(1.18) 𝐷𝐹 (𝑝) ∘ 𝐽ℂ𝑛 = 𝐽ℂ𝑚 ∘ 𝐷𝐹 (𝑝).

Proof. First suppose that (1.18) holds for all 𝑝 ∈ 𝑈 . After both sides are ex-
tended by complex linearity to act on complex vectors, the two expressions yield
the same result when applied to the elements of the complex coordinate frame
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{𝜕/𝜕𝑧𝑗 , 𝜕/𝜕𝑧𝑗}. Using (1.12), we obtain

0 = 𝐷𝐹 (𝐽ℂ𝑛
𝜕

𝜕𝑧𝑗 ) − 𝐽ℂ𝑚(𝐷𝐹 𝜕
𝜕𝑧𝑗 )

= 𝐷𝐹 (−𝑖 𝜕
𝜕𝑧𝑗 ) − 𝐽ℂ𝑚(𝐷𝐹 𝜕

𝜕𝑧𝑗 )

= −𝑖𝜕𝐹 𝑘

𝜕𝑧𝑗
𝜕

𝜕𝑤𝑘 − 𝑖𝜕𝐹 𝑘

𝜕𝑧𝑗
𝜕

𝜕𝑤𝑘 − 𝐽ℂ𝑚
𝜕𝐹 𝑘

𝜕𝑧𝑗
𝜕

𝜕𝑤𝑘 − 𝐽ℂ𝑚
𝜕𝐹 𝑘

𝜕𝑧𝑗
𝜕

𝜕𝑤𝑘

= −2𝑖𝜕𝐹 𝑘

𝜕𝑧𝑗
𝜕

𝜕𝑤𝑘 .

This shows 𝜕𝐹 𝑘/𝜕𝑧𝑗 ≡ 0 for all 𝑗, 𝑘, so 𝐹 is holomorphic.
Conversely, if 𝐹 is holomorphic, the computation above shows that both sides

of (1.18) yield the same result when applied to 𝜕/𝜕𝑧𝑗 , and conjugation shows that
the same is true when applied to 𝜕/𝜕𝑧𝑗 , using the fact that 𝜕𝐹 𝑘/𝜕𝑧𝑗 = 𝜕𝐹 𝑘/𝜕𝑧𝑗 = 0.
Since both sides are linear over 𝐶∞(𝑀; ℂ), this shows the equation holds when
applied to arbitrary vector fields. □

Lemma 1.54 enables us to define a canonical complex structure on the tangent
bundle of every complex manifold.

Proposition 1.55. For every complex manifold 𝑀 , there is a canonical complex
structure on 𝑇 𝑀 , denoted by 𝐽𝑀 ∶ 𝑇 𝑀 → 𝑇 𝑀 . If 𝑁 is another complex manifold
and 𝐹 ∶ 𝑀 → 𝑁 is a smooth map, then 𝐹 is holomorphic if and only if

(1.19) 𝐷𝐹 ∘ 𝐽𝑀 = 𝐽𝑁 ∘ 𝐷𝐹 .

Proof. Let 𝑛 be the complex dimension of 𝑀 . We define 𝐽𝑀 as follows: given
𝑝 ∈ 𝑀 , choose a holomorphic coordinate chart (𝑈, 𝜑) on a neighborhood of 𝑝, and
define 𝐽𝑀 ∶ 𝑇 𝑀|𝑈 → 𝑇 𝑀|𝑈 by

(1.20) 𝐽𝑀 = 𝐷𝜑−1 ∘ 𝐽ℂ𝑛 ∘ 𝐷𝜑.

Wherever two holomorphic charts (𝑈, 𝜑) and (𝑉 , 𝜓) overlap, the transition map 𝜓 ∘
𝜑−1 is a holomorphic map between open subsets of ℂ𝑛, so its differential commutes
with 𝐽ℂ𝑛 by Lemma 1.54. Therefore,

𝐷𝜓−1 ∘ 𝐽ℂ𝑛 ∘ 𝐷𝜓 = 𝐷𝜓−1 ∘ 𝐽ℂ𝑛 ∘ (𝐷𝜓 ∘ 𝐷𝜑−1) ∘ 𝐷𝜑
= 𝐷𝜓−1 ∘ (𝐷𝜓 ∘ 𝐷𝜑−1) ∘ 𝐽ℂ𝑛 ∘ 𝐷𝜑
= 𝐷𝜑−1 ∘ 𝐽ℂ𝑛 ∘ 𝐷𝜑,

so 𝐽𝑀 is well defined. The fact that it satisfies 𝐽𝑀 ∘ 𝐽𝑀 = − Id follows from the
corresponding fact for 𝐽ℂ𝑛 .
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Now let 𝑁 be a complex 𝑚-manifold and 𝐹 ∶ 𝑀 → 𝑁 be a smooth map.
Because (1.19) is a local statement, it suffices to choose arbitrary local holomorphic
charts (𝑈, 𝜑) for 𝑀 and (𝑉 , 𝜓) for 𝑁 such that 𝐹 (𝑈) ⊆ 𝑉 , and prove that the
restriction of 𝐹 to 𝑈 is holomorphic if and only if it satisfies (1.19) there. By
definition, 𝐹 is holomorphic on 𝑈 if and only if its coordinate representation 𝐹 =
𝜓 ∘𝐹 ∘𝜑−1 is holomorphic, which in turn is true if and only if 𝐷𝐹 ∘𝐽ℂ𝑛 = 𝐽ℂ𝑚 ∘𝐷𝐹
by Lemma 1.54. Using (1.20) for both 𝑀 and 𝑁 , we compute

𝐷𝐹 ∘ 𝐽ℂ𝑛 − 𝐽ℂ𝑚 ∘ 𝐷𝐹 = 𝐷𝜓 ∘ 𝐷𝐹 ∘ 𝐷𝜑−1 ∘ 𝐽ℂ𝑛 − 𝐽ℂ𝑚 ∘ 𝐷𝜓 ∘ 𝐷𝐹 ∘ 𝐷𝜑−1

= 𝐷𝜓 ∘ 𝐷𝐹 ∘ 𝐽𝑀 ∘ 𝐷𝜑−1 − 𝐷𝜓 ∘ 𝐽𝑁 ∘ 𝐷𝐹 ∘ 𝐷𝜑−1

= 𝐷𝜓 ∘ (𝐷𝐹 ∘ 𝐽𝑀 − 𝐽𝑁 ∘ 𝐷𝐹 ) ∘ 𝐷𝜑−1.

Since 𝐷𝜓 and 𝐷𝜑−1 are bundle isomorphisms, this last expression is zero if and
only if (1.18) holds, thus completing the proof. □

Proposition 1.56. Let 𝑀 be a complex manifold and let 𝐽𝑀 ∶ 𝑇 𝑀 → 𝑇 𝑀 be
the associated complex structure on 𝑇 𝑀 . There are smooth subbundles 𝑇 ′𝑀 ,
𝑇 ″𝑀 ⊆ 𝑇ℂ𝑀 whose fibers at each point are the 𝑖-eigenspace and (−𝑖)-eigenspace
of (the complexification of ) 𝐽𝑀 , respectively. The complexified tangent bundle
decomposes as a Whitney sum: 𝑇ℂ𝑀 = 𝑇 ′𝑀 ⊕ 𝑇 ″𝑀 . In terms of any local
holomorphic coordinates 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦 𝑗 , the complex vector fields 𝜕/𝜕𝑧𝑗 defined by
(1.8) form a local frame for 𝑇 ′𝑀; and the vector fields 𝜕/𝜕𝑧𝑗 form a local frame
for 𝑇 ″𝑀 .

Proof. For each 𝑝 ∈ 𝑀 , the space (𝑇𝑝𝑀)ℂ has such a decomposition by Proposi-
tion 1.52. Suppose 𝑧𝑗 = 𝑥𝑗 +𝑖𝑦𝑗 are holomorphic local coordinates on 𝑀 . Because
the endomorphism 𝐽𝑀 is defined by using the coordinate map to transport 𝐽ℂ𝑛 to
the manifold, it follows that the vector fields 𝜕/𝜕𝑧𝑗 provide a local frame for 𝑇 ′𝑀 ,
as do 𝜕/𝜕𝑧𝑗 for 𝑇 ″𝑀 . Because both subbundles are spanned locally by smooth
vector fields, they are smooth. □

We call the bundles 𝑇 ′𝑀 and 𝑇 ″𝑀 the holomorphic tangent bundle and an-
tiholomorphic tangent bundle of 𝑴 , respectively. The fibers 𝑇 ′

𝑝 𝑀 and 𝑇 ″
𝑝 𝑀 at

a point 𝑝 ∈ 𝑀 are called the holomorphic tangent space and antiholomorphic
tangent space at 𝒑, respectively.

The decomposition of 𝑇ℂ𝑀 into holomorphic and antiholomorphic tangent
bundles allows us to give a coordinate-free interpretation to the holomorphic Ja-
cobian of a holomorphic map. It follows from Proposition 1.55 that if 𝐹 ∶ 𝑀 → 𝑁
is holomorphic, then 𝐷𝐹 (𝑇 ′𝑀) ⊆ 𝑇 ′𝑁 . In local holomorphic coordinates (𝑧𝑗) for
𝑀 and (𝑤𝑘) for 𝑁 , Corollary 1.46 shows that the restriction of 𝐷𝐹 (𝑝) to 𝑇 ′

𝑝 𝑀 is
represented by the holomorphic Jacobian matrix (𝜕𝐹 𝑘(𝑝)/𝜕𝑧𝑗). Henceforth, we will
use the notation 𝐷′𝐹 (𝑝) and the term holomorphic Jacobian to refer either to this
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complex-linear map from 𝑇 ′
𝑝 𝑀 to 𝑇 ′

𝐹 (𝑝)𝑁 or to its matrix representation in local
holomorphic coordinates.

For a finite-dimensional real vector space with its natural smooth structure,
the tangent space at each point is canonically identified with the vector space itself
[LeeSM, Prop. 3.13]. The following proposition shows that there is a corresponding
identification for complex vector spaces.
Proposition 1.57 (Holomorphic Tangent Space to a Complex Vector Space).
Suppose 𝑉 is a finite-dimensional complex vector space with its standard holo-
morphic structure. For each 𝑎 ∈ 𝑉 , there is a canonical (basis-independent)
complex-linear isomorphism Φ𝑎 ∶ 𝑉 ≅ 𝑇 ′

𝑎 𝑉 . It is natural in the following sense:
if 𝐿∶ 𝑉 → 𝑊 is a complex-linear map between finite-dimensional complex vector
spaces, then the following diagram commutes for each 𝑎 ∈ 𝑉 :

(1.21)

𝑉
Φ𝑎

//

𝐿
��

𝑇 ′
𝑎 𝑉

𝐷′𝐿(𝑎)
��

𝑊 Φ𝐿(𝑎)
// 𝑇 ′

𝐿(𝑎)𝑊 .

Proof. Given 𝑎, 𝑤 ∈ 𝑉 , let 𝜆𝑎,𝑤 ∶ ℂ → 𝑉 be the holomorphic map 𝜆𝑎,𝑤(𝜏) =
𝑎 + 𝜏𝑤. We define Φ𝑎 ∶ 𝑉 → 𝑇 ′

𝑎 𝑉 by

Φ𝑎(𝑤) = 𝐷′(𝜆𝑎,𝑤)(0) (
𝜕

𝜕𝜏 |0) .

The definition shows that this is independent of any choice of basis for 𝑉 . To see
that it satisfies the required conditions, choose any basis for 𝑉 and let (𝑧1, … , 𝑧𝑛) be
the corresponding linear coordinates. Then a simple computation based on Corol-
lary 1.46 shows that Φ𝑎 has the coordinate representation

Φ𝑎(𝑤1, … , 𝑤𝑛) = 𝑤𝑗 𝜕
𝜕𝑧𝑗 |𝑎

,

which shows that it is a complex-linear isomorphism. If 𝑊 is another finite-
dimensional complex vector space and 𝐿∶ 𝑉 → 𝑊 is a complex-linear map, then
in terms of any linear coordinates (𝜁1, … , 𝜁𝑚) for 𝑊 , we see that

𝐷′𝐿(𝑎)(Φ𝑎(𝑤1, … , 𝑤𝑛)) = 𝐿𝑗
𝑘𝑤𝑘 𝜕

𝜕𝜁 𝑗 |𝐿(𝑎)
= Φ𝐿(𝑎)(𝐿(𝑤1, … , 𝑤𝑛)),

which proves (1.21). □

For a complex manifold 𝑀 , we have now introduced several different varieties
of tangent bundles: 𝑇 𝑀 , 𝑇ℂ𝑀 , 𝑇 ′𝑀 , and 𝑇 ″𝑀 . In case you are not confused
enough already, we now define one more: 𝑇𝐽 𝑀 is the complex vector bundle with
the same total space as the ordinary tangent bundle 𝑇 𝑀 , but endowed with the
complex vector space structure on fibers determined by 𝐽𝑀 as in Lemma 1.50.
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Proposition 1.58. Let 𝑀 be a complex 𝑛-manifold. Then 𝑇𝐽 𝑀 is a smooth rank-𝑛
complex vector bundle over 𝑀 . The complex vector bundles 𝑇𝐽 𝑀 and 𝑇 ′𝑀 are
isomorphic via the map 𝜉 ∶ 𝑇𝐽 𝑀 → 𝑇 ′𝑀 given by 𝜉(𝑣) = 𝑣 − 𝑖𝐽𝑣.

Proof. Problem 1-7. □

For easy reference, here is a summary of all of these bundles. Suppose 𝑀 is a
complex 𝑛-manifold.

• 𝑻𝑴 : The ordinary tangent bundle of the smooth manifold 𝑀 . It is a real
vector bundle of rank 2𝑛.

• 𝑻ℂ𝑴 : The complexified tangent bundle, a complex vector bundle of rank
2𝑛.

• 𝑻 ′𝑴 : The holomorphic tangent bundle, a complex rank-𝑛 vector subbun-
dle of 𝑇ℂ𝑀 . Its fiber at each point is the 𝑖-eigenspace of 𝐽𝑀 .

• 𝑻 ″𝑴 : The antiholomorphic tangent bundle, another complex rank-𝑛 vec-
tor subbundle of 𝑇ℂ𝑀 , whose fibers are (−𝑖)-eigenspaces of 𝐽𝑀 .

• 𝑻𝑱𝑴 : The ordinary tangent bundle of 𝑀 equipped with the complex
structure 𝐽𝑀 , which turns it into a complex vector bundle of rank 𝑛.

Now suppose 𝑀 is an arbitrary smoothmanifold. It makes sense to ask whether
there is a complex structure on 𝑇 𝑀 , that is, a smooth bundle endomorphism
𝐽 ∶ 𝑇 𝑀 → 𝑇 𝑀 satisfying 𝐽 ∘ 𝐽 = − Id. The existence of such an endomor-
phism is a necessary condition for the existence of a holomorphic structure on 𝑀 ,
but it is not sufficient, as we will see below. For this reason, a manifold whose
tangent bundle is endowed with such a complex structure 𝐽 is called an almost
complex manifold, and 𝐽 is called an almost complex structure on 𝑴 . Note the
potentially confusing shift in terminology: a complex structure on 𝑇 𝑀 is called an
almost complex structure on 𝑀 (to distinguish it from the traditional use of “com-
plex structure on 𝑀” to denote what we are calling a holomorphic structure).

Proposition 1.55 shows that a holomorphic structure on a manifold 𝑀 deter-
mines an almost complex structure on 𝑀 (that is, a complex structure on 𝑇 𝑀).
The question naturally arises whether the reverse is true: Given an almost complex
structure 𝐽 on a smooth manifold 𝑀 , is there a holomorphic structure for which
𝐽 is the canonical almost complex structure as described in Proposition 1.55? In
general, the answer is no, because there is a nontrivial necessary condition, as a
consequence of the next proposition.
Proposition 1.59. Suppose 𝑀 is a complex manifold and 𝑉 , 𝑊 ∈ Γ(𝑇 ′𝑀). Then
[𝑉 , 𝑊 ] ∈ Γ(𝑇 ′𝑀).

Proof. In local holomorphic coordinates, we can write

𝑉 = 𝑉 𝑗 𝜕
𝜕𝑧𝑗 , 𝑊 = 𝑊 𝑘 𝜕

𝜕𝑧𝑘 ,
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and therefore,

[𝑉 , 𝑊 ] = 𝑉 𝑗
(

𝜕𝑊 𝑘

𝜕𝑧𝑗 )
𝜕

𝜕𝑧𝑘 − 𝑊 𝑘
(

𝜕𝑉 𝑗

𝜕𝑧𝑘 )
𝜕

𝜕𝑧𝑗 .

This last expression takes its values in 𝑇 ′𝑀 . □

For almost complex structures, it makes sense to ask if the same result holds,
by virtue of the following lemma.

Lemma 1.60. Suppose 𝑀 is a smooth 2𝑛-manifold endowed with an almost com-
plex structure 𝐽 . Then there are smooth rank-𝑛 complex subbundles 𝑇 ′𝑀, 𝑇 ″𝑀 ⊆
𝑇ℂ𝑀 whose fibers are the 𝑖-eigenspaces and (−𝑖)-eigenspaces of 𝐽 , respectively,
such that 𝑇ℂ𝑀 = 𝑇 ′𝑀 ⊕ 𝑇 ″𝑀 .

► Exercise 1.61. Prove this lemma.

An almost complex structure on a smooth manifold 𝑀 is said to be integrable if
whenever 𝑉 , 𝑊 are smooth sections of 𝑇 ′𝑀 , then [𝑉 , 𝑊 ] is also a section of 𝑇 ′𝑀 .
Every almost complex structure on a 2-dimensional real manifold is integrable (see
Problem 1-8), but in higher dimensions integrability is a nontrivial condition, as
Problems 1-11 and 1-13 illustrate.

The integrability condition looks formally similar to the condition of involu-
tivity for a distribution (subbundle of the tangent bundle) on a smooth manifold,
which is a necessary and sufficient condition for the distribution to be tangent to a
foliation (see [LeeSM, Chap. 19]). But there is no foliation associated with 𝑇 ′𝑀
because it is not a subbundle of the (real) tangent bundle of 𝑀 .

The following corollary is an immediate consequence of Proposition 1.59.

Corollary 1.62. If 𝐽 is an almost complex structure on a smooth manifold, a neces-
sary condition for 𝐽 to be the canonical almost complex structure associated with
a holomorphic structure is that 𝐽 be integrable. □

The following important converse was proved in 1957 by August Newlander
and Louis Nirenberg, showing that integrability is also sufficient.

Theorem 1.63 (Newlander–Nirenberg). If an almost complex structure on a
smooth manifold is integrable, then it arises from a holomorphic structure.

We will neither prove nor use this theorem (except in Example 1.64 and Prob-
lem 7-10 below, which are not essential to our main story). There are several known
proofs, all based on deep results from the theory of partial differential equations.
Two different proofs can be found in [Nir73] and [Hör90].

Not every smooth manifold admits an almost complex structure. Two simple
requirements are that the manifold must be even-dimensional (Cor. 1.53) and ori-
entable (Problem 1-9). In two real dimensions, these conditions are sufficient, as
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Example 1.64 below will show. But in higher dimensions, there are other topo-
logical obstructions that are not so easily described. Two spheres that admit almost
complex structures are 𝕊2 (by Example 1.64 below) and 𝕊6 (by Problem 1-13). The
structure on 𝕊2 is integrable, and turns it into a complex manifold biholomorphic to
ℂℙ1 (see Problem 2-4). The known structure on 𝕊6 is not integrable, and it is not
known whether 𝕊6 carries a holomorphic structure. It was proved by Armand Borel
and Jean-Pierre Serre in 1953 [BS53] that 𝕊2 and 𝕊6 are the only spheres that carry
almost complex structures; so no other spheres can be made into complex mani-
folds. A modern proof of this fact can be found in [May99, p. 208]. Since our main
concern is to study complex manifolds, which already come equipped with canon-
ical almost complex structures, we do not pursue the general question of existence
of almost complex structures any further.

Example 1.64 (Holomorphic Structures on 2-Manifolds). Suppose 𝑀 is an ori-
entable real 2-manifold. We can always endow 𝑀 with a Riemannian metric and
an orientation. With that data, we can define an almost complex structure on 𝑀 by
letting 𝐽 be “counterclockwise rotation by 90∘.” More precisely, for each nonzero
𝑣 ∈ 𝑇𝑝𝑀 , we let 𝐽𝑣 be the unique vector 𝑤 such that ⟨𝑣, 𝑤⟩ = 0, |𝑤| = |𝑣|, and
(𝑣, 𝑤) is an oriented basis for 𝑇𝑝𝑀 . If (𝑏1, 𝑏2) is any smooth oriented orthonor-
mal local frame, then we have 𝐽𝑏1 = 𝑏2 and 𝐽𝑏2 = −𝑏1, which shows that 𝐽 is
smooth. This almost complex structure is integrable by the result of Problem 1-
8, so it arises from a holomorphic structure by the Newlander–Nirenberg theorem.
Thus every orientable smooth real 2-manifold can be given a holomorphic struc-
ture. A real 2-manifold endowed with a particular holomorphic structure is called
a Riemann surface. Be careful about the terminology: a Riemann surface is a
complex curve (1-dimensional complex manifold), while a complex surface is a 2-
dimensional complex manifold. (It is possible for the same real 2-manifold to have
different holomorphic structures that are not biholomorphic to each other, however;
see Problem 1-4.) //

Problems
1-1. With 𝐺 ⊆ GL(3, ℂ) as in Example 1.20, let Γ ⊆ 𝐺 be the subgroup con-

sisting of matrices whose entries are Gaussian integers. Prove that Γ is
cocompact by showing that every coset in 𝐺/Γ has at least one represen-
tative lying in the unit cube [0, 1]6 ⊆ ℂ3.

1-2. Suppose 𝑈 ⊆ ℂ𝑛 is open and 𝑓 ∶ 𝑈 → ℂ is a holomorphic function
that is nonzero on 𝑈 ∖ 𝑆, where 𝑆 ⊆ ℂ𝑛 is a complex-linear subspace of
codimension at least 2. Show that 𝑓 is nonzero everywhere in 𝑈 .

1-3. Prove that every 1-dimensional Hopf manifold is biholomorphic to a com-
plex torus ℂ/Λ, and determine an explicit lattice Λ.
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1-4. For any two vectors 𝑣, 𝑤 ∈ ℂ that are linearly independent over ℝ, let
𝑇𝑣,𝑤 = ℂ/Λ(𝑣, 𝑤) denote the 1-dimensional complex torus obtained as a
quotient of ℂ by the lattice Λ(𝑣, 𝑤) generated by 𝑣 and 𝑤.
(a) For any such 𝑣, 𝑤, show that there exists 𝜏 ∈ ℂ with Im 𝜏 > 0 such

that 𝑇𝑣,𝑤 is biholomorphic to 𝑇1,𝜏 .
(b) Let SL(2, ℤ) denote the group of integer matrices with determinant

1. Suppose 𝜏, 𝜏′ ∈ ℂ satisfy Im 𝜏 > 0 and Im 𝜏′ > 0. Show that 𝑇1,𝜏
is biholomorphic to 𝑇1,𝜏′ if and only if there exists ( 𝑎 𝑏

𝑐 𝑑 ) ∈ SL(2, ℤ)
such that 𝜏′ = (𝑎𝜏 + 𝑏)/(𝑐𝜏 + 𝑑). [Hint: Show that any biholomor-
phism 𝑇1,𝜏 → 𝑇1,𝜏′ lifts to an automorphism of ℂ.]

1-5. Show that the Lie group U(𝑛) acts continuously and transitively on the
Grassmannian G𝑘(ℂ𝑛) by 𝐴 ⋅ 𝑆 = 𝐴(𝑆) for 𝐴 ∈ U(𝑛) and 𝑆 ⊆ ℂ𝑛 a
subspace of dimension 𝑘. Use this to show that G𝑘(ℂ𝑛) is compact for
every 𝑘 and 𝑛.

1-6. Suppose 𝐸 → 𝑀 is a complex vector bundle. Show that there exists a
conjugation operator, that is, a conjugate-linear bundle homomorphism
𝑐 ∶ 𝐸 → 𝐸 satisfying 𝑐 ∘ 𝑐 = Id, if and only if 𝐸 is isomorphic (over ℂ)
to the complexification of a real bundle.

1-7. Prove Proposition 1.58 (𝑇𝐽 𝑀 is a smooth complex vector bundle isomor-
phic to 𝑇 ′𝑀).

1-8. Prove that every almost complex structure on a real 2-manifold is inte-
grable.

1-9. Suppose 𝑀 is a smoothmanifold that admits an almost complex structure.
Prove that 𝑀 is orientable.

1-10. Let 𝑀 be a smooth manifold and 𝐽 be an almost complex structure on 𝑀 .
Define a map 𝑁 ∶ Γ(𝑇 𝑀) × Γ(𝑇 𝑀) → Γ(𝑇 𝑀) by

𝑁(𝑋, 𝑌 ) = [𝐽𝑋, 𝐽𝑌 ] − [𝑋, 𝑌 ] − 𝐽[𝑋, 𝐽𝑌 ] − 𝐽[𝐽𝑋, 𝑌 ].

(a) Show that 𝑁 is bilinear over 𝐶∞(𝑀), and therefore defines a (1, 2)-
tensor field on 𝑀 , called the Nijenhuis tensor of 𝑱 .

(b) Show that 𝐽 is integrable if and only if 𝑁 ≡ 0. [Hint: Extend 𝑁 to
act on complex vector fields, and take 𝑋 and 𝑌 to be smooth sections
of 𝑇 ′𝑀 or 𝑇 ″𝑀 .]

1-11. For 𝑛 ≥ 2, define an almost complex structure on ℂ𝑛 as follows:

𝐽 𝜕
𝜕𝑥1 = (1 + (𝑥2)2) 𝜕

𝜕𝑦1 , 𝐽 𝜕
𝜕𝑦1 = − 1

(1 + (𝑥2)2)
𝜕

𝜕𝑥1 ,

𝐽 𝜕
𝜕𝑥𝑘 = 𝜕

𝜕𝑦𝑘 , 𝐽 𝜕
𝜕𝑦𝑘 = − 𝜕

𝜕𝑥𝑘 , 𝑘 = 2, … , 𝑛.

Show that 𝐽 is not integrable.
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1-12. Let 𝑀 be a 2𝑛-dimensional smooth manifold. Suppose 𝜁 is a smooth
closed complex 𝑛-form on 𝑀 that is locally decomposable (i.e., can lo-
cally be written as a wedge product of complex 1-forms), and satisfies
𝜁 ∧ 𝜁 ≠ 0 everywhere on 𝑀 . Show that there is a unique integrable al-
most complex structure on 𝑀 for which 𝑇 ′𝑀 = {𝑣 ∈ 𝑇ℂ𝑀 ∶ 𝑣 ⅃ 𝜁 = 0}
(where ⅃ denotes interior multiplication with a vector field, defined by
(𝑣 ⅃ 𝜁)(… ) = 𝜁(𝑣, … ); see [LeeSM, p. 358]).

1-13. AN ALMOST COMPLEX STRUCTURE ON 𝕊6: Let 𝕆 denote the algebra of oc-
tonions, which is an 8-dimensional nonassociative algebra over ℝ defined
as follows. Start with the quaternions, the 4-dimensional associative al-
gebra ℍ over ℝ with basis (𝟙, 𝕚, 𝕛, 𝕜) and bilinear multiplication defined
by

𝕚2 = 𝕛2 = 𝕜2 = −𝟙, 𝟙𝑞 = 𝑞𝟙 = 𝑞 for all 𝑞 ∈ ℍ,
𝕚𝕛 = −𝕛𝕚 = 𝕜, 𝕛𝕜 = −𝕜𝕛 = 𝕚, 𝕜𝕚 = −𝕚𝕜 = 𝕛.

Then define 𝕆 = ℍ × ℍ, with the bilinear product defined by

(𝑝, 𝑞)(𝑟, 𝑠) = (𝑝𝑟 − 𝑠𝑞∗, 𝑝∗𝑠 + 𝑟𝑞),

where the conjugate of a quaternion is

(𝑤𝟙 + 𝑥𝕚 + 𝑦𝕛 + 𝑧𝕜)∗ = 𝑤𝟙 − 𝑥𝕚 − 𝑦𝕛 − 𝑧𝕜.

Define the conjugate of an octonion 𝑃 = (𝑝, 𝑞) by 𝑃 ∗ = (𝑝∗, −𝑞). Let
ℝ = {𝑃 ∈ 𝕆 ∶ 𝑃 ∗ = 𝑃 } denote the set of real octonions, identified with
the real numbers in the natural way, and 𝔼 = {𝑃 ∈ 𝕆 ∶ 𝑃 ∗ = −𝑃 } the
set of imaginary octonions. Define an inner product on 𝕆 by ⟨𝑃 , 𝑄⟩ =
1
2 (𝑃 ∗𝑄+𝑄∗𝑃 ) ∈ ℝ. Let 𝕊 = {𝑃 ∈ 𝔼 ∶ |𝑃 | = 1} be the unit sphere in 𝔼,
and for each 𝑃 ∈ 𝕊, define a map 𝐽𝑃 ∶ 𝑇𝑃 𝕊 → 𝕆 by 𝐽𝑃 (𝑄) = 𝑄𝑃 , where
we identify 𝑇𝑃 𝕊 with the real-linear subspace 𝑃 ⟂ ∩ 𝔼 ⊆ 𝕆. Although the
multiplication in 𝕆 is not associative, it is the case that (𝑃 𝑄)∗ = 𝑄∗𝑃 ∗

and (𝑃 𝑄)𝑃 = 𝑃 (𝑄𝑃 ) for all 𝑃 , 𝑄 ∈ 𝕆, and you may use these facts
without proof. (See also Problem 8-7 in [LeeSM].)
(a) Show that 𝐽𝑃 maps 𝑇𝑃 𝕊 to itself, and defines an almost complex

structure on 𝕊.
(b) Show that this almost complex structure is not integrable.
[Remark: It is still unknown whether 𝕊6 admits an integrable almost com-
plex structure. Many well-known and respected mathematicians have
written papers purporting to answer this question one way or the other,
but all the proofs have been found to be wrong or incomplete.]
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1-14. Let (𝑀, 𝑔) and (𝑁, ℎ) be Riemannian manifolds of the same dimension.
A smooth map 𝐹 ∶ 𝑀 → 𝑁 is said to be conformal if 𝐹 ∗ℎ = 𝜆𝑔 for
some smooth, positive function 𝜆 on 𝑀 .
(a) Suppose (𝑀, 𝑔) and (𝑁, ℎ) are oriented Riemannian 2-manifolds,

and give 𝑀 and 𝑁 the holomorphic structures described in Exam-
ple 1.64. Suppose 𝐹 ∶ 𝑀 → 𝑁 is a local diffeomorphism. Show
that 𝐹 is holomorphic if and only if it is conformal and orientation-
preserving.

(b) Give examples of diffeomorphisms 𝐹 , 𝐺 ∶ ℂ2 → ℂ2 such that 𝐹 is
holomorphic but not conformal, and 𝐺 is conformal and orientation-
preserving but not holomorphic.


