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#### Abstract

The notion of $D B$ index, a measure of how far a singularity of a pair is from being Du Bois, is introduced and used to generalize vanishing theorems of [Ste85], [GKKP11], and [Kov11] with simpler and more natural proofs than the originals. An argument used in one of these proofs also yields an additional theorem connecting various push forwards that lie outside of the range of the validity of the above vanishing theorems.


## 1. Introduction

The importance of rational singularities has been demonstrated for decades through various applications. Log terminal singularities (of all stripes) are rational and this single fact has far reaching consequences in the minimal model program. Unfortunately, not all singularities that appear in the minimal model program are rational. In particular, the class of $\log$ canonical singularities which emerges as the most important class in many applications, for instance in moduli theory, is not necessarily rational.

The class of Du Bois singularities is an enlargement of the class of rational singularities. Even though this notion was introduced several decades ago [Ste83], it has remained relatively obscure for a long time. It was recently proved that log canonical singularities are Du Bois [KK10] and this fact has started a flurry of activities and Du Bois singularities are becoming central in the minimal model program and related areas.

An important application of Du Bois singularities appeared in [GKKP11] and in some other articles that grew out of it [Dru13, Gra13]. The way Du Bois singularities were used in these articles is through a vanishing theorem that can be considered a generalization of a vanishing theorem due to Steenbrink [Ste85].

[^0]The notion of Du Bois singularities was recently extended for pairs in [Kov11] and the purpose of the present article is to extend the vanishing theorem used in [GKKP11] to Du Bois pairs. In particular, the following is proved.
Theorem 1.1. Let $X$ be a normal variety and $\pi: Y \rightarrow X$ a resolution of singularities. Let $\Sigma \subseteq X$ be a subvariety and set $E=\operatorname{Exc}(\pi)$ and $\Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$. Assume that $(X, \Sigma)$ is a Du Bois pair and that $\Gamma$ is an snc divisor. Then for all $p$,

$$
\mathcal{R}^{\operatorname{dim} X-1} \pi_{*}\left(\Omega_{Y}^{p}(\log \Gamma)(-\Gamma)\right)=0 .
$$

In fact, a stronger version will be proved in Corollary 5.3, but stating the stronger form requires some preparation, done in $\$ 4$ Theorem 1.1 is a generalization of [GKKP11, Thm. 14.1]. As noted in [GKKP11] it follows from Steenbrink's vanishing theorem [Ste85, Thm. 2(b)] in the cases $p>1$. In $\$ 3$ a generalization, Theorem 3.1, of Steenbrink's vanishing is proved after reviewing the definition and basic properties of the DeligneDu Bois complex in §2, Arguably the proof presented here is much simpler than Steenbrink's original proof and perhaps more importantly, at least in the opinion of the author, more natural and makes it more clear why the statement is true. The same is true for the $p=1$ case of Theorem 1.1 which is proved in $\$ 5$, The final section, $\S 6$, contains a theorem that could be considered a byproduct of the proof in $\$ 5$,
Definitions and Notation 1.2. Unless otherwise stated, all objects are assumed to be defined over $\mathbb{C}$, all schemes are assumed to be of finite type over $\mathbb{C}$ and a morphism means a morphism between schemes of finite type over $\mathbb{C}$.

If $\phi: Y \rightarrow Z$ is a birational morphism, then $\operatorname{Exc}(\phi)$ will denote the exceptional set of $\phi$. For a closed subscheme $W \subseteq X$, the ideal sheaf of $W$ is denoted by $\mathscr{I}_{W \subseteq X}$ or if no confusion is likely, then simply by $\mathscr{I}_{W}$. For a point $x \in X, \kappa(x)$ denotes the residue field of $\mathscr{O}_{X, x}$.

The right derived functor of an additive functor $F$, if it exists, is denoted by $\mathcal{R} F$ and $\mathcal{R}^{i} F$ is short for $h^{i} \circ \mathcal{R} F$, where $h^{i}$ is the $i^{\text {th }}$ cohomology sheaf of a complex.
Acknowledgment. The author is grateful to Daniel Greb and Stefan Kebekus for useful discussions that helped clarifying the author's thoughts about the topics studied in this article and to the referee for the repeated efforts in finding several typos in Chapter 6.

## 2. The Deligne-Du Bois complex

The Deligne-Du Bois complex is a generalization of the de Rham complex to singular varieties. It is a complex of sheaves on $X$ that is quasiisomorphic to the constant sheaf $\mathbb{C}_{X}$. The terms of this complex are harder to describe but its properties, especially cohomological properties are very similar to the de Rham complex of smooth varieties. In fact, for a smooth variety the Deligne-Du Bois complex is quasi-isomorphic to the de Rham complex, so it is indeed a direct generalization.

The original construction of this complex, $\underline{\Omega}_{X}^{*}$, is based on simplicial resolutions. The reader interested in the details is referred to the original article [(DB81]. Note also that a simplified construction was later obtained in [Car85] and [GNPP88] via the general theory of polyhedral and cubic resolutions. An easily accessible introduction can be found in [Ste85]. Other useful references are the recent book [PS08] and the survey [KS09]. We will actually not use these resolutions here. They are needed for the construction, but if one is willing to believe the listed properties (which follow in a rather straightforward way from the construction) then one should be able follow the material presented here. The interested reader should note that recently Schwede found a simpler alternative construction of (part of) the Deligne-Du Bois complex that does not need a simplicial resolution [Sch07]. For applications of the Deligne-Du Bois complex and Du Bois singularities other than the ones listed here see [Ste83], [Kol95, Chapter 12], [Kov99, Kov00, KSS10, KK10].

As mentioned in the introduction, the Deligne-Du Bois theory was recently extended for pairs in [Kov11]. In particular, we will be using the Deligne-Du Bois complex of a pair. I will not repeat the construction or all the basic properties of this complex. The interested reader may consult the original article [Kov11] or the more recent and more detailed account in Kol13, §6]. In particular, the most important properties of the DeligneDu Bois complex of a pair are listed in [Kol13, Theorem 6.5]. I will only recall the ones that are used here.
DEFINITION 2.1. A reduced pair consists of $X$ a reduced scheme of finite type over $\mathbb{C}$ and $\Sigma \subseteq X$ a reduced closed subscheme of $X$. The DeligneDu Bois complex of the reduced pair $(X, \Sigma)$ is denoted by $\underline{\Omega}_{X, \Sigma}^{*}$. If $\Sigma=\emptyset$, then this reduces to the Deligne-Du Bois complex of $X$ and will be denoted by $\underline{\Omega}_{X}^{*}$.

The shifted associated graded quotients of $\underline{\Omega}_{X, \Sigma}^{*}$ are denoted and defined by the following formula:

$$
\underline{\Omega}_{X, \Sigma}^{p}:=G r_{\text {filt }}^{p} \underline{\Omega}_{X}^{\cdot}[p] .
$$

Basic Properties 2.2. The Deligne-Du Bois complex is a resolution of the sheaf $j!\mathbb{C}_{X \backslash \Sigma}$, the constant sheaf $\mathbb{C}$ on $X \backslash \Sigma$ extended by 0 to the entire $X$ [Kov11, Thm. 4.1], [Kol13, Thm. 6.5(1)]:

$$
\begin{equation*}
j_{!} \mathbb{C}_{X \backslash \Sigma} \simeq_{\mathrm{qis}} \underline{\Omega}_{X, \Sigma}^{*} \tag{2.2.1}
\end{equation*}
$$

Here, of course, $j: X \backslash \Sigma \hookrightarrow X$ is the natural inclusion map.
If $X$ is smooth and $\Sigma$ is an snc divisor on $X$, then the shifted associated graded quotients have only one non-zero cohomology sheaf, $h^{0}$, and that one is given by logarithmic differentials vanishing along $\Sigma$ [Kov11, (3.10)], [Kol13, Thm. 6.5(3)], that is, if $(X, \Sigma)$ is an snc pair, then

$$
\begin{equation*}
\underline{\Omega}_{X, \Sigma}^{p} \simeq_{\text {qis }} \Omega_{X}^{p}(\log \Sigma)(-\Sigma) \simeq \Omega_{X}^{p}(\log \Sigma) \otimes \mathscr{I}_{\Sigma \subseteq X} \tag{2.2.2}
\end{equation*}
$$

The following two distinguished triangles will be important in the sequel.
The first one connects the Deligne-Du Bois complex of a pair to that of the members of the pair. See [Kov11] or [Kol13, Thm. 6.5(7)]: For any $p \in \mathbb{N}$ there exists a distinguished triangle,

$$
\begin{equation*}
\underline{\Omega}_{X, \Sigma}^{p} \longrightarrow \underline{\Omega}_{X}^{p} \longrightarrow \underline{\Omega}_{\Sigma}^{p} \xrightarrow{+1} . \tag{2.2.3}
\end{equation*}
$$

The second one relates the Deligne-Du Bois complexes of pairs connected via a birational morphism. See [DB81] or [Kol13, Thm. 6.5(10)]: Let $\pi: Y \rightarrow X$ be a projective morphism and $\Sigma \subseteq X$ a reduced closed subscheme such that $\pi$ is an isomorphism over $X \backslash \Sigma$. Set $\Gamma=\left(\pi^{-1} \Sigma\right)_{\text {red }}$. Then for any $p \in \mathbb{N}$ there exists a distinguished triangle,

$$
\begin{equation*}
\underline{\Omega}_{X}^{p} \longrightarrow \underline{\Omega}_{\Sigma}^{p} \oplus \mathcal{R} \pi_{*} \underline{\Omega}_{Y}^{p} \longrightarrow \mathcal{R} \pi_{*} \underline{\Omega}_{\Gamma}^{p} \xrightarrow{+1} . \tag{2.2.4}
\end{equation*}
$$

One more property of the Deligne-Du Bois complex will be very useful. This may be considered a Grauert-Riemenschneider-type vanishing theorem in this setting. See [GNPP88, V.6.2]: For any $X$ a reduced scheme of finite type over $\mathbb{C}$,

$$
\begin{equation*}
h^{q}\left(\underline{\Omega}_{X}^{p}\right)=0, \text { for } p+q>\operatorname{dim} X \tag{2.2.5}
\end{equation*}
$$

## 3. Generalized Steenbrink vanishing

The following theorem extends Steenbrink's vanishing theorem to a more general situation.
Theorem 3.1. Let $\pi: Y \rightarrow X$ be a projective morphism of reduced schemes of finite type over $\mathbb{C}$ and $\Sigma \subseteq X$ a reduced closed subscheme such that $\pi$ is an isomorphism over $X \backslash \Sigma$. Assume that $\Sigma$ does not contain any irreducible components of $X$. Set $\Gamma=\left(\pi^{-1} \Sigma\right)_{\text {red. }}$. Then for any $x \in X$,

$$
\left(\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{p}\right)_{x}=0, \text { for } p+q>\operatorname{dim}_{x} X .
$$

## In particular,

$$
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{p}=0, \text { for } p+q>\operatorname{dim} X .
$$

Proof. Let $x \in X$ and $n:=\operatorname{dim}_{x} X$. The statement is local on $X$, so we may restrict to a neighborhood of $x$ and assume that $\operatorname{dim} X=\operatorname{dim}_{x} X$.

Consider the long exact sequence of cohomology sheaves induced by the distinguished triangle (2.2.4):

$$
\cdots \rightarrow h^{q}\left(\underline{\Omega}_{X}^{p}\right) \rightarrow h^{q}\left(\underline{\Omega}_{\Sigma}^{p}\right) \oplus \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{p} \rightarrow h^{q+1}\left(\underline{\Omega}_{X}^{p}\right) \rightarrow \cdots .
$$

By (2.2.5) the morphism

$$
\begin{equation*}
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{p} \tag{3.1.1}
\end{equation*}
$$

is an isomorphism for $p+q>n$ and a surjection for $p+q=n$. Notice that this is the place where we use the assumption that $\Sigma$ does not contain any irreducible components of $X$ : Indeed that implies that then $\operatorname{dim}_{x} \Sigma<n$ and hence for $p+q=n$, we still have that $h^{q}\left(\underline{\Omega}_{\Sigma}^{p}\right)=0$. Without this we could only conclude that $h^{q}\left(\underline{\Omega}_{\Sigma}^{p}\right) \oplus \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{p}$ is surjective, but this is not sufficient in the next step.

Next consider the long exact sequence induced by applying the functor $\mathcal{R} \pi_{*}$ to the distinguished triangle from (2.2.3) on $Y$ :
$\cdots \rightarrow \mathcal{R}^{q-1} \pi_{*} \underline{\Omega}_{Y}^{p} \rightarrow \mathcal{R}^{q-1} \pi_{*} \underline{\Omega}_{\Gamma}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{p} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{p} \rightarrow \cdots$.
Now the desired statement follows from (3.1.1).
This way we obtained a very simple proof of Steenbrink's vanishing theorem:
Theorem 3.2. [Ste85, Thm. 2(b)] Let $X$ be a complex variety, $\Sigma \subseteq X$ such that $X \backslash \Sigma$ is smooth and $\pi: Y \rightarrow X$ a proper birational morphism such that $Y$ is smooth, $E=\pi^{-1} \Sigma$ is an snc divisor on $Y$ and $\pi$ induces an isomorphism between $Y \backslash E$ and $X \backslash \Sigma$. Then

$$
\mathcal{R}^{q} \pi_{*} \Omega_{Y}^{p}(\log E)(-E)=0, \text { for } p+q>\operatorname{dim} X .
$$

Proof. By (2.2.2) this is a direct consequence of (3.1).

## 4. DB Index and more vanishing

First we will extend the notion of Du Bois pairs as follows.
Definition 4.1. Let $(X, \Sigma)$ be a reduced pair and $x \in X$ a point. The local $D B$ index of $(X, \Sigma)$ at $x, d b_{x}(X, \Sigma)$, is the smallest natural number above which the cohomology sheaves of the $0^{\text {th }}$ shifted associated graded complex of the Deligne-Du Bois complex of $(X, \Sigma)$ vanish at $x$. In other words,

$$
d b_{x}(X, \Sigma)=\min \left\{q \in \mathbb{N} \mid h^{i}\left(\underline{\Omega}_{X, \Sigma}^{0}\right)_{x}=0 \text { for } i>q\right\} .
$$

Notice that $d b_{x}(X \Sigma)$ is an upper semicontinuos function of $x$.
The $D B$ index of $(X, \Sigma)$ is the maximum of the local DB indices of $(X, \Sigma)$ at $x$ for all $x \in X$, that is,

$$
d \mathfrak{b}(X, \Sigma)=\max \left\{d \mathfrak{b}_{x}(X, \Sigma) \mid x \in X\right\} .
$$

Observe that if $(X, \Sigma)$ is a Du Bois pair, then $d \bar{b}(X, \Sigma)=0$, but the converse is not true. For instance, any reduced curve $C$ has $d \zeta(C, \emptyset)=0$, but $C$ is Du Bois if and only if it is seminormal.
Claim 4.2. (cf. Kol13, 6.7]) Let $(X, \Sigma)$ be a reduced pair and $x \in X$ a point. If $\Sigma$ does not contain any irreducible component of $X$, then

$$
d b_{x}(X, \Sigma) \leq \operatorname{dim}_{x} X-1 .
$$

Proof. Consider the long exact sequence of cohomology sheaves induced by the distinguished triangle (2.2.3):

$$
\begin{equation*}
h^{q-1}\left(\underline{\Omega}_{\Sigma}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{X, \Sigma}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{X}^{0}\right) \tag{4.2.1}
\end{equation*}
$$

The assumption implies that $\operatorname{dim}_{x} \Sigma<\operatorname{dim}_{x} X$ and then the fact (cf. [Kol13, 6.6]) that $h^{q}\left(\underline{\Omega}_{X}^{0}\right)=0$ for all $q \geq \operatorname{dim} X$ imply that the left and right hand side of (4.2.1) are zero for $q \geq \operatorname{dim}_{x} X$ and hence so is the middle.

Using the DB index we generalize the vanishing theorem [Kov11, 6.1].
Theorem 4.3. Let $\pi: Y \rightarrow X$ be a projective birational morphism of reduced schemes of finite type over $\mathbb{C}$ and $\Sigma \subseteq X$ a reduced closed subscheme such that $\Sigma$ does not contain any irreducible components of $X$. Set $E=\operatorname{Exc}(\pi), \Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$, and $Z=\overline{\pi(E) \backslash \Sigma} \subseteq X$. Then for any $x \in X$,

$$
\left(\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{0}\right)_{x}=0, \text { for } q>\max \left\{d b_{x}(X, \Sigma), d b_{x}(Z, Z \cap \Sigma)+1\right\} .
$$

## In particular,

$$
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{0}=0, \text { for } q>\max \{d \sigma(X, \Sigma), d \sigma(Z, Z \cap \Sigma)+1\} .
$$

Proof. Let $x \in X$. The statement is local on $X$ and $d b_{x}$ is upper semicontinuous as a function of $x$, so we may restrict to a neighborhood of $x$ and assume that $d \mathfrak{b}(X, \Sigma)=d b_{x}(X, \Sigma)$ and $d \mathfrak{b}(Z, Z \cap \Sigma)=d \mathfrak{b}_{x}(Z, Z \cap \Sigma)$.

Using the long exact sequence of cohomology sheaves associated to the distinguished triangle of (2.2.3) shows that the morphism

$$
\begin{equation*}
\alpha^{q}: h^{q}\left(\underline{\Omega}_{X}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{\Sigma}^{0}\right) \tag{4.3.1}
\end{equation*}
$$

is an isomorphism for $q>d \bar{b}(X, \Sigma)$. and a surjection for $q=d 反(X, \Sigma)$.
Next let $\widetilde{\Sigma}=Z \cup \Sigma$. Then [Kov11, 3.19] implies that for any $x \in X$

$$
d \mathfrak{b}_{x}(\widetilde{\Sigma}, \Sigma)=d \mathfrak{b}_{x}(Z, Z \cap \Sigma)
$$

and hence that $h^{q}\left(\underline{\Omega}_{\tilde{\Sigma}, \Sigma}^{0}\right)=0$ for $q>d \mathscr{G}(Z, Z \cap \Sigma)$. The same way as above this implies that the morphism

$$
\begin{equation*}
\beta^{q}: h^{q}\left(\underline{\Omega}_{\widetilde{\Sigma}}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{\Sigma}^{0}\right) \tag{4.3.2}
\end{equation*}
$$

is an isomorphism for $q>d 反(Z, Z \cap \Sigma)$.
Now observe that the natural morphism $\underline{\Omega}_{X}^{0} \rightarrow \underline{\Omega}_{\Sigma}^{0}$ factors through $\underline{\Omega}_{\tilde{\Sigma}}^{0}$ and hence $\alpha^{q}=\beta^{q} \circ \gamma^{q}$ where $\gamma^{q}: h^{q}\left(\underline{\Omega}_{X}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{\tilde{\Sigma}}^{0}\right)$ is the natural morphism corresponding to the embedding $\widetilde{\Sigma} \subseteq X$. It follows from (4.3.1) and (4.3.2) that

$$
\begin{align*}
& \gamma^{q} \text { is an isomorphism for } q>\max \{d \mathfrak{b}(X, \Sigma), d \mathfrak{b}(Z, Z \cap \Sigma)\},  \tag{4.3.3}\\
& \quad \text { and a surjection for } q>\max \{d \mathfrak{d}(X, \Sigma)-1, d \bar{d}(Z, Z \cap \Sigma)\} .
\end{align*}
$$

Next consider the long exact sequence of cohomology sheaves induced by the distinguished triangle of (2.2.4) for the pairs $(X, \Sigma)$ and $(Y, \Gamma)$ :
$\cdots \rightarrow h^{q}\left(\underline{\Omega}_{X}^{0}\right) \rightarrow h^{q}\left(\underline{\Omega}_{\widetilde{\Sigma}}^{0}\right) \oplus \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{0} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{0} \rightarrow h^{q+1}\left(\underline{\Omega}_{X}^{0}\right) \rightarrow \cdots$.
By (4.3.3) it follows that the natural morphism

$$
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y}^{0} \rightarrow \mathcal{R}^{q} \pi_{*} \underline{\Omega}_{\Gamma}^{0}
$$

is
an isomorphism for $q>\max \{d \bar{b}(X, \Sigma), d \bar{b}(Z, Z \cap \Sigma)\}$, and a surjection for $q>\max \{d \mathfrak{d}(X, \Sigma)-1, d \mathfrak{d}(Z, Z \cap \Sigma)\}$

As before, using the long exact sequence induced by (2.2.3) we obtain that

$$
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{0}=0 \text { for } q>\max \{d \bar{d}(X, \Sigma), d b(Z, Z \cap \Sigma)+1\} .
$$

This theorem has several interesting consequences.
Corollary 4.4. Let $X$ be an irreducible variety and $\pi: Y \rightarrow X$ a projective birational morphism. Let $\Sigma \subseteq X$ be a subvariety and set $E=\operatorname{Exc}(\pi)$, $Z=\overline{\pi(E) \backslash \Sigma}$, and $\Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$. Then

$$
\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{0}=0, \text { for } q>\max (d \sigma(X, \Sigma), \operatorname{dim} Z)
$$

Proof. By the definition of $Z, \Sigma$ cannot contain any irreducible component of $Z$ and hence (4.2) implies that $d \bar{d}(Z, Z \cap \Sigma) \leq \operatorname{dim} Z-1$. Therefore the statement follows from (4.3).

Finally we obtain a Steenbrink-type theorem for $p=0$ with some assumption on the singularities of the pair $(X, \Sigma)$.

Corollary 4.5. Let $X$ be an irreducible variety and $\pi: Y \rightarrow X$ a resolution of singularities. Let $\Sigma \subseteq X$ be a subvariety and set $E=\operatorname{Exc}(\pi)$, $Z=\overline{\pi(E) \backslash \Sigma}$, and $\Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red. }}$. Assume that $d \bar{b}(X, \Sigma) \leq \operatorname{dim} Z$ and that $\Gamma$ is an snc divisor. Then

$$
\begin{equation*}
\mathcal{R}^{q} \pi_{*} \mathscr{I}_{\Gamma \subseteq Y}=0, \text { for } q>\operatorname{dim} Z . \tag{4.5.1}
\end{equation*}
$$

In particular, if $X$ is normal of dimension $n \geq 2$, then

$$
\begin{equation*}
\mathcal{R}^{n-1} \pi_{*} \mathscr{I}_{\Gamma \subseteq Y}=0 \tag{4.5.2}
\end{equation*}
$$

Proof. Follows from (2.2.2) and (4.4).
Remark 4.6. Note that for (4.5.2) one only needs that $d \mathfrak{d}(X, \Sigma) \leq n-2$. This should be considered a mild assumption given that $d \mathfrak{d}(X, \Sigma) \leq n-1$ always holds.

## 5. VANISHING FOR $p=1$

Notice that the assumption $p+q>\operatorname{dim} X$ in Steenbrink's theorem (3.2), as well as its generalization (3.1) means that these theorems are vacuous in the cases $p \leq 1$, since $\mathbb{R}^{q} \pi_{*}=0$ for $q \geq \operatorname{dim} X$ anyway.

We obtained an extension of this theorem under additional conditions for the case $p=0$ in 4.3. It turns out that by a simple argument one may extend this vanishing also for the case $p=1$ and $q=n-1$.

First we need the following:
Lemma 5.1 (Topological vanishing). GKKP11, Lemma 14.4]
Let $\pi: Y \rightarrow X$ be a projective morphism of reduced schemes of finite type over $\mathbb{C}$ and $\Sigma \subseteq X$ a reduced closed subscheme such that $\pi$ is an isomorphism over $X \backslash \Sigma$. Set $\Gamma=\left(\pi^{-1} \Sigma\right)_{\text {red }}, j: Y \backslash \Gamma \hookrightarrow Y$ the inclusion map, and $j!\mathbb{C}_{Y \backslash \Gamma}$ the constant sheaf $\mathbb{C}$ on $Y \backslash \Gamma$ extended by 0 to the entire $Y$. Then $\mathcal{R}^{q} \pi_{*}\left(j!\mathbb{C}_{Y \backslash \Gamma}\right)=0$ for all $q>0$.
Proof. The proof of [GKKP11, Lemma 14.4] works verbatim.
Theorem 5.2. Let $\pi: Y \rightarrow X$ be a projective birational morphism of reduced schemes of finite type over $\mathbb{C}$ and $\Sigma \subseteq X$ a reduced closed subscheme such that $\Sigma$ does not contain any irreducible components of $X$. Set $E=\operatorname{Exc}(\pi), \Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$, and $Z=\overline{\pi(E) \backslash \Sigma} \subseteq X$. Assume that $d b_{x}(X, \Sigma) \leq \operatorname{dim}_{x} X-2$ for all $x \in X$ and that $\operatorname{codim}_{X} Z \geq 2$. Then for any $x \in X$,

$$
\left(\mathcal{R}^{\operatorname{dim}_{x} X-1} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1}\right)_{x}=0 .
$$

In particular,

$$
\mathcal{R}^{\operatorname{dim} X-1} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1}=0 .
$$

Remark 5.2.1. Notice that the assumption on the DB index implies that $\operatorname{dim} X \geq \operatorname{dim}_{x} X \geq 2$ for any $x \in X$.

Proof. The statement is local on $X$, so we may restrict to a neighborhood of any $x \in X$ and assume that $d \bar{b}(X, \Sigma)=d b_{x}(X, \Sigma)$ and $\operatorname{dim} X=\operatorname{dim}_{x} X$. Let $n=\operatorname{dim} X$, which is at least 2 by (5.2.1).

The quasi-isomorphism of (2.2.1) and the filtration of $\underline{\Omega}_{X, \Sigma}^{\circ}$ induces a spectral sequence computing $\mathcal{R}^{i} \pi_{*}\left(j_{!} \mathbb{C}_{Y \backslash \Gamma}\right)$ :

$$
\begin{equation*}
E_{1}^{p, q}=\mathcal{R}^{q} \pi_{*} \underline{\Omega}_{X, \Sigma}^{p} \Rightarrow E_{\infty}^{p, q}=\mathcal{R}^{p+q} \pi_{*}\left(j!\mathbb{C}_{Y \backslash \Gamma}\right) \tag{5.2.2}
\end{equation*}
$$

By (5.1), $E_{\infty}^{p, q}=0$ for $p+q>0$, so all $E_{1}^{p, q}$ in that range have to be killed in the spectral sequence.

Next consider the differentials in the spectral sequence that map to or from $E_{r}^{1, n-1}$ for some $r>0$ :

$$
\begin{aligned}
d_{r}: E_{r}^{1-r, n+r-2} & \rightarrow E_{r}^{1, n-1} \\
d_{r}: \quad E_{r}^{1, n-1} & \rightarrow E_{r}^{r+1, n-r} .
\end{aligned}
$$

Observe that $E_{r}^{1-r, n+r-2}=0$ trivially if $r>1$ and $E_{1}^{0, n-1}=0$ by (4.3) (cf. 4.4). Furthermore, $E_{r}^{r+1, n-r}=0$ by (3.1) and hence the only way $E_{\infty}^{1, n-1}=0$ can happen is if already $E_{1}^{1, n-1}=0$ which is exactly the desired statement.

This way we obtain the promised generalization and simplified proof of [GKKP11, Thm. 14.1]
Corollary 5.3. Let $X$ be a normal variety and $\pi: Y \rightarrow X$ a resolution of singularities. Let $\Sigma \subseteq X$ be a subvariety and set $E=\operatorname{Exc}(\pi)$ and $\Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$. Assume that $d b(X, \Sigma) \leq \operatorname{dim} X-2$ and that $\Gamma$ is an snc divisor. Then for all $p$,

$$
\mathcal{R}^{\operatorname{dim} X-1} \pi_{*}\left(\Omega_{Y}^{p}(\log \Gamma)(-\Gamma)\right)=0
$$

Proof. This is a direct consequence of the combination of (3.1) for $p>1$, (4.3) for $p=0$, and (5.2) for $p=1$.

## 6. An Accidental exact sequence

As a sort of byproduct of the argument used to prove (5.2) we also obtain the following.
Theorem 6.1. Let $X$ and $Y$ be irreducible varieties and $\pi: Y \rightarrow X$ be a projective birational morphism. Let $\Sigma \subseteq X$ be a subvariety and set $E=\operatorname{Exc}(\pi), Z=\overline{\pi(E) \backslash \Sigma}$, and $\Gamma=E \cup\left(\pi^{-1} \Sigma\right)_{\text {red }}$. Assume that $d 6(X, \Sigma) \leq \operatorname{dim} X-3$ and that $\operatorname{codim}_{X} Z \geq 3$. Then there exists a 5term exact sequence,

$$
\mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{2} \rightarrow \mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{3} \rightarrow \mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1} \rightarrow \mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{2} \rightarrow 0 .
$$

REMARK 6.1.1. Note that the morphisms $\mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{2} \rightarrow \mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{3}$ and $\mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1} \rightarrow \mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{2}$ in the above sequence are natural maps induced by the filtration on $\underline{\Omega}_{Y, \Gamma}^{\cdot}$. However, the map $\mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{3} \rightarrow R^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1}$ is actually the inverse of a natural map from a subsheaf of $\mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1}$ to a quotient sheaf of $\mathcal{R}^{n-3} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{3}$ that turns out to be an isomorphism.

Also note that $\mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{1} \rightarrow \mathcal{R}^{n-2} \pi_{*} \underline{\Omega}_{Y, \Gamma}^{2}$ is already surjective under the assumptions of Theorem 5.2,

Proof. We will use the spectral sequence and notation introduced in the proof of (5.2). In particular, first consider the differentials

$$
\begin{equation*}
d_{r}: E_{r}^{t, n-t} \rightarrow E_{r}^{r+t, n-t-r+1} \tag{6.1.2}
\end{equation*}
$$

for any $t$, and observe that (as above) $E_{r}^{r+t, n-t-r+1}=0$ for all $r \geq 1$ by (3.1). Next consider the differentials

$$
d_{r}: E_{r}^{2-r, n+r-3} \rightarrow E_{r}^{2, n-2},
$$

and observe that (as above) that $E_{r}^{2-r, n+r-3}=0$ trivially if $r>2$ and $E_{2}^{0, n-1}=0$ by (4.3) (cf. 4.4). Therefore, the only way $E_{\infty}^{2, n-2}=0$ can happen is if

$$
\begin{equation*}
d_{1}: E_{1}^{1, n-2} \rightarrow E_{1}^{2, n-2} \tag{6.1.3}
\end{equation*}
$$

is surjective. By (4.3) the differential $d_{1}: E_{1}^{0, n-2} \rightarrow E_{1}^{1, n-2}$ is 0 (this is where we need the stronger assumptions on $d \zeta(X, \Sigma)$ and $\operatorname{codim}_{X} Z$ ), so the kernel of the morphism in (6.1.3) is equal to $E_{2}^{1, n-2}$, i.e., we have an exact sequence

$$
\begin{equation*}
E_{2}^{1, n-2} \xrightarrow{\text { ker } d_{1}} E_{1}^{1, n-2} \xrightarrow{d_{1}} E_{1}^{2, n-2} \longrightarrow 0, \tag{6.1.4}
\end{equation*}
$$

and again by (3.1) and (4.3) it follows that in order for $E_{\infty}^{1, n-2}=0$ to hold the next differential

$$
\begin{equation*}
d_{2}: E_{2}^{1, n-2} \hookrightarrow E_{2}^{3, n-3} \tag{6.1.5}
\end{equation*}
$$

has to be injective.
Next, by (6.1.2) we see that $E_{1}^{3, n-3}$ has to be killed by differentials mapping to it, that is, by the differentials

$$
d_{r}: E_{r}^{3-r, n+r-4} \rightarrow E_{r}^{3, n-3}
$$

As before, $E_{r}^{3-r, n+r-4}=0$ for $r>3$, and $E_{r}^{0, n-1}=0$ by (4.3), so there are two differentials, $d_{1}$ and $d_{2}$ that can kill $E_{1}^{3, n-3}$. It follows that $E_{2}^{3, n-3}$ is the cokernel of $d_{1}: E_{1}^{2, n-3} \rightarrow E_{1}^{3, n-3}$, i.e., we have an exact sequence

$$
\begin{equation*}
E_{1}^{2, n-3} \xrightarrow{d_{1}} E_{1}^{3, n-3} \xrightarrow{\text { coker } d_{1}} E_{2}^{3, n-3}, \tag{6.1.6}
\end{equation*}
$$

and that $d_{2}: E_{2}^{1, n-2} \rightarrow E_{2}^{3, n-3}$ has to be surjective. However, we have already seen in (6.1.5) that this $d_{2}$ is injective and hence it must be an isomorphism:

$$
\begin{equation*}
d_{2}: E_{2}^{1, n-2} \xrightarrow{\simeq} E_{2}^{3, n-3} . \tag{6.1.7}
\end{equation*}
$$

Putting together (6.1.4), 6.1.6), and 6.1.7) gives the desired exact sequence:

$$
E_{1}^{2, n-3} \xrightarrow{d_{1}} E_{1}^{3, n-3} \xrightarrow{\left(\operatorname{ker} d_{1}\right) \circ\left(d_{2}^{-1}\right) \circ\left(\operatorname{coker} d_{1}\right)} E_{1}^{1, n-2} \xrightarrow{d_{1}} E_{1}^{2, n-2} \longrightarrow 0 .
$$

REMARK 6.2. It is left for the reader to formulate the consequence of this theorem in the style of (5.3).
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