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Abstract

We find equivalent conditions determining the representation type of
abelian restricted Lie algebras in terms of how their Green ring of re-
stricted representations varies with respect to different cocommutative
Hopf algebra structures on its restricted universal enveloping algebra.
Each compatible cocommutative Hopf algebra structure on a tame al-
gebra is shown to have a correspondence between a certain set of Hopf
subalgebras, and the set of minimal thick tensor-ideals having identical
ring structure when determined by either the Hopf algebra structure or the
base Lie algebra structure (up to a choice of character group). Those of
wild representation type are shown never to have such a correspondence.
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Introduction

The Green ring, or ring of representations, for a finite group scheme, is generally
difficult to calculate. For group schemes with infinitely many nonisomorphic in-
decomposable representations (said to be of infinite representation type), any
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number of ad-hoc inductive methods may be necessary to calculate the iso-
morphism type of each tensor pairing. Those of infinite representation type
are said to be tame if the isomorphism classes of indecomposable representa-
tions are parameterized by one continuous and one discrete variable. Any other
group scheme of infinite representation type is known to be wild, meaning the
indecomposable representations are parameterized by uncountably many inde-
pendent variables (see e.g. Erdmann [5]), and hence a complete calculation of
the Green ring is untenable.

Our work concerns how the Green ring changes with respect to a Hopf alge-
bra structure on a given algebra. The representations of a finite group scheme
G correspond to comodules over the commutative Hopf algebra O(G), and to
modules over the group algebra kG ∶= O(G)∗. The tensor product V ⊗W of
kG-modules V and W is naturally a kG⊗kG module, and is given the structure
of a kG module via the pullback of comultiplication kG → kG ⊗ kG. That is
to say, if we fix a finite associative algebra, the tensor product of modules is
dependent on a choice of comultiplication structure. There is much that can
be deduced a priori about the Green ring structure, independent of choice of
group algebra structure. For one, comultiplications are assumed cocommuta-
tive and coassociative which tells us in turn that the tensor product endows
modules with the structure of a symmetric monoidal category, compatible with
the forgetful functor to vector spaces. Then the Green ring R is a commutative
associative ring, with a fixed map R→ Z, induced Z-linearly from the dimension
of modules, and this is a homomorphism of rings no matter which group algebra
structure is chosen to define the product for R. The more delicate feature of
the Green ring we are concerned with is the role of cohomological support.

Support theory offers a topological space X (G) associated to a finite group
scheme G, such that each representation V has associated to it a closed subspace
X (G,V ) ⊂ X (G). This assignment satisfies structural properties, including
the intersection property

X (G,V ⊗W ) =X (G,V ) ∩X (G,W ).

Our main Theorem 1.3.5 pertains to universal enveloping algebras of abelian
restricted Lie algebras as fixed associative algebras of tame and wild repre-
sentation type. We define in 1.3.4 a certain Property PA which finds points
in the ‘locus of rigidity’ for the Green ring structure with respect to any co-
commutative Hopf comultiplication. If two group schemes G,G′ correspond to
two different cocommutative comultiplications on an algebra A inducing tensor
products ⊗,⊗′ of A-modules, one wishes to predict when a pair of modules V,W
has a (non-canonical, ad-hoc) isomorphism V ⊗W ≅ V ⊗′W . An algebra has
Property PA if a certain prediction in terms of cohomological support holds
true. Our Theorem 1.3.5 states that every abelian restricted enveloping algebra
of tame representation type has Property PA, and that every such algebra of
wild representation type does not have Property PA.

Definition 1.3.1 of Property PA is contingent on two fundamental aspects of
cohomological support. One aspect comes from the work of Friedlander et al.

2



on the variety of 1-parameter subgroups of an infinitesimal group scheme, which
we review in Section 1.1. The other aspect is the invariance of support theory
with respect to cocommutative Hopf algebra structures on a fixed augmented
algebra. The latter follows from a brief argument involving the definition of the
cohomological variety as

X (G) ∶= ProjH∗(G,k),

where H∗(G,k) = Ext∗kG(k, k), the graded-commutative cohomology ring. Now,
using a restricted Lie algebra g to fix an augmented algebra A = u(g) with trivial
representation k leaves us with support theory X (A,V ) =X (g, V ) =X (G,V )
giving the same subspaces of ProjExt∗A(k, k) for each module V of A and each
group scheme structure G compatible with the fixed augmented algebra A. The
space X (A) consists of 1-parameter subgroups of the infinitesimal group scheme
G̃ associated to the Lie algebra, but for other group schemes G, these subgroups
of G̃ are visible only as points in the spectrum of cohomology, and not necessarily
as subgroups. An algebra has Property PA if, for all possible group algebra
structures kG compatible with the augmented algebra A and the character group
χ(G̃), the points of X (A) which are visible as subgroups of G (c.f. 1.3.1) are
all points where the Green ring for G agrees with that of g.

While the isomorphism type of V ⊗W depends on the comultiplication a
priori, the support of V ⊗ W is invariant of how ⊗ is defined, as it always
coincides with

X (A,V ) ∩X (A,W ).
For tame algebras A such that modules are classified with respect to the sup-
port, this can be a useful invariant for Green ring calculations. For example,
the Kronecker algebra A = k[x, y]/(x2, y2) in characteric 2 is known to have,
for any closed point p ∈ X (A), only finitely many modules of a given dimen-
sion n and support {p}, up to isomorphism. The classification of Hopf algebra
structures on the Kronecker algebra, due to X. Wang [22], is the core of the
argument for showing that tame abelian restricted Lie algebras satisfy Property
PA in Theorem 1.3.5, which makes use of explicit calculations of tensor prod-
ucts with respect to each member of a complete set of isomorphism classes of
(cocommutative) Hopf algebra structures. Our work on products of modules
over the Kronecker algebra in Section 3.3 intends to illuminate the formulas of
Bašev and Conlon, who calculated the Green ring for the Klein 4-group in the
1960s [1], [3]. Our main Theorem 1.3.5 intends to use the range of isomorphism
types of V ⊗W as a measure of complexity for a given augmented algebra. It
is shown then for a nice class of algebras that this measure orders the algebras
in accordance with representation type.
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Preliminaries

Representations of finite group schemes

– We will always use k to denote an algebraically closed field of positive
characteristic p.

– Algebras, coalgebras, and bialgebras over k, as well as modules and comod-
ules over algebras and coalgebras respectively, are as defined in Water-
house [24]. A Hopf algebra is a bialgebra with antipode.

– For a vector space V over k, we denote V ∗ = Homk(V, k) the linear dual.
The linear dual of an algebra, coalgebra, bialgebra, or Hopf algebra, is
naturally a coalgebra, algebra, bialgebra, or Hopf algebra respectively.

– Group schemes are always over k and always assumed affine. That is, a
group scheme G is defined as SpecO(G) for a commutative Hopf algebra
O(G), called the coordinate algebra of G.

– Finite group schemes are those G such that O(G) is a finite dimensional
vector space over k. The dimension of O(G) is also called the order of G,
and is denoted ∣G∣.

– WhenG is a finite group scheme, we denote by kG the group algebra, which
is a cocommutative Hopf algebra, given by the linear dualO(G)∗. As such,
SpecA∗ for a finite dimensional cocommutative Hopf algebra A always
defines a finite group scheme, and finite group schemes are equivalent to
finite dimensional cocommutative Hopf algebras, called group algebras,
using the canonical isomorphism A

∼Ð→ A∗∗.

– A grouplike element x of a Hopf algebra A is an element such that ∆(x) =
x⊗x, where ∆ is the comultiplication for A. The set of grouplike elements
in any Hopf algebra forms a group.

– If G is a finite group scheme such that the group algebra kG has a basis of
grouplike elements, then G is said to be a constant group scheme. Indeed,
every finite group is also a discrete topological group with scheme structure
the disjoint union of ∣G∣ copies of Speck. This scheme is a constant group
scheme and finite groups are equivalent via this construction to constant
group schemes over k.

– A representation of a finite group scheme G is a (left) module over the
group algebra kG. Representations are assumed to be finite dimensional
as vector spaces over k.
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– The representation type of a finite algebra is said to be finite, tame, or
wild, depending on the difficulty of classifying its modules. Finite, tame,
and wild are stated in order of increasing difficulty, with wild thought of
as impossible. We will take these notions as defined in Erdmann [5]. The
representation type of a finite group scheme is defined to be that of its
group algebra.

– If G is a group scheme, we denote by χ(G) the group of characters, i.e. of
isomorphism classes of 1-dimensional representations. The group structure
is defined pointwise on homomorphisms G → Gm, and agrees with the
group of grouplike elements in the coordinate algebra O(G).

– A group scheme G is called unipotent if there is only one simple represen-
tation, up to isomorphism. Then a finite group scheme G is unipotent if
and only if kG is a local algebra.

Symmetric tensor categories and Green rings

– When V and W are vector spaces over k, we denote V ⊗W the tensor
product of k-modules. Then ⊗ is a bilinear symmetric monoidal product.

– A symmetric tensor category is as defined in Etingov, Gelaki, Nikshych,
and Ostrik [6].

– For a finite group scheme G, we denote Rep G the category of represen-
tations of G, i.e. the category of modules over A = kG. Then Rep G is
canonically an essentially small symmetric tensor category:

* If V and W are modules over A, then V ⊗W is canonically a module
over A ⊗ A. Then ⊗ defines an exact symmetric monoidal product
of A-modules, with V ⊗W an A-module via the pullback along the
coassociative cocommutative comultiplication A→ A⊗A.

* The counit (augmentation) map A→ k defines k to be a module over
A. The module k is the monoidal unit with respect to the product ⊗.

* If V is an A module, the linear dual V ∗ = Homk(V, k) is an A module
by the action defining a functional

a ⋅ f(v) = f(S(a) ⋅ v)

for each f ∈ V ∗, a ∈ A, and v ∈ V, where S ∶ A→ A is the antipode.

– An object X in an abelian category is called indecomposable if whenever
X ≅ Y ⊕ Z, either Y ≅ 0 or Z ≅ 0. By the Krull-Schmidt theorem, all
representations of a group scheme are isomorphic in a unique way to a
finite sum of indecomposable representations, up to permutation. This
property also follows for symmetric tensor categories, assuming rigidity.
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– When C is an essentially small symmetric tensor category, the Green ring
R(C) is defined to be the free associative Z-algebra generated by isomor-
phism classes [X] of objects X in C, quotiented by the ideal generated by
elements in the form

1 − [1], [X] + [Y ] − [X ⊕ Y ], [X][Y ] − [X ⊗ Y ].

Then R(C) is a commutative ring, and for symmetric tensor categories C,
is isomorphic as a Z-module to the free module on isomorphism classes of
indecomposable objects of C. When G is a finite group scheme, we denote
R(G) =R(Rep G) the Green ring for G.

Restricted Lie algebras

– Restricted Lie algebras over k are as defined by Jacobson [15]. We assume
restricted Lie algebras are always finite dimensional.

– When g is a restricted Lie algebra, we adopt the convention that a Lie
subalgebra h ⊂ g is restricted, i.e. a subspace h of g such that [h,h] ⊂ h
and h[p] ⊂ h.

– When A is a finite associative algebra over k, Lie[p](A) denotes the re-
stricted Lie algebra on A, endowing A with the structures

[x, y] = xy − yx, x[p] = xp.

– If g is a restricted Lie algebra of dimension r over k, we denote u(g) the
restricted universal enveloping algebra (or simply the restricted enveloping
algebra), which is an associative algebra of dimension pr over k.

– Induced maps are defined making (u,Lie[p]) an adjoint pair of functors,
between the category of restricted Lie algebras and the category of finite
associative algebras over k.

– The Poincaré-Birkhoff-Witt (PBW) theorem, found in [15], defines a fil-
tration, called the PBW filtration, on u(g) such that the associated graded
algebra is the quotient S∗(g)/(xp)x∈g of the symmetric algebra S∗(g).

– The adjunction map g→ Lie[p](u(g)) is injective, so we regard g as canon-
ically a subspace of u(g). Further, passing to the associated graded is an
isomorphism taking g to the degree 1 subspace.

– If A is a coalgebra over k with comultiplication ∆ ∶ A→ A⊗A, and a fixed
compatible unit 1 ∈ A (such that k → A is a map of coalgebras), denote

P (A) = {x ∈ A ∣∆(x) = x⊗ 1 + 1⊗ x}

the primitive subspace of A. Elements x ∈ P (A) are called primitive
elements. Indeed, P (A) ⊂ A is a linear subspace. When A is a finite

bialgebra, P (A) is a Lie subalgebra of Lie[p](A).
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– The map x↦ x⊗1+1⊗x is a homomorphism g→ Lie[p](u(g)⊗u(g)), defin-
ing a comultiplication u(g) → u(g)⊗ u(g) making u(g) a cocommutative
Hopf algebra. It follows from the PBW filtration that P (u(g)) = g.

– If A is any Hopf algebra which is generated as an associative algebra by the
subspace g = P (A), then the map u(g) → A, induced from the inclusion

g↪ Lie[p](A), is an isomorphism of Hopf algebras.

– Let g be a restricted Lie algebra. Since u(g) is a cocommutative Hopf
algebra, we have G̃ = Specu(g)∗ is a finite group scheme. We call G̃ the
infinitesimal group scheme associated to g. We will refrain from referenc-
ing infinitesimal group schemes in general, which are defined to be finite
and topologically connected.

– A representation of a restricted Lie algebra g is a representation of its
infinitesimal group scheme G̃, i.e. a module over u(g) which is finite
dimensional as a vector space over k. Elsewhere in the literature, what we
call representations are often distinguished as ‘restricted representations’,
but we refrain from referencing Lie algebras in general to warrant this
distinction. We denote Rep g = Rep G̃ the category of representations, a
symmetric tensor category. The representation type of a restricted Lie
algebra is that of its restricted enveloping algebra.

– For g a restricted Lie algebra, we denote R(g) = R(Rep g) = R(G̃) the
Green ring for g.

1 Abelian restricted Lie algebras

We begin by reviewing the geometry of the nullcone for restricted Lie algebras, as
well as the machinery of π-points due to Friedlander and Pevtsova [11], [12]. We
include in Section 1.2 the classification of abelian restricted Lie algebras due to
Seligman [19], according to representation type. We conclude this section with
definitions of noble points and of Property PA, and with the statement of our
main Theorem 1.3.5.

1.1 Nullcone and cohomology

Definition 1.1.1. Let g be a restricted Lie algebra over a field k of characteristic
p. The rth restricted nullcone of g, denoted Nr(g), is defined to be the subset
of g given by

Nr(g) = {x ∈ g ∣ x[p]
r

= 0}.
With N0(g) = 0 we also define N (g) = ⋃r Nr(g) to be the nullcone of g.

Given a restricted Lie algebra g, the elements in the difference of subsets
Nr(g) ∖Nr−1(g) are said to have order r. When x ∈ N (g) has order r, de-

note ⟨x⟩ ⊂ g the Lie subalgebra with basis x,x[p], . . . , x[p]
r−1

. Each Nr(g) is a
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homogeneous closed subvariety (i.e. a cone) of the affine space with points in
g. The work of Friedlander and Parshall [10] establishes a homogeneous home-
omorphism

p ∶N1(g) ∖ 0→ SpecH∗(g, k)
of closed points, hence we also have P(N1(g)) → ProjH∗(g, k) a homeomor-
phism of closed points. Here we have abused notation to say ProjH∗(g, k) is
a scheme, defined actually as ProjR, where R is the commutative subring of
H∗(g, k) defined by

R =
⎧⎪⎪⎨⎪⎪⎩

∑i≥0H2i(g, k) p > 2
H∗(g, k) p = 2.

In fact ProjH∗(g, k) is a projective variety, as shown for restricted Lie algebras
by Friedlander and Parshall in [9]. Later Friedlander and Suslin [8] would gen-
eralize this result, as well as the results of Golod, Venkov, and Evens on finite
groups [21], [13], [7], to cohomology rings for arbitrary finite group schemes.
Thus, we refer to ProjH∗(G,k) (and support spaces to be defined later) as a
projective variety, for finite group schemes G by the same abuse of notation.

Given a nonzero x ∈ N1(g), the point p(x) ∈ ProjH∗(g, k) is defined to
be the radical of the kernel of the map H∗(g, k) → H∗(⟨x⟩, k) induced by the
inclusion map ⟨x⟩ ↪ g. It is shown that p is well defined, i.e. that the induced
map of graded rings is always nondegenerate (c.f. generalized π-points below).

Definition 1.1.2. Let G be a finite group scheme over an algebraically closed
field k of characteristic p.

– A π-point (over k) of G is a flat map α ∶ k[t]/tp → kG of associative
algebras which factors through the inclusion kU ↪ kG of some unipotent
abelian subgroup scheme U < G.

– Two π-points α,β are said to be equivalent, denoted α ∼ β, if for any finite
module M over kG, the pullback α∗(M) is free over k[t]/tp if and only if
β∗(M) is free.

– If α is a π-point for G, the projective point p(α) ∈ ProjH∗(G,k) induced
by α is defined to be the radical of the kernel of the induced map

H∗(G,k) H∗(α)ÐÐÐ→H∗(k[t]/tp, k),

of augmented algebra cohomology rings.

Friedlander and Pevtsova originally defined flat maps factoring through an
abelian subgroup to be ‘abelian p-points’ in [12]. In [11], π-points were defined
over field extensions of k, requiring a unipotent abelian factor, both to give
support spaces that include non-closed points for infinite modules, and to make
corrections for proving geometric properties of support varieties for finite group
schemes. We will continue to assume all π-points are defined over k while taking
the results of [11] as given.
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It is shown that p(α) is always a closed point in ProjH∗(G,k), i.e. that
the induced map H∗(α) of graded rings is nondegenerate. Further, it is shown
for each closed point p ∈ ProjH∗(G,k), that there exists a π-point α such that
p = p(α), and that two π-points α,β are equivalent if and only if p(α) = p(β).

Now we see that for a restricted Lie algebra g, given an element x ∈N1(g)∖0,
we have the inclusion α ∶ u(⟨x⟩) → u(g) is a π-point of the infinitesimal group
scheme G̃. We have also that p(x) = p(α) by definition. For the infinitesimal
group scheme associated to some g, it follows that each π-point is equivalent to
the inclusion u(⟨x⟩)→ u(g) for some x ∈N1(g) ∖ 0.

Definition 1.1.3. LetG be a finite group scheme, and letM be a representation
of G. The cohomological support of M , denoted suppG(M), is defined by the
subvariety of ProjH∗(G,k) cut out by the ideal given as the kernel

Ext∗kG(k, k)
−⊗MÐÐÐ→ Ext∗kG(M,M).

It is shown in [11], [12] that the closed points of suppG(M) are equivalent,
under the correspondence with equivalence classes of π-points, to the set

{[α] ∣ α∗(M) is not free over k[t]/tp}.

The latter is called π-support, or rather the closed points of π-support as orig-
inally defined. We denote the set of closed points in ProjH∗(G,k) by X (G),
and

X (G,M) = suppG(M) ∩X (G),
identified with the π-support of M as a set of points over k.

In light of our study comparing cocommutative Hopf algebra structures on
a given algebra, we say an augmented algebra A is groupable if it isomorphic
to the group algebra for some finite group scheme G, augmented by its counit.
Given two cocommutative comultiplications ∆,∆′ ∶ A→ A⊗A for group scheme
structures G,G′, giving products ⊗,⊗′, we have for any finite module M that

suppG(M) = suppG′(M).

This can be argued by relating both back to π-support:
A π-point α ∶ k[t]/tp → A for G is not necessarily a π-point for G′ by

definition, as the existence of a unipotent subgroup depends on the group struc-
ture. However, the induced map H∗(α) is nondegenerate, i.e. H+(A,k) /⊆√
kerH∗(α), provided any group structure exists such that α factors through

a unipotent subgroup algebra. Such nondegenerate flat maps α may be called
generalized π-points, and by definition p(α) =

√
kerH∗(α) is a closed point in

ProjH∗(A,k), since the reduced algebra H∗(k[t]/tp, k)red is isomorphic to the
graded algebra k[ξ] for some positive degree generator ξ. The same equivalence
relation ∼ is defined for generalized π-points α,β as for π-points, and α ∼ β if and
only if p(α) = p(β). Hence when A is a groupable augmented algebra, we can
define suppA(M) unambiguously as a set of equivalence classes of generalized π-
points, realized as the subset of ProjH∗(A,k), and coinciding with suppG(M)
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for any group scheme structure G on A. Likewise we denote unambiguously
X (A,M) ⊂X (A) the sets of closed points for a groupable augmented algebra
A and any module M .

1.2 Seligman’s structure theorem

Let k be an algebraically closed field of characteristic p. We denote by nn the
p-nilpotent cyclic Lie algebra of dimension n, i.e.

nn = ⟨x1, . . . , xn ∣ x[p]i = xi+1, where xn+1 = 0⟩.

We also denote by t = ⟨x ∣ x[p] = x⟩ the 1-torus.
We present a theorem of Seligman to give a complete description 1.2.2 of

abelian restricted Lie algebras according to representation type.

Theorem 1.2.1. (Seligman, 1967 [19]) Let g be an ablian restricted Lie algebra
of finite dimension over k. Then g has a direct sum decomposition as

g ≅ tr ⊕∑
i≥1

nsii

for some r ≥ 0 and finitely many nonzero si ≥ 0.

The restricted Lie algebra tr is semisimple. To see this, we have

u(t) ≅ k[x]/(xp − x) ≅
p

∏
i=1

k

as associative algebras, hence t is semisimple. For restricted Lie algebras g1,g2,
we also have u(g1⊕g2) ≅ u(g1)⊗u(g2) as Hopf algebras. Therefore g⊕ t has the
same representation type (semisimple, finite, tame, wild) as g, for any restricted
Lie algebra g, since u(t⊕ g) ≅∏p

i=1 u(g) as associative algebras.
For an abelian restricted Lie algebra g, it follows from definitions that the

nullcone N (g) ⊂ g is actually a Lie subalgebra of g (for nonabelian g, we may
have N (g) is not even a linear subspace). By Theorem 1.2.1, we have that
N (g) is the maximal unipotent Lie subalgebra of g, and the representation
type of g agrees with that of N (g). In fact, u (N (g)) is the principal block of
u(g) (see e.g. Erdmann [5]).

Note. Let g be an abelian restricted Lie algebra, say g ≅ tr⊕∑i≥1 n
si
i . It follows,

for G̃ the associated infinitesimal group scheme, that χ(G̃) ≅ (Z/p)r.

The following theorem and its corollary, classifying abelian restricted Lie
algebras according to representation type, appeared in the unpublished [2], and
is a straightforward consequence of Seligman’s structure theorem.

Theorem 1.2.2. Let g be an abelian restricted Lie algebra of finite dimension
over k, and let n be the dimension of N (g).
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I. If N (g) is cyclic (i.e. isomorphic to nn), then g is of finite representation
type.

II. If N (g) is not cyclic and pn = 4 (i.e. p = n = 2), then g is of tame
representation type.

III. In any other case pn > 4 and we have g is of wild representation type.

Corollary 1.2.3. Let g be an abelian restricted Lie algebra of wild represen-
tation type with no nontrivial wild direct summands (for any decomposition
g ≅ g′ ⊕ g′′, if g′ is of wild representation type then g′′ = 0).

I. If p = 2, then g = n1 ⊕ n1 ⊕ n1, or g = nn ⊕ nm for n +m ≥ 3, and n,m ≥ 1.

II. If p > 2, then g = nn ⊕ nm for n,m ≥ 1.

1.3 Noble points and Property PA

We finish with the statement of our main theorem. First we define ‘noble points’,
as a distinguished class of points in the spectrum ProjH∗(G,k) which depends
on the group G. Thus for a fixed finite augmented algebra A, two different
group scheme structures G,G′ on A may produce in general different sets of
noble points in ProjH∗(A,k).

Definition 1.3.1. Let G be a finite group scheme. A point p ∈ ProjH∗(G,k)
is noble for G if there exists a subgroup C < G such that kC ≅ k[t]/tp and the
inclusion α ∶ kC ↪ kG is a π-point for which p = p(α).

Note that in Definition 1.3.1, for the subgroup C < G we have either C ≅
Z/p or C ≅ Ga(1), by a theorem of Tate and Oort [20], which we include as
Theorem 2.1.3. Next we define noble correspondence. A noble correspondence
between group scheme structures on a fixed augmented algebra is meant to
witness how restriction along a subgroup isomorphic to one of Ga(1) or Z/p
may help determine the isomorphism type of M ⊗N for modules M,N having
support {p} a noble point.

Definition 1.3.2. Suppose ∆,∆′ ∶ A → A ⊗A are two cocommutative comul-
tiplications on a finite augmented algebra A, for two group scheme structures
G,G′. We say that G and G′ are in noble correspondence if, for each closed
point p ∈ ProjH∗(A,k) which is noble for G and G′, that

M ⊗N ≅M ⊗′ N

for each pair of finite modules M,N having support {p}, where ⊗,⊗′ are the
two tensor products of modules defined by ∆,∆′.

Now Property PA demands that a base group scheme structure G̃ admits a
noble correspondence with any other structure sharing its group algebra as an
augmented algebra with fixed character group.
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Definition 1.3.3. Let G̃ be a finite abelian unipotent group scheme such that
every closed point in ProjH∗(G̃, k) is noble, and let A = kG̃ be the group al-
gebra. We say G̃ has Property PA if, for any cocommutative comultiplication
∆ ∶ A→ A⊗A for a group scheme G, we have G̃ and G are in noble correspon-
dence.

Definition 1.3.4. Let G̃ be a finite group scheme such that every closed point
in ProjH∗(G̃, k) is noble, and let A = kG̃ be the group algebra. We say G̃ has
Property PA if, for any cocommutative comultiplication ∆ ∶ A → A ⊗ A for a
group scheme G with χ(G) = χ(G̃), we have G̃ and G are in noble correspon-
dence.

It follows from definitions that Property PA is unambiguous for finite abelian
unipotent group schemes.

Theorem 1.3.5. Let G̃ be the infinitesimal group scheme associated to some
abelian restricted Lie algebra.

– If G̃ is of tame representation type, then G̃ has Property PA.

– If G̃ is of wild representation type, then G̃ does not have Property PA.

– If G̃ is of finite representation type and the principal block B of kG̃ has
order ∣B∣ ≤ p3 then G̃ has Property PA.

We conjecture further that, for any such G̃, having Property PA is equivalent
to having tame or finite representation type. However, we find that classifying
the different group algebra structures for the augmented kG̃ becomes too dif-
ficult to affirm Property PA, when the principal block has large order. Some
simple observations on a certain finite family of nonisomorphic cocommutative
Hopf algebra structures on k[t]/tpn

finds noble correspondences consistent with
Property PA, but it is not known if this is sufficient.

2 Hopf algebra structures

For a given finite algebra A, it is in general a difficult problem to classify the
Hopf algebra structures on A up to isomorphism. We will make use of the work
of X. Wang [22], [23], which classifies connected Hopf algebras of small dimen-
sion, and meeting certain constraints relevant for our unipotent abelian group
schemes. Dualizing such Hopf algebras gives local algebras, and in particular
all Hopf algebra structures on any given local algebra of dimension p2 over an
algebraically closed field of characteristic p are classified. Our main Theorem
1.3.5 only affirms Property PA in the case where the principal block of an al-
gebra is of dimension ≤ p3 because Property PA is quantified over all possible
group scheme structures on a given algebra, and as such we limit ourselves to
the scope of X. Wang’s classification. Negating Property PA for a given alge-
bra requires only constructing one pair of group scheme structures not in noble
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correspondence, and may therefore be proven independent of a classification of
all group scheme structures.

Let’s assume throughout that A has a fixed augmentation ε ∶ A → k. There
is a certain subvariety GA of points

(∆, S) ∈ Homk(A,A⊗A) ×Homk(A,A)

such that ∆ is a coassociative, cocommutative map of algebras with antipode
S and counit ε. We call GA the variety of group scheme structures on A. By
Tannakian duality, GA is equivalent to the variety of tensor category structures
on mod A with a fixed monoidal unit k, such that the forgetful functor to vector
spaces is a tensor functor (see e.g. Etingof, Gelaki, Nikshych and Ostrik [6]).
This motivates our study of how the Green ring R(G) changes for group scheme
structures G ∈ GA on a fixed A.

For an augmented algebra A, we denote by Aut(A) the group of augmented
automorphisms. The group Aut(A) acts on the variety GA, and hence on the
set of Green ring structures on the free abelian group generated by finite in-
decomposable modules. The action of φ ∈ Aut(A) takes G = (∆, S) ∈ GA to
Gφ = (∆φ, Sφ), where

∆φ = (φ⊗ φ) ○∆ ○ φ−1, Sφ = φ ○ S ○ φ−1.

When ⊗ is the tensor product for G, defined by pulling back along ∆, we
denote also ⊗φ the tensor product for Gφ. If M is a (left) module over A and
φ ∈ Aut(A), we denote by Mφ the base change φ!(M), so that if m ∶ A⊗M →M
is the module structure on M , we have mφ ∶ A⊗M →M is given by

mφ =m ○ (φ−1 ⊗ idM).

Now we have the natural identity

(M ⊗N)φ =Mφ ⊗φ Nφ, (2.0.1)

for any modules M,N , for any G with product ⊗, and any φ.

Note. Our Definition 1.3.4 of Property PA is ranging over comultiplications
A→ A⊗A ‘coming from’ a group scheme G. This may be rephrased by ranging
over points G in our variety GA of group scheme structures on A.

2.1 Unipotent abelian group schemes of order pn

Let G be a unipotent group scheme of order pn, i.e. a finite group scheme with
group algebra A = kG, a local algebra of dimension pn. Then the dual Hopf
algebra A∗ is a commutative algebra, and is connected, i.e. has a coradical of
dimension 1. If n ≤ 2, then A∗ is necessarily isomorphic to one of the connected
Hopf algebras in X. Wang’s classification [22]. In fact, there are finitely many
isomorphism classes given, and a complete classification of local Hopf algebras of
dimension p2 are given as an explicit corollary in [22], meaning A is isomorphic
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to one appearing in the paper as well. If n = 3, A∗ is necessarily isomorphic
to one of the connected Hopf algebras given by the classification Nguyen, L.
Wang, and X. Wang [17], or the unofficial sequel [23] of X. Wang classifying
those of large abelian primitive subspaces. This classification involves an infinite
parameterized family of nonisomorphic Hopf algebras. Nevertheless we can still
identify our variety GA for a fixed augmented algebra A as isomorphic to a some
closed fiber within the spaces of connected Hopf algebras relevant to [17], [22],
[23]. For each of the group schemes G̃ that we affirm Property PA for, we find
there are finitely many orbits in GA (where A = kG̃ is the augmented algebra).
Such a result is open for larger groups of finite representation type.

Definition 2.1.1. Let A be a commutative, cocommutative Hopf algebra, with
G = SpecA∗ the finite abelian group scheme with A = kG and A∗ = O(G).
Then we denote G∗ = SpecA the Cartier dual of G, for which kG∗ = A∗ and
O(G∗) = A.

Definition 2.1.2. Let g = nn be the cyclic Lie algebra of dimension n, as in
1.2.1. The infinitesimal group scheme G̃ associated to g is denoted Wn(1). This
notation comes fromWn(1) being isomorphic to the first Frobenius kernel ofWn,
the additive group of length n Witt vectors. See e.g. Demazure and Gabriel [4,
V] for background. The Cartier dual W∗n(1) is isomorphic to W1(n) ≅ Ga(n), the
nth Frobenius kernel of W1 ≅ Ga, the general additive group scheme.

The formulas in the following classifications will make frequent use of an
expression ω(t) ∈ A ⊗ A, defined whenever t ∈ A, with A an algebra over k of
characteristic p. We denote

ω(t) = (t⊗ 1 + 1⊗ t)p − (tp ⊗ 1 + 1⊗ tp)
p

=
p−1
∑
i=1

(p − 1)!
i!(p − i)! t

i ⊗ tp−i.

Theorem 2.1.3. (Tate and Oort, 1970 [20]) Let g = n1, the p-nilpotent cyclic
Lie algebra, and let A = u(g) = k[x]/xp. Then a complete set of representatives
for the orbit space GA/Aut(A) is given as follows:

0. G̃ = Ga(1), with
∆̃ ∶ x↦ x⊗ 1 + 1⊗ x,

1. G1 = Z/p, with
∆1 ∶ x↦ x⊗ 1 + 1⊗ x + x⊗ x.

Theorem 2.1.4. (X. Wang, 2013 [22]) Let g be a 2-dimensional unipotent
abelian restricted Lie algebra and let A = u(g).

If g = n2, and A = k[x]/(xp2), then a complete set of representatives for the
orbit space GA/Aut(A) is given as follows:

0. G̃ =W2(1), with
∆̃ ∶ x↦ x⊗ 1 + 1⊗ x,
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1. G1, the Cartier dual of a certain subgroup of W2, with

∆1 ∶ x↦ x⊗ 1 + 1⊗ x + ω(xp),

2. G2 = Z/(p2), with

∆2 ∶ x↦ x⊗ 1 + 1⊗ x + x⊗ x.

If g = n21, and A = k[x, y]/(xp, yp), then a complete set of representatives for
the orbit space GA/Aut(A) is given as follows:

0. G̃ = G2
a(1), with

∆̃ ∶ x↦ x⊗ 1 + 1⊗ x

y ↦ y ⊗ 1 + 1⊗ y,

1. G1 = Ga(2), with

∆1 ∶ x↦ x⊗ 1 + 1⊗ x

y ↦ y ⊗ 1 + 1⊗ y + ω(x)

2. G2 = Ga(1) ×Z/p, with

∆2 ∶ x↦ x⊗ 1 + 1⊗ x

y ↦ y ⊗ 1 + 1⊗ y + y ⊗ y

3. G3 = (Z/p)2, with

∆3 ∶ x↦ x⊗ 1 + 1⊗ x + x⊗ x

y ↦ y ⊗ 1 + 1⊗ y + y ⊗ y.

Theorem 2.1.5. (Nguyen, L. Wang, and X. Wang, 2015 [17]) Let g = n3 and

A = u(g) = k[x]/xp3

. Then a complete set of representatives for the orbit space
GA/Aut(A) is given as follows:

0. G̃ =W3(1), with
∆̃ ∶ x↦ x⊗ 1 + 1⊗ x,

1. G1, with

∆1 ∶ x↦ x⊗ 1 + 1⊗ x + ω(xp2

),

2. G2, with
∆2 ∶ x↦ x⊗ 1 + 1⊗ x + ω(xp),

3. G3 = Z/(p3), with

∆3 ∶ x↦ x⊗ 1 + 1⊗ x + x⊗ x.
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Proof. The isomorphism classes of Hopf algebras in GA are each dual to some
commutative Hopf algebra of dimension p3 with a coalgebra isomorphic to A∗ =
O(W3(1)), a connected coalgebra. We’ll call this algebra structure canonical,
and explicitly, we have

A∗ = k[dx, dy, dz]/(dxp, dyp, dzp),

where dx, dy, dz are the dual vectors to x, y = xp, z = xp2

respectively. We have
fixed the comultiplication induced from generators via the canonical algebra
structure described as

dx↦ dx⊗ 1 + 1⊗ dx

dy ↦ dy ⊗ 1 + 1⊗ dy + ω(dx)
dz ↦ dz ⊗ 1 + 1⊗ dz + ω(dy) + ω(dx)[dy ⊗ 1 + 1⊗ dy + ω(dx)]p−1,

all multiplications and powers also being defined canonically. Now, we have the
primitive subspace P (A∗) = ⟨dx⟩ is fixed since the coalgebra and unit for A∗ (the
coaugmented coalgebra structure) is fixed. Thus any group scheme in GA has
coordinate algebra isomorphic to one classified in [17, Theorem 1.1], which finds
all connected Hopf algebras of dimension p3 having a 1-dimensional primitive
subspace, up to isomorphism. There are four such isomorphism classes of Hopf
algebras which are commutative. Therefore, it suffices to verify that the four
cocommutative expressions given in the theorem statement define Hopf algebra
structures in GA and are not isomorphic to one another. We leave this as an
exercise for the reader.

2.2 Abelian restricted enveloping algebras

Now we extend the classifications from Section 2.1 to a result that applies to
any abelian restricted Lie algebra of tame representation type, as well as any
abelian restricted Lie algebra g, of finite representation type with principal block
B ⊂ u(g), having order ∣B∣ ≤ p3. These are all of the cases for which Property
PA is affirmed in Theorem 1.3.5.

Lemma 2.2.1. Let A be a local artinian commutative algebra over a perfect
field F and let R denote the n-fold direct product of A with itself. If G = SpecR
is an abelian group scheme, then G ≅ G0 ×H, where H is a finite abelian group
of order n and G0 is the connected component of the identity in G, an abelian
group scheme with G0 ≅ SpecA.

Proof. Since F is perfect, we have automatically that Gred and G0 are both
closed subgroups of G, with G0 ≅ SpecA. We have Gred = SpecRred is the n-
fold disjoint union of SpecF with itself, since Ared ≅ F . Then the underlying
topological space for the scheme Gred is actually a discrete topological group
induced by the scheme theoretic structure maps, and we have H = Gred is a
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constant group scheme of order n. Since H is also the group of connected
components, we have now a split short exact sequence of abelian group schemes

G0 ↪ G↠H

and therefore G ≅ G0 ×H.

Now suppose g is an abelian restricted Lie algebra. By Theorem 1.2.1, we
have g ≅ tr ⊕N (g) for some r ≥ 0, and therefore there is an isomorphism of

associative algebras u(g) ≅∏pr

i=1 u(N (g)). Since u(N (g)) is a finite local com-
mutative algebra over an algebraically closed field k, we can apply Lemma 2.2.1.
For A = u(g) and B = u(N (g)) the principal block, we therefore have that a
complete set of representatives for the orbit space GA/Aut(A) can be classified
by their Cartier duals as Pr × (GB/Aut(B)), where Pr is the set of partitions
of r, i.e. the set of isomorphism classes of abelian of order pr. As a corollary,
whenever N (g) is a unipotent algebra of the type covered by Theorems 2.1.3,
2.1.4, 2.1.5, we can give a complete set of representatives of GA/Aut(A) explic-
itly. Instead we’ll present what we need out of this classification in the following
proposition.

Proposition 2.2.2. Let g be an abelian restricted Lie algebra with infinite-
semimal group scheme G̃. Let h = N (g), with infinitesimal group scheme H̃.
Then H̃ has Property PA if and only if G̃ has Property PA.

Proof. We have g ≅ tr ⊕ h for some r ≥ 0, and hence u(g) ≅ ∏pr

i=1 u(h). Let
A = u(g) and B = u(h), and so A = u(tr) ⊗ B. By the Künneth theorem, we
have an isomorphism of graded commutative algebras H∗(G̃, k) ≅H∗(H̃, k), so
we naturally identify the projective varieties

ProjH∗(A,k) = ProjH∗(B,k),

and X the set of closed points. Under this identification, for each closed point
p ∈ X , an indecomposable A module M with support {p} is identified with
eM ′, for an indecomposable B-module M ′ with support {p}, and some simple
A-module e. If ⊗ is the product for a group scheme G = χ(G)∗ ×H ∈ GA, we
have

M1 ⊗M2 = (e1M ′
1)⊗ (e2M ′

2) = (e1e2)M ′
1 ⊗M ′

2

for indecomposable Mi = eiM ′
i , where e1e2 is the product in χ(G) and M ′

1⊗M ′
2

is the corresponding product for H.
Let G ∈ GA be a group scheme structure. The Cartier dual G∗ is therefore

isomorphic to Z × H∗, where H∗ is dual to some H ∈ GB , and Z is a finite
abelian group of order pr. Further, we have that Z = χ(G), identifying simple
representations of G, orthogonal idempotents of A, and connected components
of G∗.

Let p ∈ X be a noble point for H. Then there is a subgroup ι ∶ C ↪ H
with p =

√
kerH∗(ι). Since G = χ(G̃)∗ ×H, we can identify H = 1 ×H < G

and ι′ ∶ C ↪ G the composition. Then see that p =
√
kerH∗(ι′) so p is noble
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for G too. Since π-points factor through unipotent subgroups, the converse
holds as well: any C ↪ G will factor through H, the unique maximal unipotent
subgroup, hence noble points for G are noble for H.

Now suppose H̃ has Property PA. To show that G̃ has Property PA, it’s
therefore sufficient to start with H ∈ GB , and assume that G = χ(G̃)∗ ×H, so
that G∗ = χ(G̃) × H∗, and show that G̃ and G are in noble correspondence.
Since we assumed H̃ is unipotent and has Property PA, we know that H̃ and
H are in noble correspondence.

Let Mi = eiM ′
i be an indecomposable A-module, with ei simple and Mi inde-

composable over B, for i = 1,2, with suppA(Mi) = {p}. Then also suppB(M ′
i) =

{p}. If p is noble for G, we see also that p is noble for H. Since χ(G) = χ(G̃)
by assumption, we have

M1 ⊗M2 = (e1M ′
1)⊗ (e2M ′

2) = (e1e2)M ′
1 ⊗M ′

2

≅ (e1e2)M ′
1⊗̃M ′

2

= (e1M ′
1)⊗̃(e2M ′

2) =M1⊗̃M2,

where the product of simple module e1e2 is unambiguous. The converse follows
in a similar fashion.

3 Noble correspondence

In this section we prove the following three part theorem. Parts 1, 2, 3, are
proven in the subsections 3.1, 3.2, 3.3, respectively.

Theorem 3.0.1. Let g be a unipotent abelian restricted Lie algebra and G̃ its
infinitesimal group scheme.

1. If G̃ is of finite representation type and ∣G̃∣ ≤ p3 then G̃ has Property PA.

2. If G̃ is of wild representation type then G̃ does not have Property PA.

3. If G̃ is of tame representation type, i.e. p = 2 and g = n21, then G̃ has
Property PA.

By Theorem 1.2.2 and Proposition 2.2.2, we have that our main Theorem
1.3.5 follows immediately from the theorem above.

3.1 Finite representation type algebras

Let g be a unipotent abelian restricted algebra of finite representation type, with
infinitesimal group scheme G̃, and A = u(g). By Theorem 1.2.2, we have g = nn
for some n, so we will take A = k[x]/xpn

. A complete set of orbit representatives
for GA/Aut(A) is given in the case n = 1 in Theorem 2.1.3, in the case n = 2
in Theorem 2.1.4, and in the case n = 3 in Theorem 2.1.5. In any case, the
spectrum ProjH∗(A) consists of a single closed point and it’s always noble.
To show that G̃ and G are in noble correspondence for each G ∈ GA, we must
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therefore show the Green ring is completely invariant. It is sufficient to show
that there is an equality of Green rings R(G̃) = R(G) for each G appearing
in the classifications 2.1.3, 2.1.4, 2.1.5, as any G′ ∈ GA is in the form Gφ for
some G as classified, and some φ ∈ Aut(A). As such, since there is a unique
indecomposable A-module of each dimension i for 1 ≤ i ≤ pr, we have Mφ ≅M
for any M and for any φ. Then part 1 of Theorem 3.0.1 follows from the identity
2.0.1.

We denote Ji the unique indecomposable A-module of dimension i. For any
G ∈ GA, with tensor product ⊗ of A-modules, we denote ci,j,ℓ(G) the relative
Clebsch-Gordon coefficients, such that

Ji ⊗ Jj ≅
pr

∑
ℓ=1

ci,j,ℓ(G)Jℓ.

One finds indeed that ci,j,ℓ is invariant of G in every relevant case.

Proposition 3.1.1. Suppose n = 1 as in Tate and Oort’s classification Theorem
2.1.3 [20]. Then R(G̃) = R(G̃1) and hence G̃ and G̃1 are in noble correspon-
dence.

Proof. It is classical that for i ≤ j and p < i + j, we have

ci,j,ℓ(G̃) = ci,j,ℓ(G) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

i + j − p, ℓ = p
1, ℓ = j − i + 1 + 2m, 0 ≤m ≤ p − j − 1,
0 otherwise,

and that for i ≤ j and p ≥ i + j, we have

ci,j,ℓ(G̃) = ci,j,ℓ(G) =
⎧⎪⎪⎨⎪⎪⎩

1, ℓ = j − i + 1 + 2m, 0 ≤m ≤ i − 1,
0 otherwise.

Now the following propositions determine Green rings inductively, by re-
stricting the group schemes classified in 2.1.4, 2.1.5 down to known subgroups

with algebras generated by the powers xp, xp2

, and leveraging Frobenius reci-
procity. We omit the proofs, as even stating a formula for Clebsch Gordon co-
efficients ci,j,ℓ(G) takes considerable space. The calculation, modulo p, agrees
with Green’s original calculation for what we would call R(Z/(pn)) ⊗Z Z/p in
[14]. The only part that is not classical is verifying which subgroups exist for
any cocommutative Hopf algebra structure, which uses the classifications 2.1.4,
2.1.5 explicitly.

Proposition 3.1.2. Suppose n = 2 as in X. Wang’s classification Theorem 2.1.4
[22]. ThenR(G̃) =R(G1) =R(G2) and hence G̃ is in noble correspondence with
both G1 and G2.

Proposition 3.1.3. Suppose n = 3 as in Theorem 2.1.5, the corollary of Nguyen,
L. Wang, and X. Wang [17]. Then R(G̃) = R(Gi) for i = 1,2,3. Hence G̃ is in
noble correspondence with Gi for i = 1,2,3.
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3.2 Wild representation type algebras

Let A be a groupable augmented algebra. We can define an action of Aut(A)
on the closed points X (A) ⊂ ProjH∗(A,k) as follows: supposing A = kG, we
have any given p ∈X (A) is p(α) for some π-point α ∶ k[t]/tp → A for G. So for
an augmented automorphism φ ∶ A→ A we define φ ⋅p = p(φ○α), using that the
composition φ ○ α is a π-point for Gφ, hence a generalized π-point for A. We
have indeed whenever α ∼ β as π-points that φ○α ∼ φ○β as generalized π-points
and hence φ ⋅p is well defined. It is straightforward to verify whenever p is noble
for G ∈ GA, that φ ⋅ p is noble for Gφ, and further, whenever p ∈X (A,M) for a
module M , that φ ⋅ p ∈X (A,Mφ) by picking representative π-points.

For p ∈X we denote the isotropy subgroups by

Ω(A,p) = Aut(A)p = {φ ∣ φ ⋅ p = p}, (3.2.1)

Ω(A,χ) = {φ ∣ eφ ≅ e for each simple A-module e}. (3.2.2)

Whenever φ ∈ Ω(A,χ), we have that χ(G) = χ(Gφ) for any G ∈ GA. The
following lemma is adapted from the unpublished [2].

Lemma 3.2.3. Let g be a restricted Lie algebra, let G̃ be the infinitesimal
group scheme, and A = u(g). Suppose x ∈N (g) is of order r ≥ 1, with [x,g] = 0.
Suppose for p = p(x[p]r−1) that there exists an isotropy φ ∈ Ω(A,p) such that

(J1 ↑g⟨x⟩)
φ−1 ↓g⟨x⟩ is not isomorphic to nJps for any n, s ≥ 0. Then G̃, G̃φ are not

in noble correspondence. If φ ∈ Ω(A,χ) then G̃ does not have Property PA.

Proof. We’ll denote V = J1 ↑⟨x⟩g the induced module. The PBW theorem let’s
us conclude that X (A,V ) ⊂ {p} for any x ∈ N (g). Since [x,g] = 0 and u(g)
is a free module over the subalgebra u(⟨x⟩) (see Nichols and Zoeller [18]), we
have that V ↓g⟨x⟩= [g ∶ ⟨x⟩]J1, where [g ∶ ⟨x⟩] is the index pn−r, with n = dimg.

We conclude then that V ↓g⟨x[p]r−1 ⟩= V ↓
g
⟨x⟩↓

⟨x⟩
⟨x[p]r−1 ⟩ is not projective and hence

suppA(V ) = {p}. We have by Frobenius reciprocity that

V ⊗̃V ≅ V ↓g⟨x⟩↑
g
⟨x⟩≅ [g ∶ ⟨x⟩]V.

But one finds that since V φ−1 ↓g⟨x⟩ is not in the form nJps , there must be non-

isomorphism

(V φ−1⊗̃V φ−1) ↓g⟨x⟩≅ V
φ−1 ↓g⟨x⟩ ⊗̃V

φ−1 ↓g⟨x⟩/≅ [g ∶ ⟨x⟩]V
φ−1 ↓g⟨x⟩ .

It follows that V φ−1⊗̃V φ−1 /≅ [g ∶ ⟨x⟩]V φ−1 and hence

V ⊗̃φ
V /≅ [g ∶ ⟨x⟩]V ≅ V ⊗̃V

by the identity 2.0.1. Supposing φ ∈ Ω(A,p) we know p is noble for G̃ and hence
φ ⋅ p = p is noble for G̃φ. Hence G̃ and G̃φ are not in noble correspondence.
Supposing φ ∈ Ω(A,χ) we have χ(G̃) = χ(G̃φ), and conclude G̃ does not have
Property PA.
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Proposition 3.2.4. Let g be an abelian restricted Lie algebra of wild repre-
sentation type with no nontrivial wild direct summands (c.f. Corollary 1.2.3),
and let A = u(g).

I. For p = 2:

– If g = n1 ⊕ n1 ⊕ n1, say A = k[x, y, z]/(xp, yp, zp)n and let

φ(x) = x + yz, φ(y) = y, φ(z) = z.

– If g = nn ⊕ nm for m > n ≥ 1, say A = k[x, y]/(xpn

, yp
m), and let

φ(x) = x + y2, φ(y) = y

– If g = nn ⊕ nn for n ≥ 2, say A = k[x, y]/(xpn

, yp
n), and let

φ(x) = x + yp
n−1−1, φ(y) = y.

II. For p > 2, if g = nn ⊕ nm for n,m ≥ 1, say A = k[x, y]/(xpn

, yp
n

, and let

φ(x) = x + y2, φ(y) = y.

In each case, we have x ∈N (g) (of order r) and φ defines an isotropy in Ω(A,p)
for p = p(x[p]r−1). Further (J1 ↑g⟨x⟩)

φ−1 ↓g⟨x⟩ is not isomorphic to nJps for any

n, s ≥ 0. We conclude for G̃ the infinitesimal group scheme for any such g, that
G̃ does not have Property PA.

Corollary 3.2.5. Let G̃ be the infinitesimal group scheme for a unipotent
abelian restricted Lie algebra. Then G̃ does not have Property PA.

Proof. Suppose g = g′ ⊕ g′′ for an abelian restricted Lie algebra g′ of wild rep-
resentation type with no nontrivial wild direct summands. Then A = u(g) =
u(g′)⊗u(g′′). It is straightforward now to show that the isotropy φ ∈ Ω(u(g′),p)
in Proposition 3.2.4 extends to an isotropy in Ω(A,p), which lets us apply
Lemma 3.2.3.

3.3 The Bašev-Conlon formula

Let k be an algebraically closed field of characteristic p = 2. We let g = n1⊕n1 and
A = u(g) = k[x, y]/(x2, y2). We will denote by P the regular representation, i.e.
A as a left module over itself. We begin by defining the indecomposable modules
V2n(p) for closed points p ∈ P1 =X (A) in ProjH∗(A,k). By p = [a ∶ b] ∈ P1, we
will always mean p = p(α) for the π-point

α ∶ k[t]/t2 → A

defined by taking t ↦ ax + by, which we note is well defined up to linear equiv-
alence.

The indecomposable modules over the Kronecker algebra A were classified
by Bašev [1] in 1961 as representations over k of the Klein 4-group. They
are attributed back to Kronecker’s original work on quadratic forms appearing
between 1890-96 [16].
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Theorem 3.3.1. Let p ∈ X (A) = P1 be the point [a ∶ b] in our coordinate
system, and define s2 = ax + by ∈ A and s1 = cx + dy such that s1, s2 forms a
basis for the subspace ⟨x, y⟩ ⊂ A.

Let M denote a vector space of dimension 2n, with k-linear decomposition
into lower and upper blocks M = Mℓ ⊕Mu, with Mℓ,Mu each of dimension
n. We let V2n(p) = M denote the A-module defined by the following matrix
representations of the actions of s1, s2 ∈ A

s1 ∶ (
0 In
0 0

) , s2 ∶ (
0 Nn

0 0
) ,

where In is the diagonal ones matrix and Nn is an upper triangular nilpotent
Jordan block of rank n − 1.

Then we have that

I. The module V2n(p) is, up to isomorphism, not dependent on choice of
a, b, c, d, such that p = [a ∶ b] ∈ P1, and such that s1 = cx + dy and s2 are
linearly independent,

II. The module V2n(p) is indecomposable,

III. The support X (A,V2n(p)) is {p} ⊂ P1, and

IV. Any finite indecomposable module V with support X (A,V ) = {p} is of
even dimension 2n and is isomorphic to V2n(p), for some n.

The main result for this section is the Bašev-Conlon formula for the noble
square, which holds for an arbitrary choice of ⊗ coming from a Group algebra
structure in G ∈ GA.

V2n(p)⊗ V2n(p) ≅ 2V2n(p) + (n2 − n)P ∀ noble p ∈ P1 for G. (3.3.2)

As a historical note, we have named formula 3.3.2 after Bašev and Conlon jointly
because Conlon’s paper [3] offered a correction to Bašev’s formulas presented in
[1] in the case of the Klein 4 group as a point in GA. We find actually that the
set of noble points in this case coincides precisely with the modules where Con-
lon’s formulas agree with Bašev’s. By following Bašev’s original ring-theoretic
argument (Lemmas 3.3.3, 3.3.4 below), we will see that the isomorphism types
of squares V2n(t) ⊗ V2n(t) are sufficient for determining the entire Green ring
structure. We have ommitted any discussion of nonprojective indecomposables
having support other than a closed singleton {p}, because these are not relevant
to our Property PA. Still, we would be remiss not to mention that all such mod-
ules are Heller shifts of the trivial module and tensor with all other modules in
a way that does not depend on the coalgebra structure for A!

We will fix notation from Theorem 2.1.4 throughout, that a complete set of
orbit representatives for GA/Aut(A) is given by G̃,G1,G2,G3, with comultipli-
cations ∆̃,∆1,∆2,∆3 and products ⊗̃,⊗1,⊗2,⊗3 respectively. To show that G̃
is in noble correspondence with a given G ∈ GA, we first argue how G̃ is in noble
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correspondence with G1,G2,G3 (it is tautological that G̃ is in noble correspon-
dence with itself). Then for a given G ∈ GA, we identify the orbit representative
G′ = G̃,G1,G2,G3, with product ⊗′ and φ ∈ Aut(A) with Gφ = G′. Then for
a fixed point p which is noble for G, we have φ ⋅ p is noble for G′. Given any
indecomposable M,N with support {p}, say M ≅ V2m(p),N ≅ V2n(p), we have
Mφ,Nφ are indecomposable with support {φ ⋅ p}, and hence by Theorem 3.3.1
we have Mφ ≅ V2m(φ ⋅ p),Nφ ≅ V2n(φ ⋅ p). Since G̃ is in noble correspondence
with G′ and φ ⋅ p is noble for G′, we have

Mφ ⊗′ Nφ ≅Mφ⊗̃Nφ,

and hence
M ⊗N ≅ (Mφ⊗̃Nφ)φ

−1

by identity 2.0.1. The tensor product property for suppA, with Theorem 3.3.1,
shows that there is a decomposition

V2m(p)⊗̃V2n(p) = cm,n,P (p)P ⊕∑
ℓ

cm,n,ℓ(p)V2ℓ(p),

where P is unique indecomposable projective module. We will show further
that the coefficients cm,n,P (p), cm,n,ℓ(p) depend only on m,n and not which

noble p is chosen. It follows that G̃ and G̃φ are in noble correspondence for any
φ ∈ Aut(A), since

V2m(p)⊗̃φ
V2n(p) ≅ (V2m(φ−1 ⋅ p)⊗̃V2n(φ−1 ⋅ p))φ.

Hence M⊗N ≅M ⊗̃φ−1
N ≅M ⊗̃N for indecomposable M,N of support {p}, and

we conclude G̃ is in noble correspondence with G.
The following lemmas are proven in detail in the author’s unpublished [2],

but essentially generalize, to any G ∈ GA, the same ring-theoretic argument
outlined originally by Bašev [1].

Lemma 3.3.3. Let n ≤m, and p ∈ P1 be any closed point. Let ⊗ be the product
for some group G ∈ GA. Then

V2n(p)⊗ V2m ≅ V ⊕ (mn − n)P,

where V = ∑ cn,m,ℓ(p)V2ℓ(p), for Clebsch-Gordon coefficients cn,m,ℓ(p) relative
to G, satisfying ∑ cn,m,ℓ(p)2ℓ = 4n. Equivalently, we may say cn,m,P (p) =mn−n.

Lemma 3.3.4. Let ⊗ be the product for some group in G ∈ GA, and for any
n ≤m, and closed point p ∈ P1, let cn,m,ℓ(p) be the Clebsch-Gordon coefficients
relative to G as above. Then

I. For any p, we have cn,m,ℓ(p) = 2δn,ℓ whenever there is inequality n < m,
and
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II. For any p, there exists a subset N(p) ⊂ N, such that no two consecutive
numbers are elements of N(p), and such that

cn,n,ℓ(p) =
⎧⎪⎪⎨⎪⎪⎩

2δn,ℓ n /∈ N(p),
δn−1,ℓ + δn+1,ℓ n ∈ N(p).

Now we see the Bašev-Conlon formula 3.3.2 is stating that, for any noble
point p ∈ P1 for a fixed G ∈ GA, we have N(p) = ∅. To show this, we first
examine which points are noble in the fixed homogeneous coordinate system for
P1 stated in 3.3.1.

Example 3.3.5. Let G be an element of the complete set of representatives
{G̃,G1,G2,G3} for GA/Aut(A).

0. For G = G̃, each p ∈ P1 is noble, as ⟨ax+by⟩ always defines a Lie subalgebra
of ⟨x, y⟩.

1. For G = G1, the only noble point is [1 ∶ 0]. This is because Ga(2) has only
one nontrivial proper closed subgroup, and this subgroup is isomorphic to
Ga(1), and the inclusion of group algebras comes from t↦ x.

2. For G = G2, we have G ≅ Ga(1) × Z/2. One sees in any characteristic that
the only nontrivial proper subgroups of Ga(1)×Z/p are Ga(1)×0 and 0×Z/p,
with group algebra inclusions given by t↦ x and t↦ y respectively. Hence
the only noble points for G2 are [1 ∶ 0] and [0 ∶ 1].

3. For G = G3, there are three nontrivial proper subgroups of (Z/2)2, with
group algebra inclusions given by t ↦ x, t ↦ x + y + xy, and t ↦ y. By
[12, Proposition 2.2], only the linear terms matter, and we have the noble
points for G3 are therefore [1 ∶ 0], [1 ∶ 1], and [0 ∶ 1].

Definition 3.3.6. Let p be fixed and denote V2n = V2n(p). For n,m ∈ N we
define the canonical extension

0→ V2n → V2(n+m) → V2m → 0

of V2m by V2n, with canonical mono µn,m ∶ V2n ↪ V2(n+m) defined by the induced
map from including ordered bases for respective upper and lower blocks (3.3.1),
and canonical epi ϵn,m ∶ V2(n+m)↠ V2m by the quotient defined on the ordered
bases for upper and lower blocks. It is clear the canonical monos and epis are
A-linear and define an extension of A-modules.

The following proposition follows from direct examination of the modules in
Bašev’s Theorem 3.3.1.

Proposition 3.3.7. Let ν ∶ V2n(p) ↪ V be any monomorphism of A-modules,
with V = ∑ℓ cℓV2ℓ(p) a finite module. Then there exists an ℓ′ ≥ n, with direct
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summand inclusion V2ℓ′(p)↪ V, and an automorphism f ∶ V → V of A-modules,
such that the diagram

V2n(p) V2ℓ′(p) V

V

µn,ℓ′−n

ν
f

commutes. In other words there is precisely one isomorphism class of monos
V2n ↪ V for each ℓ ≥ n with cℓ ≠ 0.

Proof. Fix p and denote V2n = V2n(p). Let V be a finite dimensional A-module
with supp(V ) = {p}, and with no projective direct summand. Let ν ∶ V2n ↪ V be
any mono. We have V ′ = coker(ν) has support {p} [12], and has no projective
direct summand. Computation with a minimal resolution of each V2n shows
that Ext1A(V2n, V2m) is a natural subquotient of nV2m. The resultant complex
has basis of cocycles given by the lower block of each V2m, plus the first basis
element of the upper blocks. Reducing to cohomology, the first basis element
of the upper blocks, and last basis element of the lower blocks give a basis for
Ext1A(V2n, V2m).

Write V ′ = ∑ℓ dℓV2ℓ, so we have Ext1A(V ′, V2n) = ∑ℓ dℓExt
1
A(V2ℓ, V2n). Then

an arbitrary linear Baer sum combination of extensions represented by our choice
of cocycles in each copy of V2n shows that any with center term isomorphic to
V has monomorphism V2n ↪ V in the form claimed. In particular, the assumed
extension

V2n
νÐ→ V → V ′ ∈ Ext1A(V ′, V2n)

has ν of the form claimed.

Now we give an original proof of the Bašev-Conlon formula, using nobility
in an essential way. This was first provided in the unpublished [2].

Theorem 3.3.8. Let G be an element of the complete set of representatives
{G̃,G1,G2,G3} for GA/Aut(A), and cn,m,ℓ(p) be the Clebsch-Gordon coeffi-
cients relative to G. Let p ∈ P1 be noble for G. Then cn,n,ℓ(p) = 2δn,ℓ for each
n, ℓ, i.e.

V2n(p)⊗ V2n(p) ≅ 2V2n(p)⊕ (n2 − n)P,
where ⊗ is the product for G.

Proof. Suppose p = p(α) for the inclusion α ∶ kC → A of group algebras, for
some C < G.

Then for n = 1, we have

(V2(p)⊗ V2(p)) ↓GC≅ V2(p) ↓GC ⊗V2(p) ↓GC ,

which by direct computation gives (V2(p) ⊗ V2(p)) ↓GC≅ 4J1 for any case of G.
Since also for any case of G, we see V4(p) ↓GC≅ J2 ⊕ 2J1, we conclude that

V2(p)⊗ V2(p) ≅ 2V2(p).
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For fixed noble p for G, we denote V2n = V2n(p). Suppose for contradiction
that for some n > 1, we have V2n⊗V2n ≅ V2(n−1)⊕V2(n+1)⊕(n2−n)P. By Lemma
3.3.4, we know then that V2(n−1) ⊗ V2(n−1) ≅ 2V2(n−1) ⊕ (n2 − 3n + 2)P and that
V2(n+1) ⊗ V2(n+1) ≅ 2V2(n+1) ⊕ (n2 + n)P. Consider now the monomorphism

µn−1,1 ⊗ µn−1,1 ∶ V2(n−1) ⊗ V2(n−1) → V2n ⊗ V2n.

Recall that A is a Frobenius algebra, and hence any projective summand of
V2(n−1) ⊗ V2(n−1) must embed into a projective summand of V2n ⊗ V2n. Thus
µn−1,1 ⊗ µn−1,1 is isomorphic to a direct sum of monomorphisms V2(n−1) ↪ V
and P ↪ (n2 − n)P, for V = V2(n−1) ⊕ V2(n+1). By Proposition 3.3.7, we now
have that µn−1,1 ⊗ µn−1,1 is isomorphic to µn−1,0 ⊕ µn−1,2 ⊕ ι for the inclusion
ι ∶ (n2 − 3n + 2)P ↪ (n2 − n)P. The cokernel of µn−1,1 ⊗ µn−1,1 must then be
isomorphic to the module V ′ = V2 ⊕ (2n − 2)P.

Consider now the exact sequence of G-representations

0→ V2(n−1) ⊗ V2(n−1)
µn−1,1⊗µn−1,1ÐÐÐÐÐÐÐÐ→ V2n ⊗ V2n → V2 ⊕ (2n − 2)P → 0.

Restricting, we have an exact sequence of C-representations

0→ V2(n−1) ↓GC ⊗V2(n−1) ↓GC→ V2n ↓GC ⊗V2n ↓GC→ V2 ↓GC ⊕(2n − 2)P ↓GC→ 0.

This is a contradiction: for any ℓ, V2ℓ ↓GC= 2J1⊕(ℓ−1)J2, and P ↓GC≅ 2J2. Hence

V2(n−1) ↓GC ⊗V2(n−1) ↓GC ≅ 4J1 ⊕ (2(n − 1)2 − 1)J2,
V2n ↓GC ⊗V2n ↓GC ≅ 4J1 ⊕ (2n2 − 1)J2,

V2 ↓GC ⊕(2n − 1)P ↓GC ≅ 2J1 ⊕ (4n − 4)J2,

and no such exact sequence exists. By Lemma 3.3.4, since cn+1,n+1,ℓ(p) ≠ δn,ℓ +
δn+2,ℓ, we have instead that

V2n(p)⊗ V2n(p) ≅ 2V2(n)(p)⊕ (n2 − n)P.

Corollary 3.3.9. Let G ∈ {G̃,G1,G2,G3}. Then G̃ is in noble correspondence
with G.

Proof. Let p be noble for G (it’s already noble for G̃), and let ⊗, ⊗̃ be the
products for G, G̃ respectively. It follows from duality that P ⊗ V ≅ P ⊗̃V ≅ nP
for any A-module V of dimension n. By Lemma 3.3.4 and Theorem 3.3.8, for
any n ≤m, we have

V2n(p)⊗ V2m(p) ≅ 2V2n(p)⊕ (mn − n)P ≅ V2n(p)⊗̃V2n(p).

This accounts for every pair of indecomposable summands of arbitrary modules
M,N , with suppA(M) = suppA(N) = {p} and therefore for any such M,N we
have

M ⊗N ≅M ⊗̃N.
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Corollary 3.3.10. Let G̃ be the infinitesimal group scheme for an abelian Lie
algebra of tame representation type. Then G̃ has Property PA.

Proof. It was argued in the beginning of this section why the previous corollary
is sufficient to show that G̃ = G2

a(1), in characteristic 2, has Property PA. Now
apply Theorem 1.2.2 and Proposition 2.2.2.
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