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Preface

This monograph is devoted to geometric inverse problems, with emphasis

on the two-dimensional case. Inverse problems arise in various fields of

science and engineering, frequently in connection with imaging methods

where one attempts to produce images of the interior of an unknown

object by making indirect measurements outside. A standard example

is X-ray computed tomography (CT) in medical imaging. There one

sends X-rays through the patient and measures how much the rays are

attenuated along the way. From these measurements one would like to

determine the attenuation coefficient of the tissues inside. If the X-rays

are sent along a two-dimensional cross-section (identified with R2) of the

patient, the X-ray measurements correspond to the Radon transform Rf

of the unknown attenuation function f in R2. Here, Rf just encodes the

integrals of f along all straight lines in R2. The easy direct problem

in X-ray CT would be to determine the Radon transform Rf when f

is known. However, in order to produce images one needs to solve the

inverse problem: determine f when Rf is known (i.e. invert the Radon

transform).

One can divide the mathematical analysis of the Radon transform

inverse problem in several parts, including the following:

• (Uniqueness) If Rf1 = Rf2, does it follow that f1 = f2?

• (Stability) If Rf1 and Rf2 are close, are f1 and f2 close in suitable

norms? Is there stability with respect to noise or measurement errors?

• (Reconstruction) Is there an efficient algorithm for reconstructing f

from the knowledge of Rf?

• (Range characterization) Which functions arise as Rf for some f?

• (Partial data) Can one determine (some information on) f from partial

knowledge of Rf?
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viii Preface

In this monograph we will study inverse problems in geometric set-

tings. For X-ray type problems this will mean that straight lines are

replaced by more general curves. A particularly clean setting, which is

still relevant for several applications, is given by geodesic curves of a

smooth Riemannian metric. We will focus on this setting and formulate

our questions on compact Riemannian manifolds (M, g) with smooth

boundary. This corresponds to working with compactly supported func-

tions in the Radon transform problem.

We will now briefly describe the main geometric inverse problems

studied here. Our first question is a direct generalization of the Radon

transform problem.

1. Geodesic X-ray transform. Is it possible to determine an unknown

function f in (M, g) from the knowledge of its integrals over maximal

geodesics?

This is a fundamental inverse problem that is related to several other

inverse problems, in particular in seismic imaging applications. A clas-

sical related problem is to determine the interior structure of the Earth

by measuring travel times of earthquakes. In a mathematical idealiza-

tion, we may suppose that the Earth is a ball M ⊂ R3 and that wave

fronts generated by earthquakes follow the geodesics of a Riemannian

metric g determined by the sound speed in different substructures. If

an earthquake is generated at a point x ∈ ∂M , then the first arrival

time of that earthquake to a seismic station at y ∈ ∂M is the geodesic

distance dg(x, y). The travel time tomography problem, originating in

geophysics in the early 20th century, is to determine the metric g (i.e.

the sound speed in M) from the geodesic distances between boundary

points. The same problem arose much later in pure mathematics and

differential geometry. It can be formulated as follows:

2. Boundary rigidity problem. Is it possible to determine the metric

in (M, g), up to a boundary fixing isometry, from the knowledge of the

boundary distance function dg|∂M×∂M?

The geodesic X-ray transform problem is in fact precisely the lin-

earization of the boundary rigidity problem for metrics in a fixed con-

formal class. If one removes the restriction to a fixed conformal class,

the linearization of the boundary rigidity problem is a tensor tomography

problem. To describe such a problem, let (M, g) be a compact Rieman-

nian n-manifold with smooth boundary, and let m be a non-negative

integer. The geodesic X-ray transform on symmetric m-tensor fields is
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an operator Im defined by

Imf(γ) =

∫
γ

fj1···jm(γ(t))γ̇j1(t) · · · γ̇jm(t) dt,

where γ is a maximal geodesic in M and f = fj1···jm dxj1 ⊗ · · · ⊗ dxjm

is a smooth symmetric m-tensor field on M . Here and throughout this

monograph we employ the Einstein summation convention where a re-

peated lower and upper index is summed. In the above case this means

that

fj1···jm dxj1 ⊗ · · · ⊗ dxjm =

n∑
j1,...,jm=1

fj1···jm dxj1 ⊗ · · · ⊗ dxjm .

If m ≥ 1 the operator Im always has a nontrivial kernel: one has

Im(σ∇h) = 0 whenever h is a smooth symmetric (m − 1)-tensor field

with h|∂M = 0, ∇ is the total covariant derivative, and σ denotes the

symmetrization of a tensor. Tensors of the form σ∇h are called potential

tensors. If m = 1, this just means that I1(dh) = 0 whenever h ∈ C∞(M)

satisfies h|∂M = 0. Any 1-tensor field f has a solenoidal decomposition

f = fs + dh where fs is solenoidal (i.e. divergence-free) and h|∂M = 0.

Thus it is only possible to determine the solenoidal part of a 1-tensor f

from I1f . This decomposition generalizes to tensors of arbitrary order,

leading to the following inverse problem.

3. Tensor tomography problem. Is it possible to determine the

solenoidal part of an m-tensor field f in (M, g) from the knowledge

of Imf?

A variant of the geodesic X-ray transform, arising in applications such

as SPECT (single photon emission computed tomography), includes an

attenuation factor. In this case, f ∈ C∞(M) is a source function and

a ∈ C∞(M) is an attenuation coefficient, and one can measure integrals

like

Iaf(γ) =

∫
γ

e
∫ t
0
a(γ(s)) dsf(γ(t)) dt, γ is a maximal geodesic.

This is the attenuated geodesic X-ray transform of f , and a typical in-

verse problem is to determine f from Iaf when a is assumed to be

known. Clearly this reduces to the standard geodesic X-ray transform

when a = 0. Similar questions appear in mathematical physics, where

the attenuation coefficient is replaced by a connection or a Higgs field

on some vector bundle over M . This roughly corresponds to replacing

the function a(x) by a matrix valued function or a 1-form.
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4. Attenuated geodesic X-ray transform. Is it possible to determine

a function f in (M, g) from its attenuated geodesic X-ray transform,

when the attenuation is given by a connection and a Higgs field?

This question also arises as the linearization of the scattering rigidity

problem (or the non-Abelian X-ray transform) for a connection/Higgs

field. One can ask related questions for tensor fields and also for more

general weighted X-ray transforms.

Finally, we consider a geometric inverse problem of a somewhat dif-

ferent nature. Consider the Dirichlet problem for the Laplace equation

in (M, g), {
∆gu = 0 in M,

u = f on ∂M.

Here ∆g is the Laplace-Beltrami operator on (M, g), given in local co-

ordinates by

∆gu = |g|−1/2∂xj (|g|1/2gjk∂xk
u)

where (gjk) is the inverse matrix of g = (gjk), and |g| = det(gjk). This is

a uniformly elliptic operator, and there is a unique solution u ∈ C∞(M)

for any f ∈ C∞(∂M). The Dirichlet-to-Neumann map Λg takes the

Dirichlet data of u to Neumann data,

Λg : f 7→ ∂νu|∂M

where ∂νu|∂M = du(ν)|∂M with ν denoting the inner unit normal to

∂M .

The above problem is related to Electrical Impedance Tomography,

where the objective is to determine the electrical properties of a medium

by making voltage and current measurements on its boundary. Here the

metric g corresponds to the electrical resistivity of the medium, and for a

prescribed boundary voltage f one measures the corresponding current

flux ∂νu at the boundary. Thus the electrical measurements are encoded

by the Dirichlet-to-Neumann map Λg. There are natural gauge invari-

ances: the map Λg remains unchanged under a boundary fixing isometry

of (M, g), and when dimM = 2 there is an additional invariance due

to conformal changes of the metric. This leads to the following inverse

problem.

5. Calderón problem. Is it possible to determine the metric in (M, g),

up to gauge, from the knowledge of the Dirichlet-to-Neumann map Λg?



xi

In this monograph we will discuss known results for the above prob-

lems, with an emphasis on the case where (M, g) is two-dimensional. One

reason for focusing on the two-dimensional setting is that the available

results and methods are somewhat different in three and higher dimen-

sions. This is also suggested by a formal variable count: in the questions

above we attempt to determine unknown functions of n variables from

data given by a function of 2n− 2 variables. Thus the inverse problems

above are formally determined when n = 2 and formally overdetermined

when n ≥ 3. This indicates that there may be less flexibility when solv-

ing the two-dimensional problems. On the other hand, the possibility

of using methods from complex analysis will give an advantage in two

dimensions.

Another reason for focusing on the two-dimensional case is that the

two-dimensional theory is at the moment fairly well developed in the

context of simple manifolds. A compact Riemannian manifold (M, g)

with smooth boundary is called simple if

• the boundary ∂M is strictly convex (the second fundamental form of

∂M is positive definite),

• M is non-trapping (any geodesic reaches the boundary in finite time),

and

• M has no conjugate points.

Examples of simple manifolds include strictly convex domains in Eu-

clidean space, strictly convex simply connected domains in nonpositively

curved manifolds, strictly convex subdomains of the hemisphere, and

small metric perturbations of these.

In this book we will show that questions 1-4 above have a positive

answer on two-dimensional simple manifolds, and question 5 has a pos-

itive answer on any two-dimensional manifold. In particular, this gives

a positive answer in two dimensions to the boundary rigidity prob-

lem posed by MichelMichel (1981/821981/82). The original proof of this result in

Pestov and UhlmannPestov and Uhlmann (20052005) employs striking connections between the

above problems: in fact, it uses the solution of the geodesic X-ray trans-

form problem and the Calderón problem in order to solve the boundary

rigidity problem.

We will also see that there are counterexamples to questions 1-4 if one

goes outside the class of simple manifolds. However, it is an outstanding

open problem whether questions 1-4 have positive answers in the class

of strictly convex non-trapping manifolds (i.e. whether the no conjugate

points assumption can be removed).
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While the emphasis in this monograph is on the two-dimensional case,

a large part of the material is valid in any dimension ≥ 2. In Chapters 11–

88 the results are either presented in arbitrary dimension, or they are first

presented in two dimensions and there is an additional section describ-

ing extensions to the higher dimensional case. However, the methods in

Chapters 99–1414 involve fibrewise holomorphic functions and holomorphic

integrating factors and these are largely specific to the two-dimensional

case.

The field of geometric inverse problems is vast and the present mono-

graph only covers a selection of topics. We have attempted to choose

topics that have reached a certain degree of maturity and that lead to

a coherent presentation. For the chosen topics, we have tried to give

an up to date treatment including the most recent results. However,

there are several notable omissions such as results specific to three and

higher dimensions, the case of closed manifolds, further geometric inverse

problems for partial differential equations, inverse spectral problems etc.

Some of these are briefly discussed in Chapter 1515.

As for the references, we have not aimed at a complete historical

account of the results presented here. In the main text we have cited a few

selected references for each topic, and in Chapter 1515 we give a number

of further references on related topics. We refer to the bibliographical

notes in SharafutdinovSharafutdinov (19941994) for an account of results up to 1994. The

survey articles Paternain et al.Paternain et al. (2014b2014b); Ilmavirta and MonardIlmavirta and Monard (20192019);

Stefanov et al.Stefanov et al. (20192019) contain a wealth of references to further results.

We assume that readers are familiar with basic Riemannian geometry

roughly at the level of LeeLee (19971997). We also assume familiarity with el-

liptic partial differential equations and Sobolev spaces in the setting of

Riemannian manifolds, as presented e.g. in TaylorTaylor (20112011). There are nu-

merous exercises scattered throughout the text and the more challenging

ones are marked with a ∗.

Outline

One intent of the present text is to provide a unified approach to the

questions 1-4 while exposing the main techniques involved. Having this

in mind we have structured the contents as follows.

Chapter 11 considers basic properties of the classical Radon transform

in the plane and discusses briefly the Funk transform on the 2-sphere.

These homogeneous geometric backgrounds are particularly amenable

to the use of standard Fourier analysis and provide a quick introduction
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to the subject. Chapter 22 studies rotationally symmetric examples and

the well-known Herglotz condition that translates into a non-trapping

condition for the geodesics.

Chapter 33 discusses at length the necessary geometric background.

The starting assumptions on compact Riemannian manifolds is that they

have strictly convex boundary and no trapped geodesics. This combina-

tion produces an exit time function that is smooth everywhere except

at the glancing region, where its behaviour is well understood. This set-

ting is good enough to define all X-ray transforms arising in the book

(standard, attenuated and non-Abelian) and it is also good enough to

study regularity results for the transport equation associated with the

geodesic vector field as it is done in Chapter 55. As we mentioned above

when we add the condition of not having conjugate points we obtain the

notion of simple manifold; this is also discussed in Chapter 33.

In Chapter 44 we introduce the geodesic X-ray transform and we estab-

lish the important link with the transport equation. This link gives in

particular that the geodesic X-ray transform I0 is injective iff a unique-

ness result holds for the operator P = V X, where X is the geodesic

vector field and V the vertical vector field. This brings us to the first

core idea in this book. To tackle this uniqueness problem for P we use an

energy identity called the Pestov identity which emerges from studying

the commutator [P ∗, P ]. The absence of conjugate points gives a way to

control the sign of the terms that arise from this commutator. Variations

of this identity will be used to study attenuated and non-Abelian X-ray

transforms on Chapter 1313.

Chapter 66 provides some tools which are specific to two dimensions.

Here we follow the approach of Guillemin and KazhdanGuillemin and Kazhdan (1980a1980a) and we

take advantage of the fact that there is a Fourier series expansion in

the angular variable (i.e. with respect to the vertical vector field V ) and

that the geodesic vector field decomposes as X = η+ + η−, where η±
maps Fourier modes of degree k to degree k ± 1. The Fourier expan-

sions make it possible to consider holomorphic functions and Hilbert

transforms with respect to the angular variable, and a certain amount

of “vertical” complex analysis becomes available. On the other hand, the

operators η± are intimately connected with the Cauchy-Riemann oper-

ators of the underlying complex structure of the surface determined by

the metric. These tools get deployed right away in Chapter 77 where we

study solenoidal injectivity and stability for the geodesic X-ray trans-

form under the stronger assumption of having non-positive curvature.

Chapter 88 contains the second core idea in the book. This is based
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on the central fact that when the manifold (M, g) is simple, the normal

operator I∗0 I0 is an elliptic pseudodifferential operator of order −1 in

the interior of M . The ellipticity combined with the injectivity of I0
gives a surjectivity result for the adjoint I∗0 . It is this last solvability

result that plays a key role in all subsequent developments and it may

be rephrased as an existence result for first integrals of the geodesic flow

with prescribed zero Fourier modes.

Chapter 99 discusses inversion formulas up to a Fredholm error and the

range of I0. The description of the range is possible thanks to the sur-

jectivity of suitable adjoints following the outline of Chapter 88. Chapter

1010 deals with tensor tomography, but also explains how to obtain the

important holomorphic integrating factors from the surjectivity of I∗0 .

Here, the holomorphicity is in the sense of Chapter 66, i.e. in the angular

variable.

Chapter 1111 is devoted fully to question 2 above on boundary rigidity

and its relation to the Calderón problem. Chapter 1212 proves injectivity

for the attenuated X-ray transform using holomorphic integrating factors

and finally Chapters 1313 and 1414 discuss the non-Abelian X-ray transform

and attenuated X-ray transform for connections and Higgs fields. The

book concludes with Chapter 1515 including a brief summary of the most

relevant open problems and a discussion on selected related topics.

The results presented in this monograph are scattered in research

articles, and we have aimed at giving a unified presentation of this theory.

Some arguments may appear here for the first time. These include a

detailed proof of the equivalence of several definitions of simple manifolds

in Section 3.83.8, a direct proof of a basic regularity result for the transport

equation in Section 5.15.1, a relation between the Pestov-Uhlmann inversion

formula and the filtered backprojection formula in Section 9.59.5, and a

proof that the scattering relation determines the Dirichlet-to-Neumann

map in Section 11.511.5 based on boundary values of invariant functions.
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1

The Radon transform in the plane

In this chapter we will study basic properties of the Radon transform

in the plane. In this setting it is possible to give precise results on

uniqueness, stability, reconstruction, and range characterization for the

related inverse problem. We will also discuss the normal operator and

show that it is an elliptic pseudodifferential operator. These results will

act as model cases for the corresponding geodesic X-ray transform re-

sults in later chapters. The results are rather classical, and we refer to

HelgasonHelgason (19991999) and NattererNatterer (20012001) for more detailed treatments (see

also KuchmentKuchment (20142014) for a more recent reference). The chapter con-

cludes with another classical topic: the Funk transform on the 2-sphere.

1.1 Uniqueness and stability

The X-ray transform If of a function f in Rn encodes the integrals of

f over all straight lines, whereas the Radon transform Rf encodes the

integrals of f over (n − 1)-dimensional affine planes. We will focus on

the case n = 2, where the two transforms coincide. There are many ways

to parametrize the set of lines in R2. We will parametrize lines by their

normal vector ω and signed distance s from the origin.

Definition 1.1.1. If f ∈ C∞
c (R2), the Radon transform of f is the

function

Rf(s, ω) :=

∫ ∞

−∞
f(sω + tω⊥) dt, s ∈ R, ω ∈ S1.

Here S1 is the unit circle, ω⊥ is the vector in S1 obtained by rotat-

ing ω counterclockwise by 90◦, and C∞
c (R2) denotes the set of smooth

compactly supported functions in R2.

1

https://doi.org/10.1017/9781009039901


2 The Radon transform in the plane

Figure 1.1 Parallel-beam geometry

Remark 1.1.2. The parametrization of lines by (s, ω) as above is called

the parallel-beam geometry (see Figure 1.11.1) and is commonly used for the

Radon transform in the plane. When studying the geodesic X-ray trans-

form in later chapters we will however use a different parametrization,

the fan-beam geometry, which is customary in that context.

The Radon transform arises in medical imaging in the context of X-ray

computed tomography . In this imaging method, X-rays are sent through

the patient from various locations and angles, and one measures how

much the rays are attenuated. The measurements correspond to inte-

grals of the unknown attenuation coefficient in the body along straight

lines. Moreover, the imaging is often carried out in two-dimensional cross

sections of the body, and the idealized measurements (corresponding to

X-rays sent from all locations and angles) correspond exactly to the two-

dimensional Radon transform. This leads to the basic inverse problem

in X-ray computed tomography.

Inverse problem: determine the attenuation function f in R2 from

X-ray measurements encoded by the Radon transform Rf .

It is easy to see that given any f ∈ C∞
c (R2), one has Rf ∈ C∞(R×S1)

and for each ω ∈ S1 the function Rf( · , ω) is compactly supported in

R. Moreover, the Radon transform enjoys the following invariance under

translations:

R(f( · − s0ω))(s, ω) = Rf(s− s0, ω).

Exercise 1.1.3. Prove the properties for R stated in the previous para-

graph.
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The translation invariance suggests that the Radon transform should

behave well under Fourier transforms. Indeed, there is a well-known

relation between Rf and the Fourier transform f̂ = Ff given by the

Fourier slice theorem. Here, for h ∈ C∞
c (Rn) we use the convention

ĥ(ξ) = Fh(ξ) =

∫
Rn

e−ix·ξh(x) dx, ξ ∈ Rn.

Recall the following facts regarding the Fourier transform in Rn (see e.g.

(HörmanderHörmander, 1983–19851983–1985, Chapter 7) for more details):

1. The Fourier transform is bounded L1(Rn) → L∞(Rn).
2. The Fourier transform is bijective S (Rn) → S (Rn), where S (Rn)

is the Schwartz space consisting of all f ∈ C∞(Rn) so that xα∂βf ∈
L∞(Rn) for all α, β ∈ Nn0 .

3. Any f ∈ S (Rn) can be recovered from its Fourier transform f̂ by

the Fourier inversion formula

f(x) = F−1f̂(x) = (2π)−n
∫
Rn

eix·ξ f̂(ξ) dξ, x ∈ Rn.

4. For f, g ∈ S (Rn) one has the Parseval identity∫
Rn

f̂(ξ)ĝ(ξ) dξ = (2π)n
∫
Rn

f(x)g(x) dx

and the Plancherel formula

∥f̂∥L2(Rn) = (2π)n/2∥f∥L2(Rn).

5. Fourier transform converts derivatives to polynomials:

(Djf )̂ = ξj f̂(ξ) (1.1.1)

where Dj =
1
i
∂
∂xj

.

Exercise 1.1.4. Show that R maps S (R2) to C∞(R × S1). A more

precise result will be given in Theorem 1.2.31.2.3.

We will denote by (Rf )̃ ( · , ω) the Fourier transform of Rf with re-

spect to s. The following theorem states that the one-dimensional Fourier

transform (Rf )̃ ( · , ω) is equal to the slice of the two-dimensional Fourier

transform f̂ along the line σ 7→ σω .

Theorem 1.1.5 (Fourier slice theorem). If f ∈ C∞
c (R2), then

(Rf )̃ (σ, ω) = f̂(σω).
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Proof Parametrizing R2 by y = sω + tω⊥, we have

(Rf )̃ (σ, ω) =

∫ ∞

−∞
e−iσs

[∫ ∞

−∞
f(sω + tω⊥) dt

]
ds

=

∫
R2

e−iσy·ωf(y) dy = f̂(σω).

This result gives uniqueness in the inverse problem for the Radon

transform:

Theorem 1.1.6 (Uniqueness). If f1, f2 ∈ C∞
c (R2) are such that Rf1 =

Rf2, then f1 = f2.

Proof Since R is linear, it is enough to write f = f1 − f2 and to show

that Rf ≡ 0 implies f ≡ 0. But if Rf ≡ 0, then f̂ ≡ 0 by Theorem 1.1.51.1.5

and consequently f ≡ 0 by Fourier inversion.

In fact, it is easy to prove a quantitative version of the above unique-

ness result stating that if Rf1 ≈ Rf2, then f1 ≈ f2 (in suitable norms).

Given any s ∈ R, we will employ the Sobolev norms

∥f∥Hs(R2) := ∥(1 + |ξ|2)s/2f̂(ξ)∥L2(R2),

∥Rf∥Hs
T (R×S1) := ∥(1 + σ2)s/2(Rf )̃ (σ, ω)∥L2(R×S1).

Exercise 1.1.7. If m ≥ 0 is an integer, use the Plancherel theorem for

the Fourier transform to show that

∥f∥H2m(R2) ∼
∑

|α|≤2m

∥∂αf∥L2(R2),

∥Rf∥H2m
T (R×S1) ∼

2m∑
j=0

∥∂jsRf∥L2(R×S1)

where A ∼ B means that cA ≤ B ≤ CA for some constants c, C > 0

which are independent of f .

Thus, roughly, the Hs(R2) norm of f measures the size of the first s

derivatives of f in L2 (this holds by Exercise 1.1.71.1.7 when s is an even

integer, and remains true for any real number s ≥ 0 with a suitable

interpretation of fractional derivatives). A similar statement holds for

the Ht
T norm of Rf , with the difference that the Ht

T norm only involves

derivatives in the s variable but not in ω.

Theorem 1.1.8 (Stability). If s ∈ R, then for any f1, f2 ∈ C∞
c (R2)
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one has

∥f1 − f2∥Hs(R2) ≤
1√
2
∥Rf1 −Rf2∥Hs+1/2

T (R×S1)
.

Proof Let f = f1 − f2. Using polar coordinates, we obtain that

∥f∥2Hs(R2) = ∥(1 + |ξ|2)s/2f̂∥2L2(R2) =

∫ ∞

0

∫
S1

(1 + σ2)s|f̂(σω)|2σ dω dσ

=
1

2

∫ ∞

−∞

∫
S1

(1 + σ2)s|f̂(σω)|2|σ| dω dσ

=
1

2

∫ ∞

−∞

∫
S1

(1 + σ2)s|(Rf )̃ (σ, ω)|2|σ| dω dσ. (1.1.2)

In particular, since |σ| ≤ (1 + σ2)1/2, this implies the stability estimate

∥f∥2Hs(R2) ≤
1

2
∥Rf∥2

H
s+1/2
T (R×S1)

.

If f is supported in a fixed compact set, the previous inequality can

be reversed.

Theorem 1.1.9 (Continuity). Let s ∈ R and let K ⊂ R2 be compact.

There is a constant CK > 0 so that for any f ∈ C∞
c (R2) with supp(f) ⊂

K one has

∥Rf∥
H

s+1/2
T (R×S1)

≤ CK∥f∥Hs(R2).

Exercise 1.1.10. Prove Theorem 1.1.91.1.9 when s ≥ 0 by splitting the last

integral in (1.1.21.1.2) in two parts, one over {|σ| ≤ 1} and the other over

{|σ| > 1}.

Exercise 1.1.11. Prove Theorem 1.1.91.1.9 for all s ∈ R. This requires the
Sobolev duality assertion |

∫
Rn fh dx| ≤ ∥f∥Hs∥h∥H−s .

Remark 1.1.12. Theorem 1.1.91.1.9 implies that the Radon transform ex-

tends as a bounded map

R : Hs
K(R2) → H

s+1/2
T (R× S1)

where Hs
K(R2) = {f ∈ Hs(R2) ; supp(f) ⊂ K}. In fact one may replace

the H
s+1/2
T norm on the right by the Hs+1/2 norm (see for instance

(NattererNatterer, 20012001, Theorem II.5.2)). Thus, in a sense, the Radon transform

in the plane is smoothing of order 1/2 (it adds 1/2 derivatives). We also

observe that Theorems 1.1.81.1.8 and 1.1.91.1.9 yield the two-sided inequality
√
2∥f∥Hs ≤ ∥Rf∥

H
s+1/2
T (R×S1)

≤ CK∥f∥Hs , f ∈ Hs
K(R2).
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1.2 Range and support theorems

We will next consider the range characterization problem: which func-

tions in R × S1 are of the form Rf for some f ∈ C∞
c (R2)? There is an

obvious restriction: one has

Rf(−s,−ω) = Rf(s, ω), (1.2.1)

i.e. Rf is always even. Another restriction comes from studying the

moments

µk(Rf)(ω) =

∫ ∞

−∞
sk(Rf)(s, ω) ds, k ≥ 0, ω ∈ S1.

It is easy to see that

for any k ≥ 0, µk(Rf) is a homogeneous polynomial of degree k in ω.

(1.2.2)

This means that µk(Rf)(ω) =
∑2
j1,...,jk=1 aj1···jkωj1 · · ·ωjk for some con-

stants aj1···jk .

Exercise 1.2.1. Prove that Rf always satisfies (1.2.11.2.1) and (1.2.21.2.2).

It turns out that these conditions (called Helgason-Ludwig range con-

ditions) are essentially the only restrictions. We will first consider range

characterization on S (R2). To do this, we need to define a Schwartz

space on R× S1.

Definition 1.2.2. The space S (R×S1) is the set of all φ ∈ C∞(R×S1)

so that (1 + s2)k∂ls(Pφ) ∈ L∞(R × S1) for all integers k, l ≥ 0 and for

all differential operators P on S1 with smooth coefficients. We write

SH(R× S1) for the set of all functions φ ∈ S (R× S1) that satisfy the

Helgason-Ludwig conditions, i.e. (1.2.11.2.1) and (1.2.21.2.2).

The following result is a Radon transform analogue of the fact that

the Fourier transform is bijective S (R2) → S (R2).

Theorem 1.2.3 (Range characterization on Schwartz space). The Radon

transform is bijective S (R2) → SH(R× S1).

The proof of Theorem 1.2.31.2.3 is outlined in the following exercises (the

proof may be also be found in HelgasonHelgason (19991999)).

Exercise 1.2.4. Show that R maps S (R2) into SH(R× S1).

Exercise 1.2.5. Show that R is injective on S (R2). (It is enough to

verify that the Fourier slice theorem holds for Schwartz functions.)
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Exercise 1.2.6. Given φ ∈ SH(R × S1), show that there exists f ∈
S (R2) with Rf = φ as follows:

(i) By the Fourier slice theorem one should have f̂(σω) = φ̃(σ, ω). Mo-

tivated by this, define the function F on R2 \ {0} by

F (ξ) := φ̃(|ξ|, ξ/|ξ|), ξ ∈ R2 \ {0}.

(One wants to eventually show that F = f̂ for the required function

f .) Show that F is C∞ in R2 \ {0}.
(ii) Show that F is Schwartz near infinity, i.e. ξα∂βF ∈ L∞(R2 \B(0, 1))

for α, β ∈ Nn0 .
(iii) Show that F can be extended continuously near 0, by using the fact

that µ0φ(ω) is homogeneous of degree 0 (i.e. a constant).

(iv) Use the fact that each µkφ is homogeneous of degree k to show that

F can be extended as a C∞ function near 0.

(v) Now that F is known to be in S (R2), let f be the inverse Fourier

transform of F and show that Rf = φ.

There is a similar range characterization for the Radon transform

when rapid decay is replaced by compact support conditions.

Theorem 1.2.7 (Range characterization on C∞
c (R2)). The map R is

bijective C∞
c (R2) → DH(R× S1), where

DH(R× S1) = SH(R× S1) ∩ C∞
c (R× S1).

In fact, Theorem 1.2.71.2.7 is an immediate consequence of Theorem 1.2.31.2.3

and the following fundamental result:

Theorem 1.2.8 (Helgason support theorem). Let f be a continuous

function on R2 such that |x|kf ∈ L∞(R2) for any k ≥ 0. If A > 0 and

if Rf(s, ω) = 0 whenever |s| > A and ω ∈ S1, then f(x) = 0 whenever

|x| > A.

The above result will not be needed later, and we refer to HelgasonHelgason

(19991999) for its proof. However, we will prove a closely related result fol-

lowing StrichartzStrichartz (19821982), Andersson and BomanAndersson and Boman (20182018).

Theorem 1.2.9 (Local uniqueness). Let B be a ball in R2, and let

f ∈ Cc(R2) be supported in B. Let x0 ∈ ∂B and let L0 be the tangent

line to ∂B through x0. If f integrates to zero along any line L in a small

neighborhood of L0, then f = 0 near x0.
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Proof We will prove the result assuming that f ∈ C∞
c (R2) and that

f is supported in B (the general case is given as an exercise). After

a translation and rotation we may assume that x0 = 0, B ⊂ {x2 ≥
0}, and L0 is the x1-axis. It is convenient to use a slightly different

parametrization of lines and to consider the operator

Pf(ξ, η) =

∫ ∞

−∞
f(t, ξt+ η) dt, ξ, η ∈ R.

The assumption implies that Pf(ξ, η) = 0 for (ξ, η) in some neighbor-

hood V of (0, 0). Since f ∈ C∞
c (R2), we may take derivatives in ξ so

that

∂ξPf(ξ, η) =

∫ ∞

−∞
t∂x2f(t, ξt+ η) dt = ∂ηP (x1f)(ξ, η).

Since Pf(ξ, η) = 0 for (ξ, η) ∈ V , we have P (x1f)(ξ, η) = c(ξ) in V . But

taking η negative and using the support condition for f gives c(ξ) = 0

for ξ close to 0, i.e. P (x1f)(ξ, η) = 0. Repeating this argument gives

P (xk1f)(ξ, η) = 0 near (0, 0) for any k ≥ 0.

In particular, choosing ξ = 0 gives∫ ∞

−∞
tkf(t, η) dt = 0 for η near 0 whenever k ≥ 0.

This means that all moments of f( · , η) vanish, and it follows that

f( · , η) = 0 for η near 0 (see the following exercise). Thus f vanishes

in a neighborhood of 0.

Exercise 1.2.10. If f ∈ Cc(R) and
∫∞
−∞ tkf(t) dt = 0 for any k ≥ 0,

show that f = 0. (You may use the Weierstrass approximation theorem.)

Exercise 1.2.11. Prove Theorem 1.2.91.2.9 for functions f ∈ Cc(R2) sup-

ported in B. Hint: consider mollifications fε(x) =
∫
R2 f(x − y)φε(y) dy

where φε(x) = ε−nφ(x/ε) is a standard mollifier, and show that the

Radon transform of fε vanishes along certain lines when ε is small.

Remark 1.2.12. Theorem 1.2.91.2.9 is valid with the same proof also when

B is a strictly convex domain in R2. Similarly, the Helgason support

theorem (Theorem 1.2.81.2.8) can be phrased so that if f satisfies the given

decay properties and integrates to zero over any line disjoint from a

compact convex set K, then f = 0 outside K. Theorem 1.2.91.2.9 follows

from this version of the Helgason support theorem after redefining f

suitably.
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1.3 The normal operator and singularities

1.3.1 Normal operator

We will now proceed to studying the normal operator R∗R of the Radon

transform, where the formal adjoint R∗ is defined with respect to the

natural L2 inner products on R2 and R × S1. The formula for R∗ is

obtained as follows: if f ∈ C∞
c (R2), h ∈ C∞(R× S1) one has

(Rf, h)L2(R×S1) =

∫ ∞

−∞

∫
S1

Rf(s, ω)h(s, ω) dω ds

=

∫ ∞

−∞

∫
S1

∫ ∞

−∞
f(sω + tω⊥)h(s, ω) dt dω ds

=

∫
R2

f(y)

(∫
S1

h(y · ω, ω) dω
)
dy.

Thus R∗ is the backprojection operator

R∗ : C∞(R× S1) → C∞(R2), R∗h(y) =

∫
S1

h(y · ω, ω) dω.

The following result shows that the normal operator R∗R corresponds

to multiplication by 4π
|ξ| on the Fourier side, and gives an inversion for-

mula for reconstructing f from Rf .

Theorem 1.3.1 (Normal operator). One has

R∗R = 4π|D|−1 = F−1

{
4π

|ξ|
F ( · )

}
,

and f can be recovered from Rf by the formula

f =
1

4π
|D|R∗Rf.

Remark 1.3.2. Above we have written, for α ∈ R,

|D|αf := F−1{|ξ|αf̂(ξ)}.

The notation (−∆)α/2 = |D|α is also used.

Proof of Theorem 1.3.11.3.1 The proof is based on computing the inner

product (Rf,Rg)L2(R×S1) using the Parseval identity, the Fourier slice
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theorem, symmetry and polar coordinates:

(R∗Rf, g)L2(R2) = (Rf,Rg)L2(R×S1)

=

∫
S1

[∫ ∞

−∞
(Rf)(s, ω)(Rg)(s, ω) ds

]
dω

=
1

2π

∫
S1

[∫ ∞

−∞
(Rf )̃ (σ, ω)(Rg)̃ (σ, ω)

]
dσ dω

=
1

2π

∫
S1

[∫ ∞

−∞
f̂(σω)ĝ(σω)

]
dσ dω

=
2

2π

∫
S1

[∫ ∞

0

f̂(σω)ĝ(σω)

]
dσ dω

=
2

2π

∫
R2

1

|ξ|
f̂(ξ)ĝ(ξ) dξ

= (4πF−1

{
1

|ξ|
f̂(ξ)

}
, g)L2(R2).

The same argument, based on computing (|Ds|1/2Rf, |Ds|1/2Rg)L2(R×S1)

instead of (Rf,Rg)L2(R×S1), leads to the famous filtered backprojection

(FBP) inversion formula:

Theorem 1.3.3 (Filtered backprojection). If f ∈ C∞
c (R2), then

f =
1

4π
R∗|Ds|Rf

where |Ds|Rf is the inverse Fourier transform of |σ|(Rf )̃ with respect

to σ.

The FBP formula is efficient to implement and gives accurate recon-

structions when one has complete X-ray data and relatively small noise,

and hence FBP (together with its variants) has been commonly used in

X-ray CT scanners.

1.3.2 Recovery of singularities

We will later study X-ray transforms in more general geometries. In such

cases exact reconstruction formulas such as FBP are often not available.

However, it will be important that some structural properties of the nor-

mal operator may still be valid. In particular, Theorem 1.3.11.3.1 implies that

the normal operator is an elliptic pseudodifferential operator of order −1

in R2. The theory of pseudodifferential operators (i.e. microlocal anal-

ysis) then immediately yields that the singularities of f are uniquely
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determined from the knowledge of Rf . For the benefit of those readers

who are not familiar with these notions, we will give a short presentation

partly without proofs.

For a reference to distribution theory see (HörmanderHörmander, 1983–19851983–1985,

vol. I), and for wave front sets see (HörmanderHörmander, 1983–19851983–1985, Chapter

8). Sobolev wave front sets are considered in (HörmanderHörmander, 1983–19851983–1985,

Section 18.1).

We first define compactly supported distributions.

Definition 1.3.4. Define the set of compactly supported distributions

in Rn as

E ′(Rn) =
⋃
s∈R

Hs
c (Rn)

where Hs
c (Rn) is the set of compactly supported elements in Hs(Rn).

This definition coincides with the more standard ones defining E ′(Rn)
as the dual of C∞(Rn) with a suitable topology, or as the compactly sup-

ported distributions in D ′(Rn). By Remark 1.1.121.1.12, the Radon transform

R is well defined in E ′(R2). We also recall that the Fourier transform

maps E ′(Rn) to C∞(Rn).
We next discuss the singular support of u, which consists of those

points x0 such that u is not a smooth function in any neighborhood of

x0. We also consider the Sobolev singular support, which also measures

the ”strength” of the singularity (in the L2 Sobolev scale).

Definition 1.3.5 (Singular support). We say that a function or distri-

bution u in Rn is C∞ (resp. Hα) near x0 if there is φ ∈ C∞
c (Rn) with

φ = 1 near x0 such that φu is in C∞(Rn) (resp. in Hα(Rn)). We define

sing supp(u) = Rn \ {x0 ∈ Rn ; u is C∞ near x0},
sing suppα(u) = Rn \ {x0 ∈ Rn ; u is Hα near x0}.

Example 1.3.6. Let D1, . . . , DN be bounded domains with C∞ bound-

ary in Rn so that Dj ∩Dk = ∅ for j ̸= k, and define

u =

N∑
j=1

cjχDj

where cj ̸= 0 are constants, and χDj is the characteristic function of Dj .

Then

sing suppα(u) = ∅ for α < 1/2
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since u ∈ Hα for α < 1/2, but

sing suppα(u) =

N⋃
j=1

∂Dj for α ≥ 1/2

since u is not H1/2 near any boundary point. Thus in this case the

singularities of u are exactly at the points where u has a jump discon-

tinuity, and their strength is precisely H1/2. Knowing the singularities

of u can already be useful in applications. For instance, if u represents

some internal medium properties in medical imaging, the singularities

of u could determine the location of interfaces between different tissues.

On the other hand, if u represents an image, then the singularities in

some sense determine the ”sharp features” of the image.

Next we discuss the wave front set which is a more refined notion of

a singularity. For example, if f = χD is the characteristic function of a

bounded strictly convex C∞ domain D and if x0 ∈ ∂D, one could think

that f is in some sense smooth in tangential directions at x0 (since f

restricted to a tangent hyperplane is identically zero, except possibly at

x0), but that f is not smooth in normal directions at x0 since in these

directions there is a jump. The wave front set is a subset of T ∗Rn \ 0,

the cotangent space with the zero section removed:

T ∗Rn \ 0 := {(x, ξ) ; x, ξ ∈ Rn, ξ ̸= 0}.

Definition 1.3.7 (Wave front set). Let u be a distribution in Rn. We

say that u is (microlocally) C∞ (resp. Hα) near (x0, ξ0) if there exist

φ ∈ C∞
c (Rn) with φ = 1 near x0 and ψ ∈ C∞(Rn \ {0}) so that ψ = 1

near ξ0 and ψ is homogeneous of degree 0, such that

for any N there is CN > 0 so that |ψ(ξ)(φu)̂ (ξ)| ≤ CN (1 + |ξ|)−N

(resp. F−1{ψ(ξ)(φu)̂ (ξ)} ∈ Hα(Rn)). The wave front set WF (u) (resp.

Hα wave front set WFα(u)) consists of those points (x0, ξ0) where u is

not microlocally C∞ (resp. Hα).

Example 1.3.8. The wave front set of the function u in Example 1.3.61.3.6

is

WF (u) =

N⋃
j=1

N∗(Dj)

where N∗(Dj) is the conormal bundle of Dj ,

N∗(Dj) := {(x, ξ) ; x ∈ ∂Dj and ξ is normal to ∂Dj at x}.
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The wave front set describes singularities more precisely than the sin-

gular support, since one always has

π(WF (u)) = sing supp(u) (1.3.1)

where π : (x, ξ) 7→ x is the projection to x-space.

We now go back to the Radon transform. If one is mainly interested in

the singularities of the image function f , then instead of using FBP to

reconstruct the whole function f from Rf it is possible to use the even

simpler backprojection method : just apply the backprojection operator

R∗ to the data Rf . Since R∗R is an elliptic pseudodifferential operator,

the singularities are completely recovered:

Theorem 1.3.9. If f ∈ E ′(R2), then

sing supp(R∗Rf) = sing supp(f),

WF(R∗Rf) = WF(f).

Moreover, for any α ∈ R one has

sing suppα+1(R∗Rf) = sing suppα(f),

WFα+1(R∗Rf) = WFα(f).

Remark 1.3.10. Since R∗R is a pseudodifferential operator of order

−1, hence smoothing of order 1, one can roughly expect that R∗Rf is a

kind of blurred version of f where the main singularities are still visible.

The previous theorem makes this precise and shows that the singularities

in R∗Rf are one Sobolev degree smoother than those in f .

1.3.3 Pseudodifferential operators

For the proof of Theorem 1.3.91.3.9 we recall quickly some relevant definitions

from microlocal analysis, based on the following example. We refer to

(HörmanderHörmander, 1983–19851983–1985, Chapter 18) and (FollandFolland, 19951995, Chapter 8) for

a detailed account on pseudodifferential operators.

Example 1.3.11 (Differential operators). Let A = a(x,D) be a differ-

ential operator of order m, acting on functions f ∈ S (Rn) by

Af(x) = a(x,D)f(x) =
∑

|α|≤m

aα(x)D
αf(x)

where aα ∈ C∞(Rn). HereD = 1
i∇, so thatDα = ( 1i ∂x1

)α1 · · · ( 1i ∂xn
)αn .
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If each aα is a constant, i.e. aα(x) = aα andA = a(D) =
∑

|α|≤m aαD
α,

we may use (1.1.11.1.1) to compute the Fourier transform of Af :

(Af )̂ (ξ) =
∑

|α|≤m

aαξ
αf̂(ξ).

The Fourier inversion formula gives that

Af(x) = (2π)−n
∫
Rn

eix·ξa(ξ)f̂(ξ) dξ (1.3.2)

where a(ξ) =
∑

|α|≤m aαξ
α is the symbol of A(D).

More generally, if each aα is a C∞ function with ∂βaα ∈ L∞(Rn) for
all β ∈ Nn0 , we may use the Fourier inversion formula to compute

Af(x) = A
[
F−1{f̂(ξ)}

]
=
∑

|α|≤m

aα(x)D
α

[
(2π)−n

∫
Rn

eix·ξ f̂(ξ) dξ

]

= (2π)−n
∫
Rn

eix·ξ

 ∑
|α|≤m

aα(x)ξ
α

 f̂(ξ) dξ
= (2π)−n

∫
Rn

eix·ξa(x, ξ)f̂(ξ) dξ (1.3.3)

where

a(x, ξ) :=
∑

|α|≤m

aα(x)ξ
α (1.3.4)

is the (full) symbol of A = a(x,D).

The above example shows that any differential operator of orderm has

the Fourier representation (1.3.31.3.3), where the symbol a(x, ξ) in (1.3.41.3.4) is

a polynomial of degree m in ξ. The following definition generalizes this

setup.

Definition 1.3.12 (Pseudodifferential operators). For any m ∈ R, de-
note by Sm (the set of symbols of orderm) the set of all a ∈ C∞(Rn×Rn)
so that for any multi-indices α, β ∈ Nn0 there is Cαβ > 0 such that

|∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβ(1 + |ξ|)m−|β|, x, ξ ∈ Rn.

For any a ∈ Sm, define an operator A = Op(a) acting on functions

f ∈ S (Rn) by

Af(x) = (2π)−n
∫
Rn

eix·ξa(x, ξ)f̂(ξ) dξ, x ∈ Rn.



1.3 The normal operator and singularities 15

Let Ψm = {Op(a) ; a ∈ Sm} be the set of pseudodifferential operators of

order m. We say that an operator Op(a) with a ∈ Sm is elliptic if there

are c,R > 0 such that

a(x, ξ) ≥ c(1 + |ξ|)m, x ∈ Rn, |ξ| ≥ R.

We also give the definition of classical pseudodifferential operators

(the normal operator of the Radon transform will belong to this class):

Definition 1.3.13. We say that a ∈ Sm is a classical symbol, written

a ∈ Smcl , if one has

a(x, ξ) ∼
∞∑
j=0

am−j(x, ξ) (1.3.5)

where am−j ∈ Sm−j and am−j is homogeneous of degree m − j for |ξ|
large, i.e.

am−j(x, λξ) = λm−jam−j(x, ξ), λ ≥ 1, |ξ| large.

The asymptotic sym (1.3.51.3.5) means that for any N ≥ 0 one has

a−
N∑
j=0

am−j ∈ Sm−N−1.

We write Ψmcl = {Op(a) ; a ∈ Smcl }.

It is a basic fact that any A ∈ Ψm is a continuous map S (Rn) →
S (Rn), when S (Rn) is given the natural topology induced by the semi-

norms f 7→ ∥xα∂βf∥L∞ where α, β ∈ Nn0 . By duality, any A ∈ Ψm gives

a continuous map S ′(Rn) → S ′(Rn), where S ′(Rn) is the weak∗ dual

space of S (Rn) (the space of tempered distributions). In particular, any

A ∈ Ψm is well defined on E ′(Rn).
It is an important fact that applying a pseudodifferential operator to

a function or distribution never creates new singularities:

Theorem 1.3.14 (Pseudolocal/microlocal property). Any A ∈ Ψm has

the pseudolocal property

sing supp(Au) ⊂ sing supp(u),

sing suppα−m(Au) ⊂ sing suppα(u)
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and the microlocal property

WF (Au) ⊂WF (u),

WFα−m(Au) ⊂WFα(u).

Proof We sketch a proof for the inclusion sing supp(Au) ⊂ sing supp(u).

For more details see (HörmanderHörmander, 1983–19851983–1985, Chapter 18). Suppose that

x0 /∈ sing supp(u), so we need to show that x0 /∈ sing supp(Au). By

definition, there is ψ ∈ C∞
c (Rn) with ψ = 1 near x0 so that ψu ∈

C∞
c (Rn). We write

Au = A(ψu) +A((1− ψ)u).

Since A maps the Schwartz space to itself, one always has A(ψu) ∈ C∞.

Thus it is enough to show that A((1− ψ)u) is C∞ near x0. To do this,

choose φ ∈ C∞
c (Rn) so that φ = 1 near x0 and some neighborhood of

supp(φ) is contained in the set where ψ = 1. Define

Bu = φA((1− ψ)u).

It is enough to show that B is a smoothing operator, i.e. maps E ′(Rn)
to C∞(Rn).

We compute the integral kernel of B:

Bu(x) = (2π)−nφ(x)

∫
Rn

eix·ξa(x, ξ)((1− ψ)u)̂ (ξ) dξ

=

∫
Rn

K(x, y)u(y) dy

where

K(x, y) = (2π)−n
∫
Rn

φ(x)ei(x−y)·ξa(x, ξ)(1− ψ(y)) dξ.

Recall that a satisfies |a(x, ξ)| ≤ C(1 + |ξ|)m. Thus if m < −n, the
integral is absolutely convergent and one gets that K ∈ L∞(Rn × Rn).
In the general case the integral may not be absolutely convergent, but it

can be interpreted as an oscillatory integral or as the Fourier transform

of a tempered distribution. The main point is that |x − y| ≥ c > 0 on

the support of K(x, y), due to the support conditions on φ and ψ. It

follows that we may write, for any N ≥ 0,

ei(x−y)·ξ = |x− y|−2N (−∆ξ)
N (ei(x−y)·ξ)
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and integrate by parts in ξ to obtain that

K(x, y) = (2π)−n|x− y|−2N×∫
Rn

φ(x)ei(x−y)·ξ((−∆ξ)
Na(x, ξ))(1− ψ(y)) dξ. (1.3.6)

If N is chosen large enough (it is enough that m − 2N < −n − 1),

one has |(−∆ξ)
Na(x, ξ)| ≤ C(1 + |ξ|)−n−1. Thus the integral in (1.3.61.3.6)

is absolutely convergent, and in particular K ∈ L∞(Rn × Rn). Taking
derivatives gives that ∂αx ∂

β
yK is also bounded for any α and β, showing

that K ∈ C∞(Rn × Rn). It follows from the next exercise that the

operator B maps into C∞(Rn).

Exercise 1.3.15. Show that an operator Bu(x) =
∫
Rn K(x, y)u(y) dy,

where K ∈ C∞(Rn × Rn), induces a well defined map from E ′(Rn) to

C∞(Rn).

We now go back to the normal operator R∗R and the proof of Theorem

1.3.91.3.9. Theorem 1.3.11.3.1 states that R∗R has symbol 4π
|ξ| , which would be in

the symbol class S−1 except that the symbol is not smooth when ξ = 0.

This can be dealt with in the following standard way.

Theorem 1.3.16. The normal operator satisfies

R∗R = Q+ S

where Q ∈ Ψ−1
cl is elliptic, and S is a smoothing operator which maps

E ′(R2) to C∞(R2).

Proof Let ψ ∈ C∞
c (R2) satisfy ψ(ξ) = 1 for |ξ| ≤ 1/2 and ψ(ξ) = 0 for

|ξ| ≥ 1. Write

Qf = 4πF−1

{
1− ψ(ξ)

|ξ|
f̂

}
, Sf = 4πF−1

{
ψ(ξ)

|ξ|
f̂

}
.

Then Q is a pseudodifferential operator in Ψ−1
cl with symbol q(x, ξ) =

1−ψ(ξ)
|ξ| , hence Q is elliptic. The operator S has the required property by

Lemma 1.3.171.3.17 below since ψ(ξ)
|ξ| is in L1(R2) and has compact support

(the function ξ 7→ 1
|ξ| is locally integrable in R2).

Lemma 1.3.17. If m ∈ L1(Rn) is compactly supported, then the oper-

ator

S : f 7→ F−1{m(ξ)f̂}

is smoothing in the sense that it maps E ′(Rn) to C∞(Rn).
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Proof If f ∈ E ′(Rn) then f̂ ∈ C∞(Rn). Consequently F (ξ) := m(ξ)f̂(ξ)

is in L1(Rn) and compactly supported by the assumption on m. This

implies that Sf = F−1F is C∞.

We can finally prove the recovery of singularities result.

Proof of Theorem 1.3.91.3.9 We prove the claim for the singular support

(the other parts are analogous). By Theorem 1.3.161.3.16, one has

R∗Rf = Qf + C∞.

Hence it is enough to show that sing supp(Qf) = sing supp(f). It follows

from Theorem 1.3.141.3.14 that sing supp(Qf) ⊂ sing supp(f). The converse

inclusion is a standard argument, which follows from the construction of

an approximate inverse, or parametrix, for the elliptic pseudodifferential

operator Q. Define

Ef = F−1
{
(1− χ(ξ))|ξ|f̂

}
where χ ∈ C∞

c (R2) satisfies χ(ξ) = 1 for |ξ| ≤ 2. Note that E ∈ Ψ1.

Since ψ(ξ) = 0 for |ξ| ≥ 1, it follows that

EQf = F−1

{
(1− χ(ξ))|ξ|1− ψ(ξ)

|ξ|
f̂

}
= f − F−1

{
χ(ξ)f̂

}
.

Thus EQf = f + S1f , where S1 is smoothing and maps E ′(R2) to

C∞(R2) by Lemma 1.3.171.3.17. Hence Theorem 1.3.141.3.14 applied to E gives

that

sing supp(f) = sing supp(EQf) ⊂ sing supp(Qf).

1.3.4 Visible singularities

We conclude this section with a short discussion on more precise recovery

of singularities results from limited X-ray data. This follows the microlo-

cal approach to Radon transforms introduced in GuilleminGuillemin (19751975). For

more detailed treatments we refer to the survey articles QuintoQuinto (20062006),

Krishnan and QuintoKrishnan and Quinto (20152015).

There are various imaging situations where complete X-ray data (i.e.

the function Rf(s, ω) for all s and ω) is not available. This is the case for

limited angle tomography (e.g. in luggage scanners at airports, or dental

applications), region of interest tomography, or exterior data tomogra-

phy. In such cases explicit inversion formulas such as FBP are usually

not available, but the analysis of singularities still provides a powerful
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paradigm for predicting which sharp features can be recovered stably

from the measurements.

We will try to explain this paradigm a little bit more, starting with

an example:

Example 1.3.18. Let f be the characteristic function of the unit disk

D, i.e. f(x) = 1 if |x| ≤ 1 and f(x) = 0 for |x| > 1. Then f is singular

precisely on the unit circle (in normal directions). We have

Rf(s, ω) =

{
2
√
1− s2, |s| ≤ 1,

0, |s| > 1.

Thus Rf is singular precisely at those points (s, ω) with |s| = 1, which

correspond to those lines that are tangent to the unit circle.

There is a similar relation between the singularities of f and Rf in

general, and this is explained by microlocal analysis and the interpre-

tation of R as a Fourier integral operator (see (HörmanderHörmander, 1983–19851983–1985,

Chapter 25) for the definition and facts on Fourier integral operators):

Theorem 1.3.19. The operator R is an elliptic Fourier integral opera-

tor of order −1/2. There is a precise relationship between the singulari-

ties of f and singularities of Rf .

We will not spell out the precise relationship here, but only give some

consequences. It will be useful to think of the Radon transform as defined

on the set of (non-oriented) lines in R2. If A is an open subset of lines

in R2, we consider the Radon transform Rf |A restricted to lines in A.

Recovering f (or some properties of f) from Rf |A is a limited data

tomography problem. Examples:

• If A = {lines not meeting D}, then Rf |A is called exterior data.

• If 0 < a < π/2 and A = {lines whose angle with x-axis is < a} then

Rf |A is called limited angle data.

It is known that any f ∈ C∞
c (R2 \D) is uniquely determined by exte-

rior data (Helgason support theorem), and any f ∈ C∞
c (R2) is uniquely

determined by limited angle data (Fourier slice and Paley-Wiener the-

orems). However, both inverse problems are very unstable: inversion is

not Lipschitz continuous in any Sobolev norms, but one has conditional

logarithmic stability. See Koch et al.Koch et al. (20212021) for a detailed treatment of

instability issues.

The precise relationship between the singularities of f and Rf men-

tioned in Theorem 1.3.191.3.19 gives rise to the following notion.
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Definition 1.3.20. A singularity at (x0, ξ0) is called visible from A if

the line through x0 in direction ξ⊥0 is in A.

One has the following dichotomy:

• If (x0, ξ0) is visible from A, then from the singularities of Rf |A one

can determine for any α whether or not (x0, ξ0) ∈WFα(f). In general

one expects the reconstruction of visible singularities to be stable.

• If (x0, ξ0) is not visible from A, then this singularity is smoothed out

in the measurement Rf |A. Even if Rf |A would determine f uniquely,

the inversion is not Lipschitz stable in any Sobolev norms.

1.4 The Funk transform

In this final section we consider the X-ray transform along closed geodesics

of the 2-sphere S2 equipped with the usual metric of constant curva-

ture 1. This is also known as the Funk transform (FunkFunk (19131913)). Here

geodesics are great circles and they are all closed with period 2π. Mani-

folds all of whose geodesics are closed are called Zoll manifolds and the

original motivation for studying the Funk transform was to describe Zoll

metrics on the sphere. Our presentation follows (GuilleminGuillemin, 19761976, Ap-

pendix A) and it will use some basic representation theory and Fourier

analysis. This is the only instance in this book in which we will consider

the X-ray transform on a closed manifold.

A great circle on S2 can be identified with a point on S2 ⊂ R3:

the correspondence associates the geodesic traveling counter-clockwise

through the equator with the north pole N = (0, 0, 1). Thus we may

identify the set of (oriented) closed geodesics with S2 and consider the

X-ray transform I as a map C∞(S2) → C∞(S2), defined by

I(h)(x) =

∫ 2π

0

h(γ(t)) dt

where x ∈ S2 is identified with the oriented great circle γ.

Exercise 1.4.1. Show that if h is an odd function then I(h) = 0.

We have a decomposition

C∞(S2) = C∞
odd(S

2)⊕ C∞
even(S

2),

and the exercise asserts that C∞
odd(S

2) ⊂ ker I. Our objective is to show

the following theorem:
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Theorem 1.4.2. The kernel of the X-ray transform I on S2 with its

standard metric of constant curvature 1 is precisely the odd functions on

S2:

ker I = C∞
odd(S

2).

Moreover, I : C∞
even(S

2) → C∞
even(S

2) is bijective.

To prove the theorem we require some preparations. Given f ∈ C∞(Rn),
let f denote f |Sn−1 . We first need a standard relationship between the

Laplacian ∆Rn in Rn and the Laplacian ∆Sn−1 on the sphere Sn−1; its

proof can be found in (Gallot et al.Gallot et al., 20042004, Proposition 4.48):

∆Rn(f) = ∆Sn−1(f) +
∂2f

∂r2
+ (n− 1)

∂f

∂r
, (1.4.1)

where r is the radial coordinate.

Let

Pn
k := {homogeneous polynomials of degree k on Rn}

and

Hn
k := {P ∈ Pn

k : ∆Rn(P ) = 0}

denote the harmonic homogeneous polynomials of degree k on Rn.
We write P ∈ Pn

k as

P = rkP ,

and hence for P ∈ Pn
k , (1.4.11.4.1) reduces to

∆Rn(P ) = ∆Sn−1(P ) + k(k + n− 2)P .

If P ∈ Hn
k then

∆Sn−1(P ) = −k(k + n− 2)P ,

so that P is an eigenfunction of ∆Sn−1 with eigenvalue −k(k + n − 2).

Write P
n

k := {P : P ∈ Pn
k} and similarly define H

n

k := {P : P ∈ Hn
k}

We briefly describe the representation theory we need for the orthog-

onal group. We define an action of O(n) on P
n

k by setting

(g · P )(x) := P (g−1x)

for P ∈ P
n

k and g ∈ O(n).

Exercise 1.4.3. Show that

∆Sn−1(g · P ) = g ·∆Sn−1(P ),

and hence this action descends to give an action on H
n

k .
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The following theorem is standard (see for instance, (SepanskiSepanski, 20072007,

Theorem 2.33)).

Theorem 1.4.4. The set H
n

k is an irreducible O(n)-module and for n ≥
3 is also an irreducible SO(n)-module. Moreover L2(Sn−1) decomposes

as a Hilbert space direct sum

L2(Sn−1) =

∞⊕
k=0

H
n

k .

We now restrict to the case n = 3 and we drop the superscript n from

the notation. The key observation we need is that the X-ray transform

I commutes with the action of SO(3) on S2:

Exercise 1.4.5. Show that I(g · h) = g · Ih for any g ∈ SO(3) and

h ∈ C∞(S2), where (g · h)(x) = h(g−1x).

We claim that I maps Hk into itself and there exist constants ck ∈ R
such that

I|Hk
= ck Id. (1.4.2)

This is essentially a consequence of Schur’s lemma (see (SepanskiSepanski, 20072007,

Theorem 2.12)) as we now explain. By Exercise 1.4.51.4.5, I(Hk) is a SO(3)-

invariant subspace. If I(Hk) intersects two or more of the spaces Hl

nontrivially, one obtains a splitting of Hk into proper SO(3)-invariant

subspaces which is impossible by irreducibility. Thus I(Hk) ⊂ Hl for

some l. Since both Hk and Hl are irreducible, Schur’s lemma yields that

I|Hk
: Hk → Hl is either an isomorphism or ≡ 0. If k ̸= l it cannot

be an isomorphism since the spaces have different dimension (SepanskiSepanski,

20072007, Exercise 2.30). Thus I must map Hk into itself, and Schur’s lemma

implies (1.4.21.4.2).

As we observed earlier, clearly c2k+1 = 0 for all non-negative integers

k, since H2k+1 ⊂ C∞
odd(S

2).

Proposition 1.4.6. For all non-negative integers k,

c2k = (−1)k
∫ 2π

0

(cos θ)2k dθ

= 2π(−1)k
1 · 3 · 5 · · · (2k − 1)

2 · 4 · 6 · · · 2k
.

Proof We take advantage of the fact that we only need to check the
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result on a fixed P ∈ H2k of our choice and a fixed point in S2. Consider

P (x, y, z) :=

2k∑
i=0

aix
2k−izi,

for some constants ai ∈ R. There are constraints on the coefficients ai
arising from P being harmonic:

0 = ∆Rn(P )

=

2k−2∑
i=0

ai(2k − i)(2k − i− 1)x2k−i−2zi +

2k∑
i=2

aii(i− 1)x2k−izi−2

=

2k−2∑
i=2

[ai−2(2k − i+ 2)(2k − i+ 1) + aii(i− 1)]x2k−izi−2,

and hence

ai
ai−2

= − (2k − i+ 2)(2k − i+ 1)

i(i− 1)
,

and so,

a2k
a0

= (−1)k
2k(2k − 1) · · · 2 · 1

1 · 2 · 3 · · · (2k − 1)2k
= (−1)k. (1.4.3)

Let γ : [0, 2π] → S2 be the great circle going around the equator, so it

corresponds to the north pole N of S2. We have

I(P )(N) =

∫ 2π

0

P (γ(t)) dt

=

∫ 2π

0

P (cos t, sin t, 0) dt

= a0

∫ 2π

0

(cos t)2k dt.

But we also know that I(P )(N) = c2kP (N) = c2ka2k. Thus we conclude

using (1.4.31.4.3)

c2k = (−1)k
∫ 2π

0

(cos t)2k dt. (1.4.4)

This proves the first identity in the proposition; the second one is left as

an exercise (it is a Wallis integral).

Exercise 1.4.7. Compute the integral in (1.4.41.4.4).
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Exercise 1.4.8. Give a shorter proof of the proposition considering the

sectoral harmonic P (x, y, z) = (x+ iy)2k.

The proposition immediately proves that the kernel of I consists pre-

cisely of the odd functions; namely if I(f) = 0 then expanding f into

harmonic polynomials and using the fact that c2k ̸= 0 for all k shows

that f ∈ C∞
odd(S

2), that is, ker I ⊂ C∞
odd(S

2), and we have observed that

the reverse inclusion easily holds.

It will take a bit more work to prove the second assertion of Theorem

1.4.21.4.2. In the same way as we saw that the Radon transform in the plane

is smoothing of order 1/2, we shall see that the X-ray transform I on

S2 is smoothing of order 1/2. To make this statement precise we need

to define Sobolev spaces and norms. There are several ways to do this

and intuitively, we think of a function f lying in Hs(S2) if it has s

derivatives in L2. For us the most convenient way to do it is to define

for f =
∑∞
k=0 fk ∈ L2(S2) and s ≥ 0 that

∥f∥2s :=
∞∑
k=0

(1 + k(k + 1))s∥fk∥2L2 (1.4.5)

and declare that Hs(S2) is the set of f ∈ L2(S2) such that ∥f∥s < ∞.

When s = 2m is an even integer this is equivalent to considering the

norm ∥(−∆S2 +1)mf∥L2 and hence it captures the idea that if the norm

is finite f has 2m derivatives in L2. But the definition also gives meaning

to smoothness of fractional order and it suggests that one could define

the operator (−∆S2 + 1)s/2 as

f 7→
∞∑
k=0

(1 + k(k + 1))s/2fk.

Denote by Hs
even(S

2) the set of even functions in Hs(S2). Now we

show that with this choice of norm we have:

Theorem 1.4.9. There is a constant C > 1 independent of s such that

C−1∥f∥s ≤ ∥I(f)∥s+1/2 ≤ C∥f∥s

for all s ≥ 0 and f ∈ Hs
even(S

2).

Proof The proof is quite simple and it basically reduces to understand-

ing the asymptotic behaviour of c2k as k → ∞. Using Proposition 1.4.61.4.6

together with Wallis’s formula

√
π = lim

k→∞

1√
k

2 · 4 · 6 · · · 2k
1 · 3 · 5 · · · (2k − 1)



1.4 The Funk transform 25

we deduce that

c2k ∼ (−1)k
√

4π

k
.

This together with the definition of the norms in (1.4.51.4.5) gives the theo-

rem right away.

Proof of Theorem 1.4.21.4.2 Theorem 1.4.91.4.9 tells us that for s ≥ 0 the map

I : Hs
even(S

2) → H
s+1/2
even (S2) is injective. In order to check that I is

surjective, take h ∈ H
s+1/2
even (S2) and write h =

∑
k≥0 h2k. If we let

f :=
∑
k≥0 h2k/c2k, then f ∈ Hs

even(S
2) and If = h. Finally to check

that I is a bijection between smooth even functions it suffices to note

that C∞(S2) = ∩s≥0H
s(S2).

Exercise 1.4.10. Consider the X-ray transform I : Ω1(S2) → Ω1(S2)

acting on 1-forms on S2 and let σ : S2 → S2 be the antipodal map. A

1-form θ is said to be odd if σ∗θ = −θ and even if σ∗θ = θ. Show that

any odd form is in the kernel of I. Moreover, show that an even form

is in the kernel of I if and only if it is exact (see (MichelMichel, 19781978, Section

8)).
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Radial sound speeds

In this chapter we will discuss geometric inverse problems in a ball with

radial sound speed. The fact that the sound speed is radial is a strong

symmetry condition, which allows one to determine the behaviour of

geodesics and solve related inverse problems quite explicitly. We will

restrict our attention to the two-dimensional case, since the general case

of a ball with radial sound speed in Rn reduces to this by looking at

two-dimensional slices through the origin.

We first discuss geodesics of a radial sound speed satisfying the im-

portant Herglotz condition, using the Hamiltonian approach to geodesics

and Cartesian coordinates. We then prove the classical result of HerglotzHerglotz

(19071907) that travel times uniquely determine a radial sound speed of this

type. Next we switch to polar coordinates and study geodesics of a rota-

tionally symmetric metric, and prove that the geodesic X-ray transform

is injective. The main point is that the geodesic equation can be inte-

grated explicitly by quadrature, and a function can be determined from

its integrals over geodesics using suitable changes of coordinates and

inverting Abel type transforms. Finally, we give examples of manifolds

(surfaces of revolution) where the geodesic X-ray transform is injective

or is not injective.

2.1 Geodesics of a radial sound speed

The fact that the geodesics of a radial sound speed can be explicitly

determined is related to the existence of multiple conserved quantities

in the Hamiltonian approach to geodesics. We first recall this approach.

26
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2.1.1 Geodesics as a Hamilton flow

Let M ⊂ Rn, let x be the standard Cartesian coordinates in Rn, and
let g = (gjk(x))

n
j,k=1 be a Riemannian metric on M . A curve x(t) =

(x1(t), . . . , xn(t)) is a geodesic iff it satisfies the geodesic equations

ẍl(t) + Γljk(x(t))ẋ
j(t)ẋk(t) = 0, (2.1.1)

where Γljk are the Christoffel symbols given by

Γljk =
1

2
glm(∂jgkm + ∂kgjm − ∂mgjk).

Recall that (glm) is the inverse matrix of (gjk), and that we are using

the Einstein summation convention where a repeated index in upper and

lower position is summed. We will assume that all geodesics have unit

speed, i.e.

|ẋ(t)|g =
√
gjk(x(t))ẋj(t)ẋk(t) = 1.

In this section we will also use the Euclidean length of vectors x ∈ Rn,
written as

|x|e =
√
x21 + . . .+ x2n.

We recall that the geodesic equations are often derived by using the

Lagrangian approach to classical mechanics: they arise as the Euler-

Lagrange equations that are satisfied by critical points of the length

functional L(x) =
∫ b
a
|ẋ(t)|g dt. We will now switch to the Hamiltonian

approach, which considers the position x(t) and momentum ξ(t), where

ξ(t) is the covector corresponding to ẋ(t), simultaneously.

Writing

ξj(t) := gjk(x(t))ẋ
k(t), f(x, ξ) :=

√
gjk(x)ξjξk,

a short computation shows that the geodesic equations (for unit speed

geodesics) are equivalent with the Hamilton equations{
ẋ(t) = ∇ξf(x(t), ξ(t)),

ξ̇(t) = −∇xf(x(t), ξ(t)).
(2.1.2)

Here f(x, ξ) = |ξ|g (speed, or square root of kinetic energy) is called the

Hamilton function, and it is defined on the cotangent space

T ∗M = {(x, ξ) ; x ∈M, ξ ∈ Rn} =M × Rn ⊂ R2n.

The operators ∇x and ∇ξ are the standard (Euclidean) gradient opera-

tors with respect to the x and ξ variables.
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Exercise 2.1.1. Show that (2.1.12.1.1) is equivalent with (2.1.22.1.2).

Writing γ(t) = (x(t), ξ(t)) and using the Hamilton vector field Hf on

T ∗M , defined by

Hf := ∇ξf · ∇x −∇xf · ∇ξ = (∇ξf,−∇xf)

we may write the Hamilton equations as

γ̇(t) = Hf (γ(t)).

Definition 2.1.2. A function u = u(x, ξ) is called a conserved quantity

or a first integral if it is constant along the Hamilton flow, i.e. t 7→
u(x(t), ξ(t)) is constant for any curve (x(t), ξ(t)) solving (2.1.22.1.2).

Now (2.1.22.1.2) implies that

u is conserved

⇐⇒ d

dt
u(x(t), ξ(t)) = 0

⇐⇒ Hfu(x(t), ξ(t)) = 0.

Since

Hff = (∇ξf,−∇xf) · (∇xf,∇ξf) = 0,

the Hamilton function f (speed) is always conserved.

Let now M ⊂ R2, and consider a metric of the form

gjk(x) = c(x)−2δjk

where c ∈ C∞(M) is positive. Then f(x, ξ) = c(x)|ξ|e and, writing

ξ̂ = ξ
|ξ|e ,

Hf = c(x)ξ̂ · ∇x − |ξ|e∇xc(x) · ∇ξ.

Define the angular momentum

L(x, ξ) = ξ · x⊥, x⊥ = (−x2, x1).

When is L conserved? We compute

HfL = c(x)ξ̂ · (−ξ⊥)− |ξ|e∇xc(x) · x⊥ = −|ξ|e∇xc(x) · x⊥.

Thus HfL = 0 iff ∇c(x) · x⊥ = 0, which is equivalent with the fact that

c is radial:

Lemma 2.1.3. The angular momentum L is conserved iff

c = c(r), r = |x|e.
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IfM ⊂ R2 and c(x) is radial, then the Hamilton flow on T ∗M (a four-

dimensional manifold) has two independent conserved quantities (the

speed f and angular momentum L). One says that the flow is completely

integrable, which implies that the geodesic equations can be solved quite

explicitly by quadrature using the conserved quantities f and L. See e.g.

(TaylorTaylor, 20112011, Chapter 1) for more details on these facts.

2.1.2 Geodesics of a radial sound speed

We will now begin to analyze geodesics in this setting, following the

presentation in BalBal (20192019). Let M = D \ {0} where D is the unit disk in

R2. Assume that

gjk(x) = c(r)−2δjk, r = |x|e,

where c ∈ C∞([0, 1]). Note that the origin is a special point and gjk(x)

is not necessarily smooth there, hence we will consider geodesics only

away from the origin.

We write

r(t) = |x(t)|e, x̂ =
x

|x|e
.

Then f(x, ξ) = c(r)|ξ|e and the Hamilton equations (2.1.22.1.2) become{
ẋ(t) = c(r(t))ξ̂(t),

ξ̇(t) = −|ξ(t)|ec′(r(t))x̂(t).
(2.1.3)

Consider geodesics starting on ∂D, i.e. r(0) = 1, and write

ξ(0) =
1

c(1)

(
−
√
1− p2x(0) + px(0)⊥

)
, 0 < p < 1. (2.1.4)

Note that ξ(0) points inward, and hence also ẋ(0) = c(1)2ξ(0) points

inward. The normalization yields |ẋ(0)|g = |ξ(0)|g = 1, so that the

geodesic has unit speed.

We wish to study how deep the geodesic goes into M , which boils

down to understanding r(t). Computing the derivative of r(t) gives

ṙ =
x · ẋ
|x|e

=
c(r)

r|ξ|e
(x · ξ). (2.1.5)

In particular, we see that ṙ(t) has the same sign as x(t) · ξ(t). The latter
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quantity can be analyzed by (2.1.32.1.3). We compute

d

dt
(x · ξ) = ẋ · ξ + x · ξ̇ = |ξ|e(c− rc′(r))

= c2|ξ|e
d

dr

(
r

c(r)

) ∣∣∣
r=r(t)

. (2.1.6)

Next we make use of the conserved quantities:

f conserved =⇒ c(r(t))|ξ(t)|e = 1 =⇒ |ξ(t)|e =
1

c(r(t))
, (2.1.7)

L conserved =⇒ ξ(t) · x(t)⊥ = ξ(0) · x(0)⊥. (2.1.8)

Then (2.1.62.1.6) becomes

d

dt
(x · ξ) = c(r)

d

dr

(
r

c(r)

) ∣∣∣
r=r(t)

. (2.1.9)

Remark 2.1.4. We note that one can derive a useful ODE for r(t). By

(2.1.52.1.5) one has ṙ = c(x̂ · ξ̂). Decompose ξ̂ = (ξ̂ · x̂)x̂+ (ξ̂ · x̂⊥)x̂⊥. Noting

that |x̂ · ξ̂| =
√
1− (ξ̂ · x̂⊥)2 =

√
1−

(
pc(r)
rc(1)

)2
by (2.1.72.1.7), (2.1.82.1.8) and

(2.1.42.1.4), we see that r(t) solves the equation

ṙ = ±c(r)

√
1−

(
pc(r)

rc(1)

)2

, ±ξ · x̂ ≥ 0. (2.1.10)

This is an autonomous ODE for r(t) (all other dependence on t has been

eliminated).

To simplify the behaviour of geodesics we would like that ṙ(t) has a

unique zero at some t = tp, is negative for t < tp, and positive for t > tp.

This means that geodesics curve back toward the boundary after they

reach their deepest point. Since ṙ(t) has the same sign as x(t) · ξ(t), the
identity (2.1.92.1.9) shows that this is guaranteed by the following important

condition.

Definition 2.1.5. We say that a radial sound speed c ∈ C∞([0, 1])

satisfies the Herglotz condition if

d

dr

(
r

c(r)

)
> 0, r ∈ [0, 1]. (2.1.11)

Assuming this condition we can describe the behaviour of geodesics.
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Theorem 2.1.6. Assume that c ∈ C∞([0, 1]) satisfies the Herglotz con-

dition. Let 0 < p < 1, and consider the geodesic with x(0) ∈ ∂D and

ξ(0) given by (2.1.42.1.4). There is a unique time tp > 0 such that

ṙ(t) < 0 for 0 ≤ t < tp, ṙ(tp) = 0, ṙ(t) > 0 for tp < t ≤ 2tp.

One has 0 < r(t) < 1 for 0 < t < 2tp and r(0) = r(2tp) = 1. Moreover,

the geodesic is symmetric with respect to t = tp so that x(tp + s) =

Rp(x(tp − s)) where Rp is reflection about x̂(tp).

Proof By (2.1.42.1.4) one has

x(0) · ξ(0) = −c(1)−1
√
1− p2 < 0, (2.1.12)

and (2.1.52.1.5) implies that ṙ(0) < 0. Thus x(t) stays in D \ {0} at least

for a short time. Note also that by (2.1.72.1.7) (conservation of f) and the

positivity of c, one has |ξ(t)|e ≥ ε0 > 0 whenever the geodesic is defined.

Let T be the maximal time of existence of the geodesic x(t), i.e.

T = sup{t̄ > 0 ; x|[0,t̄) stays in D \ {0}}.

There are two ways that x(t) can exit D \ {0}: either x(t) can go to 0,

or x(t) can go to ∂D. Let us show that the first case cannot happen.

If x|[0,t̄) stays in D \ {0} and x(tj) → 0 as tj → t̄, then (2.1.82.1.8) implies

that ξ(0) ·x(0)⊥ = 0. But (2.1.42.1.4) gives that ξ(0) ·x(0)⊥ = p/c(1), which

is impossible since we assumed that 0 < p < 1. This shows that either

T = ∞, or T is finite and x(T ) ∈ ∂D.
Now we go back to (2.1.92.1.9) and note that the positivity of c and the

Herglotz condition (2.1.112.1.11) imply that

d

dt
(x(t) · ξ(t)) ≥ ε0 > 0, t ∈ [0, T ).

Thus x(t) · ξ(t) is strictly increasing. By (2.1.122.1.12) one has x(0) · ξ(0) < 0

and

x(t) · ξ(t) ≥ x(0) · ξ(0) + ε0t, t ∈ [0, T ). (2.1.13)

Now if x(t)·ξ(t) were negative for t ∈ [0, T ), then by (2.1.52.1.5) r(t) would be

strictly decreasing for t ∈ [0, T ), and the maximal time would be T = ∞
since x(t) could not go to ∂D. This is a contradiction with (2.1.132.1.13), hence

there must be a unique tp > 0 with x(tp) · ξ(tp) = 0. By (2.1.52.1.5) one has

ṙ(t) < 0 for t < tp, ṙ(tp) = 0, and also ṙ(t) > 0 for t > tp since x(t) · ξ(t)
is strictly increasing.

The other claims follow if we can show the symmetry x(tp + s) =

Rp(x(tp−s)). Since everything is rotationally symmetric, we may assume



32 Radial sound speeds

that x̂(tp) = (1, 0) and Rp(x1, x2) = (x1,−x2). Define η(s) = (x(tp +

s), ξ(tp+ s)) and ζ(s) = (Rp(x(tp− s)),−Rp(ξ(tp− s))). Then both η(s)

and ζ(s) satisfy the Hamilton equations (2.1.32.1.3) with the same initial

data when s = 0 (since x(tp) · ξ(tp) = 0), and the symmetry condition

follows by uniqueness for ODEs.

2.2 Travel time tomography

We will now consider a variant of the travel time tomography problem

discussed in the introduction, and prove the classical result of HerglotzHerglotz

(19071907) showing that travel times uniquely determine a radial sound speed

satisfying the Herglotz condition.

If c ∈ C∞([0, 1]) satisfies the Herglotz condition, then by Theorem

2.1.62.1.6 the unit speed geodesic starting at x(0) ∈ ∂D having codirection

ξ(0) = 1
c(1) (−

√
1− p2x(0) + px(0)⊥) where 0 < p < 1 returns to ∂D

after time 2tp. Note that the travel time 2tp does not depend on the

choice of x(0) ∈ ∂D because of radial symmetry. Thus we may define

the travel time function

Tc(p) = 2tp, 0 < p < 1.

Theorem 2.2.1 (Travel time tomography). Assume that c ∈ C∞([0, 1])

is positive and satisfies the Herglotz condition. From the knowledge of the

value c(1) and the travel times

Tc(p), 0 < p < 1,

one can determine c(r) for r ∈ (0, 1].

Remark 2.2.2. The problem of determining a radial sound speed from

travel time measurements was known to geophysicists in the early 20th

century. A mathematical treatment based on inverting Abel integrals

was given in HerglotzHerglotz (19071907) and independently in BatemanBateman (19101910),

and the problem was further analyzed in Wiechert and GeigerWiechert and Geiger (19101910).

In geophysics the approach based on these ideas goes by the names of

Herglotz, Wiechert and Bateman.

To prove this theorem, we start with the ODE (2.1.102.1.10) which gives

that

dr

dt
= c(r)

√
1−

(
pc(r)

rc(1)

)2

, tp ≤ t ≤ 2tp.
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We use this fact and a change of variables to obtain

Tc(p) = 2tp = 2

∫ 2tp

tp

dt = 2

∫ 1

rp

1

c(r)

√
1−

(
pc(r)
rc(1)

)2 dr (2.2.1)

where rp = r(tp). Thus, from the measurements Tc(p) with 0 < p < 1 we

know the integrals (2.2.12.2.1) involving c(r). We wish to recover c(r) from

these integrals.

To simplify (2.2.12.2.1), we make the change of variables

u =

(
c(1)r

c(r)

)2

. (2.2.2)

This is a valid change of variables by the Herglotz condition (2.1.112.1.11).

Note that since ṙ(tp) = 0, the ODE (2.1.102.1.10) shows that rp = r(tp)

satisfies
rp
c(rp)

=
p

c(1)
.

Hence r = rp corresponds to u = p2. Then Tc(p) becomes

Tc(p) =
2

c(1)

∫ 1

p2

dr

du

u

r

1√
u− p2

du. (2.2.3)

This is an Abel integral, of the kind encountered in AbelAbel (18261826) when

determining the profile of a hill by measuring the time it takes for a

particle with different initial positions to roll down the hill. This work

of Abel is considered to be the first appearance of an integral equation

in mathematics.

These Abel integrals can be inverted by the following result, where

we also pay attention to various mapping properties of the Abel trans-

form. See Gorenflo and VessellaGorenflo and Vessella (19911991) for a detailed treatment of Abel

integral equations.

Theorem 2.2.3 (Abel transform). Let α < β, and define the Abel

transform

Au(x) :=

∫ β

x

1

(y − x)1/2
u(y) dy, α < x ≤ β.

The Abel transform takes L1
loc((α, β]) to itself. Define the space

A((α, β]) := {f ∈ L1
loc((α, β]) ; Af ∈W 1,1

loc ((α, β])}.
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The Abel transform is a bijective map between the following spaces:

A : L1
loc((α, β]) → A((α, β]), (2.2.4)

A : A((α, β]) → {f ∈W 1,1
loc ((α, β]) ; f(β) = 0}, (2.2.5)

A : C∞((α, β]) → {(β − x)1/2h(x) ; h ∈ C∞((α, β])}. (2.2.6)

Given any f ∈ A((α, β]), the equation Au = f has a unique solution

u ∈ L1
loc((α, β]) given by the formula

u(y) = − 1

π

d

dy

∫ β

y

f(x)

(x− y)1/2
dx. (2.2.7)

If additionally f ∈ W 1,1
loc ((α, β]) with f(β) = 0, one has the alternative

formula

u(y) = − 1

π

∫ β

y

f ′(x)

(x− y)1/2
dx. (2.2.8)

Remark 2.2.4. Here

L1
loc((α, β]) = {u ; u|[γ,β] ∈ L1([γ, β]) whenever α < γ < β},

and similarly for W 1,1
loc ((α, β]). Recall that in one dimension W 1,1 co-

incides with the space of absolutely continuous functions, and hence

functions in W 1,1
loc ((α, β]) can be evaluated pointwise at β.

Proof If α < γ < β, we may use Fubini’s theorem to show that∫ β

γ

|Au(x)| dx ≤
∫ β

γ

∫ β

x

|u(y)|
(y − x)1/2

dy dx =

∫ β

γ

∫ y

γ

|u(y)|
(y − x)1/2

dx dy

= 2

∫ β

γ

(y − γ)1/2|u(y)| dy ≤ 2(β − γ)1/2
∫ β

γ

|u(y)| dy.

This shows that A maps L1
loc((α, β]) to itself. We use the definition of A

and Fubini’s theorem to compute

A2u(z) =

∫ β

z

Au(x)

(x− z)1/2
dx =

∫ β

z

∫ β

x

u(y)

(x− z)1/2(y − x)1/2
dy dx

=

∫ β

z

∫ y

z

u(y)

(x− z)1/2(y − x)1/2
dx dy.

The last quantity may be written as
∫ β
z
k(z, y)u(y) dy where, using the

change of variables x = z + (y − z)w,

k(z, y) =

∫ y

z

1

(x− z)1/2(y − x)1/2
dx =

∫ 1

0

1

w1/2(1− w)1/2
dw.
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Thus k(z, y) is a constant, given by the beta function B( 12 ,
1
2 ) = π.

The constant can be computed directly as follows: changing variables

w = 1
2 + 1

2v and v = sin θ gives∫ 1

0

1

w1/2(1− w)1/2
dw =

∫ 1

−1

1√
1− v2

dv =

∫ π/2

−π/2
dθ = π.

This shows that for any u ∈ L1
loc((α, β]) one has

A2u(z) = π

∫ β

z

u(y) dy. (2.2.9)

Thus (A(Au))′(z) = −πu(z), so A maps L1
loc((α, β]) into A((α, β]).

We next show that the map (2.2.42.2.4) is bijective. By (2.2.92.2.9), if Au = 0

it follows that u ≡ 0, so A is injective. Now let f ∈ A((α, β]). Setting

u := − 1
π
d
dxAf we have u ∈ L1

loc((α, β]) and

π

∫ β

z

u(y) dy = Af(z)

since one always has Af(β) = 0. Combining this with (2.2.92.2.9) we get

Af = A(Au), and since A is injective we have Au = f . We have proved

that (2.2.42.2.4) is bijective and that one has the inversion formula (2.2.72.2.7).

Next let f ∈ W 1,1
loc ((α, β]) with f(β) = 0, and integrate by parts to

obtain

Af(x) =

∫ β

x

f(y)
d

dy
(2(y − x)1/2) dy

= −2

∫ β

x

(y − x)1/2f ′(y) dy.

It follows that Af ∈ L1
loc((α, β]) and

(Af)′(x) =

∫ β

x

f ′(y)

(y − x)1/2
dy = A(f ′)(x).

By (2.2.72.2.7) the function u := − 1
π (Af)

′ satisfies Au = f . But now one

also has u = − 1
πA(f

′), which proves the second inversion formula (2.2.82.2.8).

The fact that (2.2.52.2.5) is a bijective map follows immediately.

Finally, if u ∈ C∞((α, β]) we change variables y = x + (β − x)s and

obtain

Au(x) =

∫ β

x

u(y)

(y − x)1/2
dy = (β − x)1/2

∫ 1

0

u(x+ (β − x)s)

s1/2
ds.

Since u is smooth, one has Au(x) = (β−x)1/2h(x) where h ∈ C∞((α, β]).
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Conversely, if f(x) = (β − x)1/2h(x) where h ∈ C∞((α, β]), the change

of variables x = y + (β − y)s gives∫ β

y

f(x)

(x− y)1/2
dx = (β − y)

∫ 1

0

(1− s)1/2h(y + (β − y)s)

s1/2
ds.

If u is defined by (2.2.72.2.7), we see that u ∈ C∞((α, β]) and u solves

Au = f . Thus (2.2.62.2.6) is a bijective map.

We now return to (2.2.32.2.3). Since the value c(1) is known, using (2.2.32.2.3)

and Theorem 2.2.32.2.3 we can determine the function f(u) := dr
du

u
r(u) from

the knowledge of Tc(p) for 0 < p < 1 . We rewrite this as d
du log r(u) =

f(u)
u , which shows that we can recover the function

r(u) = exp

(
−
∫ 1

u

f(v)

v
dv

)
.

By taking the inverse function, we can determine u(r). By (2.2.22.2.2), we

have determined the function c(r) = c(1)r/
√
u(r). This completes the

proof of Theorem 2.2.12.2.1.

Remark 2.2.5. If we assume that the sound speed extends smoothly

to M := D, then Theorem 2.2.12.2.1 can be reformulated using the notation

of Chapter 33 as follows: if g1 and g2 are two Riemannian metrics on M

corresponding to radial sound speeds satisfying the Herglotz condition, if

g1|∂M = g2|∂M and if τg1 |∂+SM = τg2 |∂+SM (the travel times of maximal

geodesics for g1 and g2 agree), then g1 = g2.

In the boundary rigidity problem, one considers measurements given

by the boundary distance function dg|∂M×∂M instead of the travel time

function τg. It follows from equation (11.2.111.2.1) that if dg1 |∂M×∂M =

dg2 |∂M×∂M and the boundary is strictly convex, then g1|∂M = g2|∂M .

Moreover, if the manifolds are simple then by Proposition 11.3.211.3.2 one has

τg1 |∂+SM = τg2 |∂+SM . Thus in the setting of simple metrics, Theorem

2.2.12.2.1 also solves the boundary rigidity problem for radial sound speeds.

Remark 2.2.6. Theorem 2.2.12.2.1 assumes that c(1), i.e. g|∂M , is known.

Often one can determine g|∂M by looking at short geodesics. However,

in the present setting one gets something slightly different. In (2.2.32.2.3),

write f(u) = dr
du

u
r(u) and note that f is smooth in [p2, 1]. The change of

variables u = p2 + (1− p2)s yields∫ 1

p2

f(u)√
u− p2

du = (1− p2)1/2
∫ 1

0

f(p2 + (1− p2)s)

s1/2
ds.
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Thus we obtain

lim
p→1

Tc(p)√
1− p2

=
4f(1)

c(1)
.

From (2.2.22.2.2) we see that du
dr = c(1)2

(
2r
c(r)2 − 2r2c′(r)

c(r)3

)
. This implies that

f(1) = dr
du (1) = (2− 2c′(1)

c(1) )−1 = c(1)
2(c(1)−c′(1)) . Hence, by looking at travel

times of short geodesics one recovers the quantity c(1)−c′(1) from Tc(p).

2.3 Geodesics of a rotationally symmetric metric

For the rest of this chapter, it will be convenient to switch from Cartesian

coordinates (x1, x2) to polar coordinates (r, θ), where x = (r cos θ, r sin θ).

Recall that the Euclidean metric g = dx21+dx
2
2 looks like g = dr2+r2 dθ2

in polar coordinates. Hence the metric g = c(r)−2(dx21+dx
2
2) with radial

sound speed c(r) becomes

g = c(r)−2 dr2 + (r/c(r))2 dθ2. (2.3.1)

We will work in the region M = {(r, θ) ; r0 < r ≤ r1} where r0 < r1
(note that r0 is not necessarily required to be positive), and consider

metrics of the form

g = a(r)2 dr2 + b(r)2 dθ2 (2.3.2)

where a, b ∈ C∞([r0, r1]) are positive. Clearly this includes metrics

(2.3.12.3.1) with radial sound speed, with a(r) = 1/c(r) and b(r) = r/c(r).

However, the two forms turn out to be equivalent:

Exercise 2.3.1. Show that a metric of the form (2.3.22.3.2) can be put in

the form (2.3.12.3.1) by a change of variables.

Working with the form (2.3.22.3.2) will be useful in view of the following

example.

Example 2.3.2 (Surfaces of revolution). Let r be the z-coordinate in

R3, and let h : [r0, r1] → R be a smooth positive function. Let S be the

surface of revolution obtained by rotating the graph of r 7→ h(r) about

the z-axis. The surface S is given by S = {q(r, θ) ; r ∈ (r0, r1], θ ∈
[0, 2π]} where

q(r, θ) = (h(r) cos θ, h(r) sin θ, r).
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Then S has tangent vectors

∂r = (h′(r) cos θ, h′(r) sin θ, 1),

∂θ = (−h(r) sin θ, h(r) cos θ, 0).

Equip S with the metric g induced by the Euclidean metric in R3. Since

∂r · ∂r = 1 + h′(r)2, ∂r · ∂θ = 0 and ∂θ · ∂θ = h(r)2, one has

g = (1 + h′(r)2) dr2 + h(r)2 dθ2.

Thus surfaces of revolution have metrics of the form (2.3.22.3.2), where a(r) =√
1 + h′(r)2 and b(r) = h(r).

The geodesic equations for the metric (2.3.22.3.2) can be determined by

computing the Christoffel symbols

Γljk =
1

2
glm(∂jgkm + ∂kgjm − ∂mgjk).

A direct computation shows that

Γ1
11 = ∂ra/a, Γ1

12 = Γ1
21 = 0, Γ1

22 = −b∂rb/a2,
Γ2
11 = 0, Γ2

12 = Γ2
21 = ∂rb/b, Γ2

22 = 0.

Thus the geodesic equations are

r̈ +
∂ra

a
(ṙ)2 − b∂rb

a2
(θ̇)2 = 0, (2.3.3)

θ̈ +
2∂rb

b
ṙθ̇ = 0. (2.3.4)

The conserved quantities (speed and angular momentum) corresponding

to (2.1.72.1.7) and (2.1.82.1.8) are given as follows:

(a(r)ṙ)2 + (b(r)θ̇)2 is conserved, (2.3.5)

b(r)2θ̇ is conserved. (2.3.6)

In fact, the first quantity is conserved since geodesics have constant

speed, and the fact that the second quantity is conserved follows directly

by taking its t-derivative and using the second geodesic equation.

As in Theorem 2.1.62.1.6, we would like that when a geodesic reaches its

deepest point where ṙ = 0, it turns back toward the surface (i.e. r̈ > 0).

Now the equation (2.3.32.3.3) implies that

ṙ = 0 =⇒ r̈ =
b∂rb

a2
(θ̇)2.

Thus, when ṙ = 0, one has r̈ > 0 iff b′ > 0. This is the analogue of
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the Herglotz condition. For a radial sound speed as in (2.3.12.3.1), one has

b(r) = r/c(r) and the condition b′ > 0 is equivalent with d
dr

(
r
c(r)

)
> 0.

Definition 2.3.3. A metric g = a(r)2 dr2 + b(r)2 dθ2, where a, b ∈
C∞([r0, r1]) are positive, satisfies the Herglotz condition if

b′(r) > 0, r ∈ [r0, r1].

The following result is the analogue of Theorem 2.1.62.1.6.

Theorem 2.3.4 (Geodesics). Let g satisfy the Herglotz condition as in

Definition 2.3.32.3.3. Let (r(t), θ(t)) be a unit speed geodesic with r(0) = r1
and ṙ(0) < 0. There are two types of geodesics: either r(t) strictly de-

creases to {r = r0} in finite time, or the geodesic stays in M and goes

back to {r = r1} in finite time. Geodesics of the second type have a

unique closest point (ρ, α) to the origin, and they consist of two sym-

metric branches where first r(t) strictly decreases from r1 to ρ, and then

r(t) strictly increases from ρ to r1. Moreover, for any (ρ, α) ∈ M there

is a unique such geodesic γρ,α(t) = (r(t), θ(t)) with θ̇(0) > 0, and it

satisfies

ṙ = ∓ 1

a(r)b(r)

√
b(r)2 − b(ρ)2, (2.3.7)

θ(t) = α∓ b(ρ)

∫ r(t)

ρ

a(r)

b(r)

1√
b(r)2 − b(ρ)2

dr, (2.3.8)

where − corresponds to the first branch where r(t) decreases, and +

corresponds to the second branch where r(t) increases.

Proof Since the geodesic has unit speed, (2.3.52.3.5) implies that

(a(r)ṙ)2 + (b(r)θ̇)2 = 1. (2.3.9)

Moreover, (2.3.62.3.6) implies that

b(r)2θ̇ = p (2.3.10)

for some constant p. Combining the above two equations gives that

(a(r)ṙ)2 + (p/b(r))2 = 1, and thus

(a(r)ṙ)2 = 1− p2

b(r)2
. (2.3.11)

Let I be the maximal interval of existence of the geodesic (r(t), θ(t))

in M , so I is of the form [0, T ), [0, T ] or [0,∞) for some T > 0. Now,

since ṙ(0) < 0, there are two possible cases: either ṙ(t) < 0 for all t ∈ I,
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or ṙ(t̄) = 0 for some t̄ ∈ I. Assume that we are in the first case. Taking

the t-derivative in (2.3.112.3.11) gives

2a(r)ṙ
d

dt
(a(r)ṙ) = 2p2b(r)−3b′(r)ṙ, t ∈ I.

Since ṙ(t) < 0 for all t ∈ I, we may divide by ṙ and obtain

d

dt
(a(r)ṙ) =

p2b(r)−3b′(r)

a(r)
, t ∈ I.

Using the Herglotz condition we have b′(r) > 0 for all r ∈ [r0, r1]. Thus

there are ε0 > 0 and c0 ∈ R so that

a(r)ṙ ≥ c0 + ε0t, t ∈ I. (2.3.12)

Now if T = ∞ one would get ṙ(t̄) = 0 for some t̄ ∈ I, which is a

contradiction. Hence in the first case where ṙ(t) < 0 for all t ∈ I, the

geodesic must reach {r = r0} in finite time and r(t) is strictly decreasing.

Assume now that we are in the second case where ṙ(t) < 0 for 0 ≤ t < t̄

and ṙ(t̄) = 0 for some t̄ ∈ I. Let ρ = r(t̄) and α = θ(t̄). Since both

η(s) = (r(t̄ + s), θ(t̄ + s)) and ζ(s) = (r(t̄ − s), 2α − θ(t̄ − s)) solve the

geodesic equations with the same initial data when s = 0, the geodesic

has two branches that are symmetric with respect to t = t̄. Note that we

must have p = ±b(ρ) upon evaluating (2.3.112.3.11) at t = t̄. If additionally

θ̇(0) > 0 then by (2.3.102.3.10) one has p > 0, so in fact p = b(ρ).

Moreover, given any (ρ, α) ∈ M we may consider the geodesic with

(r(0), θ(0)) = (ρ, α) and (ṙ(0), θ̇(0)) = (0, 1/b(ρ)) where the value for

θ̇(0) is obtained from (2.3.92.3.9) (the geodesic must have unit speed). The

arguments above show that this geodesic has two symmetric branches,

and reaches {r = r1} in finite time by (2.3.122.3.12). The required geodesic

γρ,α is obtained from (r(t), θ(t)) after a translation in t.

The equation for ṙ(t) follows from (2.3.112.3.11), where p = b(ρ). Finally,

(2.3.102.3.10) with p = b(ρ) gives

θ(t′) = α+ b(ρ)

∫ t′

t̄

1

b(r(t))2
dt.

We change variables t = t(r) and use that by (2.3.72.3.7) one has

dt

dr
(r) =

1

ṙ(t(r))
= ∓ a(r)b(r)√

b(r)2 − b(ρ)2
.

This proves (2.3.82.3.8).
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2.4 Geodesic X-ray transform

In this section we prove the result of RomanovRomanov (19671967) (see also RomanovRomanov

(19871987); SharafutdinovSharafutdinov (19971997)) showing invertibility of the geodesic X-

ray transform for rotationally symmetric metrics satisfying the Herglotz

condition. Let

g = a(r)2 dr2 + b(r)2 dθ2

be a metric in M = {(r, θ) ; r0 < r ≤ r1} satisfying the Herglotz con-

dition b′(r) > 0 for r ∈ [r0, r1]. For f ∈ C∞(M), we wish to study the

problem of recovering f from its integrals over maximal geodesics start-

ing from {r = r1}. By Theorem 2.3.42.3.4 there are two types of geodesics:

those that go to {r = r0} in finite time, and those that never reach

{r = r0} and curve back to {r = r1} in finite time. We only consider

integrals of f over geodesics of the second type. This corresponds to

having measurements only on {r = r1} and not on {r = r0}, which is

relevant for instance in seismic imaging where {r = r1} corresponds to

the surface of the Earth.

By Theorem 2.3.42.3.4, for any (ρ, α) ∈ M there is a unique unit speed

geodesic γρ,α(t) joining two points of {r = r1} and having (ρ, α) as its

closest point to the origin. Denote by τ(ρ, α) the length of this geodesic.

Given f ∈ C∞(M), we define its geodesic X-ray transform by

If(ρ, α) =

∫ τ(ρ,α)

0

f(γρ,α(t)) dt, (ρ, α) ∈M.

The main result in this section shows that under the Herglotz condition

the geodesic X-ray transform is injective, i.e. f is uniquely determined

by If .

Theorem 2.4.1 (Injectivity). Let g satisfy the Herglotz condition in

Definition 2.3.32.3.3. If f ∈ C∞(M) satisfies If(ρ, α) = 0 for all (ρ, α) ∈M ,

then f = 0.

To prove the theorem, we first note that by Theorem 2.3.42.3.4 one has

γρ,α(t) = (r(t), α∓ ψ(ρ, r(t)))

where

ψ(ρ, r(t)) := b(ρ)

∫ r(t)

ρ

a(r)

b(r)

1√
b(r)2 − b(ρ)2

dr. (2.4.1)
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Moreover,

dr

dt
= ∓ 1

a(r)b(r)

√
b(r)2 − b(ρ)2.

Here the sign − corresponds to the first branch of the geodesic where

r(t) decreases from r1 to ρ, and + corresponds to the second branch

where r(t) increases.

Changing variables t = t(r), we have

If(ρ, α) =

∫ τ(ρ,α)

0

f(r(t), θ(t)) dt

=

∫ 1
2 τ(ρ,α)

0

f(r(t), α− ψ(ρ, r(t))) dt

+

∫ τ(ρ,α)

1
2 τ(ρ,α)

f(r(t), α+ ψ(ρ, r(t))) dt

=

∫ r1

ρ

a(r)b(r)√
b(r)2 − b(ρ)2

f(r, α− ψ(ρ, r)) dr

+

∫ r1

ρ

a(r)b(r)√
b(r)2 − b(ρ)2

f(r, α+ ψ(ρ, r)) dr. (2.4.2)

Assume for the moment that f is radial, f = f(r). This is analogous

to the result in Theorem 2.2.12.2.1 of determining a radial sound speed c(r)

from travel times, and the proof will use a similar method. If f = f(r),

we obtain

If(ρ, α) = 2

∫ r1

ρ

a(r)b(r)√
b(r)2 − b(ρ)2

f(r) dr. (2.4.3)

We change variables

s = b(r)2. (2.4.4)

This is a valid change of variables since b(r) is strictly increasing by the

Herglotz condition. One has

If(ρ, α) = 2

∫ b(r1)
2

b(ρ)2

a(r(s))b(r(s))r′(s)

(s− b(ρ)2)1/2
f(r(s)) ds.

This is an Abel transform as in Theorem 2.2.32.2.3, where x corresponds to

b(ρ)2. If If(ρ, α) = 0 for r0 < ρ < r1, it follows from Theorem 2.2.32.2.3 that

a(r(s))b(r(s))r′(s)f(r(s)) = 0, b(r0)
2 < s < b(r1)

2.

Since a, b and r′ are positive, we get f(r(s)) = 0 for all s and thus

f(r) = 0 for r0 < r < r1 as required.
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We next consider the general case where f = f(r, θ) ∈ C∞(M). For

any fixed r, the function f(r, · ) is a smooth 2π-periodic function in R,
and it has the Fourier series

f(r, θ) =

∞∑
k=−∞

fk(r)e
ikθ. (2.4.5)

Here the Fourier coefficients fk(r) = 1
2π

∫ π
−π f(r, θ)e

−ikθ dθ are smooth

functions in (r0, r1], and the Fourier series converges absolutely and uni-

formly in {r̄ ≤ r ≤ r1} whenever r0 < r̄ < r1.

Inserting (2.4.52.4.5) in (2.4.22.4.2), we have

If(ρ, α) =

∞∑
k=−∞

[∫ r1

ρ

a(r)b(r)√
b(r)2 − b(ρ)2

fk(r)2 cos(kψ(ρ, r)) dr

]
eikα.

Denote the expression in brackets by Akfk(ρ). Thus, if If(ρ, α) = 0 for

(ρ, α) ∈ M , then the Fourier coefficients Akfk(ρ) vanish for each k and

for r0 < ρ < r1. It remains to show that each generalized Abel transform

Ak is injective. Note that if k = 0, then A0 is exactly the Abel transform

in (2.4.32.4.3) and this was already shown to be injective.

For k ̸= 0, we make the same change of variables as in (2.4.42.4.4) and

write

gk(s) = 2a(r(s))b(r(s))r′(s)fk(r(s)).

Then Akfk(ρ) = Tkgk(b(ρ)
2), where

Tkgk(x) =

∫ b(r1)
2

x

Kk(x, s)

(s− x)1/2
gk(s) ds

where x = x(ρ) = b(ρ)2 takes values in the range b(r0)
2 < x ≤ b(r1)

2,

and

Kk(x, s) = cos(kψ(ρ(x), r(s))).

Since a, b, and r′ are positive, the injectivity of Ak is equivalent with

the injectivity of Tk.

We now record some properties of the functions Kk.

Lemma 2.4.2. For any k ∈ Z, Kk(x, s) is smooth in {b(r0)2 ≤ x ≤ s ≤
b(r1)

2} and satisfies Kk(x, x) = 1 for all x.

Proof Changing variables s = b(r)2, we have

ψ(ρ, r) = b(ρ)

∫ b(r)2

b(ρ)2

q(s)

(s− b(ρ)2)1/2
ds
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where q(s) = a(r(s))r′(s)
b(r(s)) is smooth. We further make another change of

variables s = b(ρ)2 + (b(r)2 − b(ρ)2)t to obtain that

ψ(ρ, r) = (b(r)2 − b(ρ)2)1/2G(ρ, r)

where

G(ρ, r) = b(ρ)

∫ 1

0

q(b(ρ)2 + (b(r)2 − b(ρ)2)t)

t1/2
dt.

Here G is smooth since q and b are smooth. Using that cosx = η(x2)

where η(t) is smooth on R (this can be seen by looking at the Tay-

lor series of cosx), it follows that Kk(x, s) = η(k2ψ(ρ(x), r(s))2) is

smooth. Finally, note that x = s corresponds to ρ = r, which shows

that Kk(x, x) = cos(kψ(ρ(x), ρ(x))) = 1.

The equation Tkgk = F is a singular Volterra integral equation of the

first kind (see Gorenflo and VessellaGorenflo and Vessella (19911991) for a detailed treatment of

such equations). The injectivity of Tk now follows from the next result

that extends Theorem 2.2.32.2.3 (which considers the special case K ≡ 1).

This concludes the proof of Theorem 2.4.12.4.1.

Theorem 2.4.3. Let K ∈ C1(T ) where T := {(x, t) ; α ≤ x ≤ t ≤ β},
and assume that K(x, x) = 1 for x ∈ [α, β]. Given any f ∈ A((α, β]),

there is a unique solution u ∈ L1
loc((α, β]) of∫ β

x

K(x, t)

(t− x)1/2
u(t) dt = f(x). (2.4.6)

Moreover, if K ∈ C∞(T ) and if f(x) = (β − x)1/2h(x) for some h ∈
C∞((α, β]), then u ∈ C∞((α, β]).

Proof We define

H(x, t) := K(x, t)− 1.

Note that H(x, x) = 0 by the assumption on K. The equation (2.4.62.4.6)

may be written as

Au+Bu = f (2.4.7)

where Au(x) =
∫ β
x

u(t)
(t−x)1/2 dt is the Abel transform, and

Bu(x) :=

∫ β

x

H(x, t)

(t− x)1/2
u(t) dt.

If B ≡ 0 then (2.4.72.4.7) is a standard Abel integral equation and it can
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be solved using Theorem 2.2.32.2.3. More generally, we will show that the

perturbation B can be handled by a Volterra iteration.

We first show thatB maps any function u ∈ L1
loc((α, β]) intoA((α, β]),

i.e. that ABu ∈ W 1,1
loc ((α, β]). We use Fubini’s theorem and the change

of variables s = x+ (t− x)r to compute

ABu(x) =

∫ β

x

∫ β

s

H(s, t)

(s− x)1/2(t− s)1/2
u(t) dt ds

=

∫ β

x

∫ t

x

H(s, t)

(s− x)1/2(t− s)1/2
u(t) ds dt

=

∫ β

x

[∫ 1

0

H(x+ (t− x)r, t)

r1/2(1− r)1/2
dr

]
u(t) dt.

Thus ABu(x) =
∫ β
x
G(x, t)u(t) dt where G ∈ C1(T ) since K ∈ C1(T ). It

follows that ABu ∈W 1,1
loc ((α, β]). By Theorem 2.2.32.2.3 we may write

Bu = ARu, u ∈ L1
loc((α, β]),

where Ru = − 1
π
d
dxABu. Since H(x, x) = 0 we have G(x, x) = 0, and

thus using the above formula for ABu we have

Ru(x) = − 1

π

∫ β

x

∂xG(x, t)u(t) dt.

In particular, the integral kernel of R is in C0(T ), and it follows that

|Ru(x)| ≤ C

∫ β

x

|u(t)| dt. (2.4.8)

Since Bu = ARu, the equation (2.4.72.4.7) is equivalent with

A(u+Ru) = f.

Since f ∈ A((α, β]), one has f = Au0 for some u0 ∈ L1
loc((α, β]) by

Theorem 2.2.32.2.3. Because A is injective, (2.4.72.4.7) is further equivalent with

the equation

u+Ru = u0. (2.4.9)

It is enough to show that (2.4.92.4.9) has a unique solution u ∈ L1
loc((α, β])

for any u0 ∈ L1
loc((α, β]). For uniqueness, if u + Ru = 0, then (2.4.82.4.8)

implies that

|u(x)| ≤ C

∫ β

x

|u(t)| dt.
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Gronwall’s inequality implies that u ≡ 0. To prove existence, we iterate

the bound (2.4.82.4.8) which yields

|Rju(x)| ≤ C

∫ β

x

|Rj−1u(t1)| dt1 ≤ · · ·

≤ Cj
∫ β

x

∫ β

t1

· · ·
∫ β

tj−1

|u(tj)| dtj · · · dt1

≤ Cj
(β − x)j−1

(j − 1)!
∥u∥L1([x,β]).

Thus whenever α < γ < β one has

∥Rju∥L1([γ,β]) ≤
(C(β − γ))j

j!
∥u∥L1([γ,β]). (2.4.10)

The series

u :=

∞∑
j=0

(−R)ju0

converges in L1
loc((α, β]) by (2.4.102.4.10), and the resulting function u solves

(2.4.92.4.9).

We have proved that given any f ∈ A((α, β]) the equation (2.4.62.4.6) has

a unique solution u ∈ L1
loc((α, β]). Let now K ∈ C∞(T ) and f(x) =

(β − x)1/2h(x) for some h ∈ C∞((α, β]). By Theorem 2.2.32.2.3 one has

f = Au0 for some u0 ∈ C∞((α, β]), and it is enough to show that the

solution u of (2.4.92.4.9) is smooth. But if K ∈ C∞(T ) the operator R above

has C∞ integral kernel, hence Ru is smooth, and thus also u = −Ru+u0
is smooth. This concludes the proof of the theorem.

2.5 Examples and counterexamples

In this section we give some examples of manifolds where the geodesic

X-ray transform is injective, and some examples where it is not injective.

We first begin with some remarks on the Herglotz condition.

Let g = a(r)2 dr2+b(r)2 dθ2 be a metric inM = {r0 < r ≤ r1}, where
a, b ∈ C∞([r0, r1]) are positive. We first give a definition.

Definition 2.5.1. The circle {r = r̄} is strictly convex (resp. strictly

concave) as a submanifold of (M, g) if for any geodesic (r(t), θ(t)) with

r(0) = r̄, ṙ(0) = 0 and θ̇(0) ̸= 0, one has r̈(0) > 0 (resp. r̈(0) < 0).
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Strict convexity means that any tangential geodesic to the circle {r =
r̄} curves away from this circle toward {r = r1}, with exactly first order

contact with the circle when t = 0. More precisely, we should say that the

circle is strictly convex when viewed from {r = r1} (there is a choice of

orientation involved). Strict convexity is equivalent to the fact that {r =
r̄} has positive definite second fundamental form in (M, g). Conversely,

strict concavity means that tangential geodesics to the circle {r = r̄}
have first order contact and curve toward {r = r0}.

Lemma 2.5.2. Let r0 < r̄ ≤ r1.

(a) {r = r̄} is strictly convex as a submanifold of (M, g) iff b′(r̄) > 0.

(b) The circle t 7→ (r̄, t) is a geodesic of (M, g) iff b′(r̄) = 0.

(c) {r = r̄} is strictly concave as a submanifold of (M, g) iff b′(r̄) < 0.

Proof If (r(t), θ(t)) is a geodesic with r(0) = r̄ and ṙ(0) = 0, then by

(2.3.32.3.3)

r̈(0) =
b(r̄)b′(r̄)

a(r̄)2
(θ̇(0))2. (2.5.1)

If θ̇(0) ̸= 0, then r̈(0) has the same sign as b′(r̄) since b is positive.

This proves parts (a) and (c). For part (b), if b′(r̄) = 0, then t 7→ (r̄, t)

satisfies the geodesic equations (2.3.32.3.3)–(2.3.42.3.4). Conversely, if t 7→ (r̄, t)

satisfies the geodesic equations, then r̈(0) = 0 and (2.5.12.5.1) implies that

b∂rb/a
2|r=r̄ = 0. One must have b′(r̄) = 0.

Thus, if the Herglotz condition is violated, either b′ = 0 somewhere

and there is a trapped geodesic (one that never reaches the boundary),

or b′ < 0 somewhere and tangential geodesics curve toward {r = r0}.
We also obtain the following characterization of the Herglotz condition.

Corollary 2.5.3. The following conditions are equivalent.

(a) The circles {r = r̄} are strictly convex for r0 < r̄ ≤ r1.

(b) b′(1) > 0 and no circle {r = r̄} is a trapped geodesic for r0 < r̄ ≤ r1.

(c) b′(r) > 0 for r ∈ (r0, r1].

We now go back to Example 2.3.22.3.2 and surfaces of revolution. Recall

the setup: r correspond to the z-coordinate in R3, h : [r0, r1] → R is a

smooth positive function, and S is the surface of revolution obtained by

rotating the graph of r 7→ h(r) about the z-axis. The surface S is given

by

S = {(h(r) cos θ, h(r) sin θ, r) ; r ∈ (r0, r1], θ ∈ [0, 2π]}.
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Figure 2.1 Small spherical cap

The metric on S induced by the Euclidean metric on R3 has the form

g = (1 + h′(r)2) dr2 + h(r)2 dθ2.

Thus a(r) =
√
1 + h′(r)2 and b(r) = h(r).

Finally we give five illustrative examples: two examples where the

geodesic X-ray transform is injective, two examples where it fails to be

injective, and one example related to Eaton lenses.

Example 2.5.4 (Small spherical cap). Let h : [r0, r1] → R, h(r) =√
1− r2 where r0 = −1 and r1 = −α where 0 < α < 1. Then S = Sα

corresponds to a punctured spherical cap strictly contained in a hemi-

sphere (cf. Figure 2.12.1):

Sα = {x ∈ S2 ; x3 ≤ −α} \ {−e3}.

Clearly h′ > 0 in [r0, r1]. Thus the Herglotz condition is satisfied, and by

Theorem 2.4.12.4.1 the geodesic X-ray transform on Sα is injective whenever

0 < α < 1. More precisely, a function f can be recovered from its

integrals over geodesics that start and end on the boundary {x3 = −α},
with the geodesics going through the south pole excluded. Of course,

geodesics in Sα are segments of great circles.

Example 2.5.5 (Large spherical cap). Let h : [r0, r1] → R, h(r) =√
1− r2 where r0 = −1 and r1 = β where 0 < β < 1. Then S = Sβ cor-

responds to a punctured spherical cap that is larger than a hemisphere:

Sβ = {x ∈ S2 ; x3 ≤ β} \ {−e3}.
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Figure 2.2 Large spherical cap

Now the Herglotz condition is violated: one has h′(r) > 0 for r < 0, but

h′(0) = 0 and h′(r) < 0 for r > 0. In particular, the geodesic {r = 0},
which is just the equator, is a trapped geodesic in Sβ . The great circles

close to the equator are also trapped geodesics, and Sβ is an example of

a manifold with strong trapping properties (cf. Figure 2.22.2).

In fact the geodesic X-ray transform is not injective on Sβ (even if

the south pole is included). To see this, let f : S2 → R be an odd

function with respect to the antipodal map, i.e. f(−x) = −f(x), and
assume f is supported in {−β < x3 < β}. For example, one can take

f(x) = φ(x) − φ(−x) where φ is a C∞ function supported in a small

neighborhood of e1 with φ > 0 near e1.

Using the support condition for f , the integral of f over a maximal

geodesic in (M, g) (a segment of a great circle C in S2) is equal to

the integral of f over the whole great circle C. But since f is odd, its

integral over any great circle is zero. This shows that the geodesic X-ray

transform If of f in Sβ vanishes, but f is not identically zero.

Example 2.5.6 (Catenoid). Let h : [−1, 1] → R, h(r) = cosh(r) =
er+e−r

2 . The corresponding surface of revolution is the catenoid (cf. Fig-

ure 2.32.3)

S = {(cosh(r) cos(θ), cosh(r) sin(θ), r) ; r ∈ [−1, 1], θ ∈ [0, 2π]}.

One has h′(r) = sinh(r) = er−e−r

2 . Thus in particular h′(0) = 0 and

h′(r) > 0 for r > 0. Define

S± = {x ∈ S ; ±x3 > 0}.
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Figure 2.3 Catenoid

Then S+ corresponds to h : (r0, r1] → R with r0 = 0 and r1 = 1.

By Theorem 2.4.12.4.1 the geodesic X-ray transform in S+ is injective, when

considering geodesics that start and end on S+∩{x3 = 1}. By symmetry,

also the geodesic X-ray transform on S− is injective for geodesics that

start and end on S− ∩ {x3 = −1}. Since S = S+ ∪ S− ∪ S0 where

S0 = S ∩ {x3 = 0} has zero measure, it follows that also the geodesic

X-ray transform on S is injective (any smooth function on S can be

recovered from its integrals starting and ending on ∂S).

Note that since h′(0) = 0, the geodesic S0 is a trapped geodesic in

S. The manifold S has also other trapped geodesics that start on ∂S

and orbit S0 for infinitely long time. The catenoid is an example of a

negatively curved manifold with weak trapping properties (the trapped

set is hyperbolic). Because the trapping is weak, the geodesic X-ray

transform is still invertible in this case.

Example 2.5.7 (Catenoid type surface with flat cylinder glued in the

middle). Let h : [−1, 1] → R with h(r) = 1 for r ∈ [− 1
2 ,

1
2 ], h

′(r) > 0 for

r > 1
2 , and h

′(r) < 0 for r < − 1
2 , and let S be the surface of revolution

obtained by rotating h|[−1,1]. Then S∩{− 1
2 ≤ x3 ≤ 1

2} is a flat cylinder.

Consider a smooth function f in S given by

f(h(r) cos θ, h(r) sin θ, r) = η(r)

where η ∈ C∞
c (− 1

2 ,
1
2 ) is nontrivial and satisfies

∫ 1/2

−1/2
η(r) dr = 0. Then

f integrates to zero over any geodesic starting and ending on ∂S. To

see this, note that f vanishes outside the flat cylinder, and any geodesic
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that enters the flat cylinder must be a geodesic of the cylinder. Since

h ≡ 1 in the cylinder, the metric is dr2 + dθ2, one has a = b = 1, the

geodesic equations are r̈ = θ̈ = 0, and unit speed geodesics are of the

form ζ(t) = (r(t), θ(t)) = (αt+β, γt+δ) where (ṙ)2+(θ̇)2 = α2+γ2 = 1.

Thus it follows that ∫
ζ

f dt =

∫
η(αt+ β) dt = 0.

Thus S is an example of a manifold that has a large flat part (the cylin-

der) with many trapped geodesics, and the geodesic X-ray transform is

not injective. The reason for non-injectivity is that S contains part of

R×S1, and the X-ray transform on R is not injective (there are nontrivial

functions that integrate to zero on R).

Example 2.5.8 (Eaton lenses). Geodesics of a sound speed may also

be interpreted as the paths followed by light rays when a suitable in-

dex of refraction n is introduced. According to Fermat’s principle light

rays propagate along geodesics of the metric gjk = n2δjk and thus by

setting c = 1/n our previous analysis applies. Let us consider an index

of refraction n which is radial and work in polar coordinates, so that

the metric is n2(dr2 + r2dθ2) and hence a(r) = n(r) and b(r) = rn(r).

Besides travel times between boundary points we might also be inter-

ested in how incoming light rays come out after traversing through our

Riemannian surface (the lens) determined by n(r). From this point of

view there are choices of n that produce interesting effects. We mention

here two noteworthy instances depicted in Figures 2.42.4 and 2.52.5.

The original Eaton lens (Figure 2.42.4) is given by

n(r) =

√
2

r
− 1,

while for the invisible Eaton lens (Figure 2.52.5), n is determined by

√
n =

1

nr
+

√
1

n2r2
− 1.

In both cases n(r) is defined for r ∈ (0, 1] and in the second case, n is

given intrinsically as the solution of the equation above. In the first case

we see light rays rotating by π and in the second case we see light rays

rotating by 2π and hence becoming indistinguishable from the light rays

of n = 1, hence the name invisible Eaton lens. The index of refraction

becomes infinite (in both cases) at the origin.
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Figure 2.4 Original Eaton lens

Figure 2.5 Invisible Eaton lens

Exercise 2.5.9. Show that in both Eaton lenses, the Herglotz condition

is satisfied for all r ∈ (0, 1) but the circle {r = 1} at the boundary

is a trapped light ray. Moreover, show that the geodesics behave as

depicted in the pictures (use Theorem 2.3.42.3.4). Can you design a lens so

that lights rays come out of the lens experiencing a rotation of π/2? (See

Leonhardt and PhilbinLeonhardt and Philbin (20102010) for details on these lenses.)

Exercise* 2.5.10. Investigate if the X-ray transform is injective for the

Eaton lenses and for the case α = 1 in Example 2.5.42.5.4.
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3

Geometric preliminaries

In this chapter we discuss certain geometric preliminaries required for

studying the geodesic X-ray transform on a general compact Rieman-

nian manifold (M, g) with boundary. We will discuss the concept of a

compact non-trapping manifold with strictly convex boundary. We will

also introduce the exit time function τ , the geodesic vector field X, the

geodesic flow φt, the scattering relation α, and the vector fields X⊥
and V . The chapter will conclude with a discussion of conjugate points

and with the important notion of a simple manifold, including several

equivalent definitions.

3.1 Non-trapping and strict convexity

Let (M, g) be a compact, connected and oriented Riemannian manifold

with smooth boundary ∂M and dimension n ≥ 2. We will denote the

inner product induced by the metric g on tangent vectors by ⟨v, w⟩g and
the norm by |v|g. The subscript g will often be omitted for brevity.

Geodesics travel at constant speed, so we fix the speed to be one. We

pack positions and velocities together in what we call the unit sphere

bundle SM . This consists of pairs (x, v), where x ∈ M and v ∈ TxM

with norm |v|g = 1. Given (x, v) ∈ SM , let γx,v denote the unique

geodesic determined by (x, v) so that γx,v(0) = x and γ̇x,v(0) = v. For

any (x, v) ∈ SM the geodesic γx,v is defined on a maximal interval of

existence that we denote by [−τ−(x, v), τ+(x, v)] where τ±(x, v) ∈ [0,∞],

so that

γx,v : [−τ−(x, v), τ+(x, v)] →M

53

https://doi.org/10.1017/9781009039901


54 Geometric preliminaries

is a smooth curve that cannot be extended to any larger interval as a

smooth curve in M .

Definition 3.1.1. We let

τ(x, v) := τ+(x, v).

Thus τ(x, v) is the exit time when the geodesic γx,v exits M .

Exercise 3.1.2. Give examples of compact manifolds (M, g) with bound-

ary and points (x, v) ∈ SM where the following holds:

(a) The first time when γx,v hits ∂M is different from the exit time

τ(x, v).

(b) τ(x, v) is not continuous on SM .

(c) τ±(x, v) = ∞.

(d) τ−(x, v) is finite but τ+(x, v) = ∞.

If some geodesic has infinite length, one needs to be careful when

studying the geodesic X-ray transform since the integral of a smooth

function over such a geodesic may not be finite. For the most part of

this book, we will be working on manifolds where this issue does not

appear.

Definition 3.1.3. We say that (M, g) is non-trapping if τ(x, v) <∞ for

all (x, v) ∈ SM . Equivalently, there are no geodesics in M with infinite

length.

Example 3.1.4. Compact subdomains in Rn and in hyperbolic space

are non-trapping, and so are the small spherical caps in Example 2.5.42.5.4.

Large spherical caps, catenoid type surfaces and flat cylinders have

trapped geodesics (see Examples 2.5.52.5.5–2.5.72.5.7).

Unit tangent vectors at the boundary of M constitute the boundary

∂SM of SM and will play a special role. Specifically

∂SM := {(x, v) ∈ SM : x ∈ ∂M}.

We will need to distinguish those tangent vectors pointing inside (“in-

flux boundary”) and those pointing outside (“outflux boundary”), so we

define two subsets of ∂SM as

∂±SM := {(x, v) ∈ ∂SM : ±⟨v, ν(x)⟩g ≥ 0}

where ν denotes the inward unit normal vector to the boundary (cf.

Figure 3.13.1). The convention of using the inward unit normal instead of



3.1 Non-trapping and strict convexity 55

Figure 3.1 Influx and outflux boundaries

the outward unit normal will eliminate some minus signs in the volume

form dµ in Section 3.63.6 and certain other places. We also denote

∂0SM := ∂+SM ∩ ∂−SM.

Note that one has ∂0SM = S(∂M).

Definition 3.1.5. The geodesic X-ray transform of a function f ∈
C∞(M) on a compact non-trapping manifold (M, g) with smooth bound-

ary is the function If defined by

If(x, v) =

∫ τ(x,v)

0

f(γx,v(t)) dt, (x, v) ∈ ∂+SM. (3.1.1)

The idea is that if M is non-trapping, then any geodesic γ going

through some point (y, w) ∈ SM has an initial point (x, v) = γy,w(−τ−(y, w)).
We must have (x, v) ∈ ∂SM , since if we had (x, v) ∈ SM int then the

geodesic could be extended further in both directions. Moreover, we

must have (x, v) ∈ ∂+SM since any geodesic starting at a point in

∂SM \ ∂+SM could be extended further for small negative times.

The argument in the preceding paragraph shows that on non-trapping

manifolds, there is a one-to-one correspondence between the set of unit

speed geodesics and the set ∂+SM of their initial points. Parametrizing



56 Geometric preliminaries

geodesics by their initial points in ∂+SM means that we are using the

fan-beam parametrization of geodesics.

Remark 3.1.6. Note that the fan-beam parametrization is different

from the parallel-beam parametrization that we used in Chapter 11, and

also from the parametrization used in Section 2.42.4 for geodesics of a radial

sound speed under the Herglotz condition based on their closest point

to the origin.

Since f is smooth and the point γx,v(t) depends smoothly on (x, v), the

formula (3.1.13.1.1) shows that the regularity properties of If are decided by

the regularity properties of the exit time function τ(x, v). If the boundary

of M is not strictly convex, it can happen that τ is discontinuous. On

the other hand, if ∂M is strictly convex then τ will be continuous and

in fact smooth in most places, and the theory will be particularly clean.

For a precise definition of when the boundary ∂M is strictly convex,

we will use the second fundamental form of ∂M that describes how ∂M

sits inside M . Recall that the (scalar) second fundamental form is the

bilinear form on T∂M given by

Πx(v, w) := −⟨∇vν, w⟩g,

where x ∈ ∂M and v, w ∈ Tx∂M . Here ∇ is the Levi-Civita connection

of g, and on the right hand side ν is extended arbitrarily as a smooth

vector field inM (recall that ∇XY |x only depends on X|x and the value

of Y along any curve η(t) with η̇(0) = X|x, so that Πx(v, w) does not

depend on the choice of the extension of ν).

Definition 3.1.7. We shall say that ∂M is strictly convex if Πx is

positive definite for all x ∈ ∂M .

The combination of non-trapping with strict convexity of the bound-

ary will produce several desirable properties. In fact, many results in

this book will be stated either for compact non-trapping manifolds with

strictly convex boundary, or for simple manifolds which satisfy the ad-

ditional condition that geodesics do not have conjugate points.

We already encountered the notion of strict convexity in Section 2.52.5,

where this notion was related to the behaviour of tangential geodesics.

We wish to show that a similar characterization exists in the general

case. To do this, it is convenient to introduce the following notions.

Lemma 3.1.8 (Closed extension). Let (M, g) be a compact manifold

with smooth boundary. There is a closed (=compact without boundary)
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connected manifold (N, g) having the same dimension as M so that

(M, g) is isometrically embedded in (N, g).

Proof (Special case) The lemma has an easy proof in the special case

where M is a subset of Rn. In that case it is enough to consider some

cube N = [−R,R]n with M ⊂ N int, and to extend g smoothly as a 2R-

periodic positive definite symmetric matrix function in N . Identifying

the opposite sides of N , we see that (N, g) becomes a torus with (M, g)

embedded in its interior. Then (N, g) is the required extension.

Exercise 3.1.9. Prove Lemma 3.1.83.1.8 in general, by considering the dou-

ble of the manifold M .

If (N, g) is a closed extension of (M, g), we continue to write γx,v(t)

for the geodesic in (N, g). One benefit of working with a closed extension

is that now γx,v(t) is well defined and smooth for all t ∈ R.

Lemma 3.1.10 (Boundary defining function). Let (M, g) be a compact

manifold with smooth boundary, and let (N, g) be a closed extension.

There is a function ρ ∈ C∞(N), called a boundary defining function, so

that ρ(x) = d(x, ∂M) near ∂M in M , and

M = {x ∈ N : ρ ≥ 0},
∂M = {x ∈ N : ρ = 0},

N \M = {x ∈ N : ρ < 0}.

One has ∇ρ(x) = ν(x) for all x ∈ ∂M .

Exercise 3.1.11. Prove Lemma 3.1.103.1.10.

The following result shows that the second fundamental form of ∂M

is given by the Riemannian Hessian of ρ, defined in terms of the total

covariant derivative ∇ by

Hess(ρ) = ∇2ρ = (∂xj∂xk
ρ− Γljk∂xl

ρ) dxj ⊗ dxk.

Moreover, strict convexity of the boundary can indeed be characterized

by the behaviour of tangential geodesics.

Lemma 3.1.12 (Strictly convex boundary). If (M, g) is a compact man-

ifold with smooth boundary and ρ is as in Lemma 3.1.103.1.10, then for any

(x, v) ∈ ∂0SM one has

−Πx(v, v) = Hessx(ρ)(v, v) =
d2

dt2
ρ(γx,v(t))

∣∣∣
t=0

.
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Thus ∂M is strictly convex iff any geodesic in N starting from some

point (x, v) ∈ ∂0SM satisfies d2

dt2 ρ(γx,v(t))
∣∣
t=0

< 0. In particular, any

geodesic tangent to ∂M stays outside M for small positive and negative

times, and any maximal M -geodesic going from ∂M into M stays in

M int except for its endpoints.

The proof will follow from the next lemma, which will also be useful

later.

Lemma 3.1.13. Let ρ be as in Lemma 3.1.103.1.10, and consider the smooth

function

h : SN × R → R, h(x, v, t) = ρ(γx,v(t)).

If (x, v) ∈ SN and if t0 is such that x0 := γx,v(t0) ∈ ∂M , then one has

h(x, v, t0) = 0,

∂h

∂t
(x, v, t0) = ⟨ν(x0), γ̇x,v(t0)⟩,

∂2h

∂t2
(x, v, t0) = ⟨∇γ̇x,v(t0)∇ρ, γ̇x,v(t0)⟩ = Hessx0

(ρ)(γ̇x,v(t0), γ̇x,v(t0)).

Proof Write γ(t) = γx,v(t). Since ρ|∂M = 0 one has h(x, v, t0) = 0.

Moreover, using that ∇ρ|∂M = ν we compute

∂h

∂t
(x, v, t0) = dρ|x0

(γ̇(t0)) = ⟨ν(x0), γ̇(t0)⟩.

Finally, one has

∂2h

∂t2
(x, v, t0) =

d

dt
(dρ|γ(t)(γ̇(t)))

∣∣∣
t=t0

=
d

dt
⟨∇ρ|γ(t), γ̇(t)⟩

∣∣∣
t=t0

= ⟨∇γ̇(t)∇ρ, γ̇(t)⟩+ ⟨∇ρ,∇γ̇(t)γ̇(t)⟩|t=t0 .

The last term is zero since γ is a geodesic (i.e. ∇γ̇(t)γ̇(t) = 0). The defini-

tion of the total covariant derivative ∇ gives that ⟨∇γ̇(t)∇ρ, γ̇(t)⟩|t=t0 =

∇2ρ(γ̇(t0), γ̇(t0)), which finishes the proof.

Proof of Lemma 3.1.123.1.12 Let (x, v) ∈ ∂0SM and write γ(t) = γx,v(t)

and h(x, v, t) = ρ(γ(t)). By Lemma 3.1.133.1.13 one has

h(x, v, 0) = 0,

∂h

∂t
(x, v, 0) = 0,

∂2h

∂t2
(x, v, 0) = ⟨∇v∇ρ, v⟩ = Hessx(ρ)(v, v).
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But ∇ρ|∂M = ν, which shows that ⟨∇v∇ρ, v⟩ = −Πx(v, v). This proves

the required formula.

Now ∂M is strictly convex ⇐⇒ Πx(v, v) > 0 for all (x, v) ∈ ∂0SM

⇐⇒ ∂2t h(x, v, 0) < 0 for all (x, v) ∈ ∂0SM . By the Taylor formula

ρ(γ(t)) = h(x, v, t) = −1

2
Πx(v, v)t

2 +O(t3)

when |t| is small. This shows that for small positive and negative times

ρ(γ(t)) < 0, i.e. γx,v(t) is in N \M .

3.2 Regularity of the exit time

We will now discuss in detail the regularity of the fundamental exit

time function τ on a compact non-trapping manifold (M, g) with strictly

convex boundary. Note that by definition τ |∂−SM = 0.

Example 3.2.1. Let M = D be the closed unit disk in the plane,

and let g = e be the Euclidean metric. Take x = (0,−1) and let vθ =

(cos θ, sin θ). An easy geometric argument shows that

τ(x, vθ) =

{
2 sin θ, θ ∈ [0, π],

0, θ ∈ [−π, 0]

Thus τ is continuous on ∂SM but fails to be continuously differentiable

in tangential directions. However, the odd extension of τ |∂+SM with

respect to (x, v) 7→ (x,−v),

τ̃(x, vθ) :=

{
2 sin θ, θ ∈ [0, π],

2 sin θ, θ ∈ [−π, 0]

is clearly smooth on ∂SM .

Exercise 3.2.2. Verify the claims in Example 3.2.13.2.1.

We will now show that the properties of the exit time function in

Example 3.2.13.2.1 are valid in general.

Lemma 3.2.3. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. Then τ is continuous on SM and smooth on

SM \ ∂0SM .

Proof The proof that τ is continuous is left as an exercise. Let (N, g)

be a closed extension of (M, g) and let ρ be a boundary defining function
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as in Lemma 3.1.103.1.10. Define h : SN × R → R, h(x, v, t) := ρ(γx,v(t)) as

in Lemma 3.1.133.1.13. Then

∂h

∂t
(x, v, t) = dρ(γ̇x,v(t)) = ⟨∇ρ(γx,v(t)), γ̇x,v(t))⟩.

Assume that (x, v) ∈ SM\∂0SM , and set y := γx,v(τ(x, v)) ∈ ∂M . Since

y is the final point of the geodesic, one must have γ̇x,v(τ(x, v)) ∈ ∂−SM

(otherwise the geodesic could be extended further). By strict convexity,

one must also have γ̇x,v(τ(x, v)) /∈ ∂0SM (since otherwise τ(x, v) = 0

and (x, v) would be in ∂0SM).

Thus γ̇x,v(τ(x, v)) ∈ ∂SM \ ∂+SM , i.e. ⟨γ̇x,v(τ(x, v)), ν⟩ < 0. Since

∇ρ agrees with ν on ∂M , we see that

∂h

∂t
(x, v, τ(x, v)) < 0.

Since h(x, v, τ(x, v)) = 0 and h is smooth, the implicit function theorem

ensures that τ is smooth in SM \ ∂0SM .

The set ∂0SM , where geodesics are tangential to ∂M and τ is not

smooth, is often called the glancing region. This terminology comes

from the theory of boundary value problems for hyperbolic equations

(HörmanderHörmander, 1983–19851983–1985, Chapter 24).

Exercise 3.2.4. Show that τ is continuous in SM .

Exercise 3.2.5. Show that τ is indeed not smooth at the glancing region

∂0SM .

The next result shows that the odd extension of τ |∂+SM is smooth on

∂SM .

Lemma 3.2.6 (Odd extension of τ on ∂SM). Let (M, g) be a com-

pact non-trapping manifold with strictly convex boundary and define

τ̃ : ∂SM → R by

τ̃(x, v) :=

{
τ(x, v), (x, v) ∈ ∂+SM,

−τ(x,−v), (x, v) ∈ ∂−SM.

Then τ̃ ∈ C∞(∂SM); in particular τ |∂+SM : ∂+SM → R is smooth.

Proof As before we let h(x, v, t) := ρ(γx,v(t)) for (x, v) ∈ ∂SM and

t ∈ R. Note that by Lemma 3.1.133.1.13 with the choice t0 = 0 one has

• h(x, v, 0) = 0;

• ∂h
∂t (x, v, 0) = ⟨ν(x), v⟩;
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• ∂2h
∂t2 (x, v, 0) = Hessx(ρ)(v, v).

Hence the Taylor formula shows that for some smooth function R(x, v, t)

we can write

h(x, v, t) = ⟨ν(x), v⟩t+ 1

2
Hessx(ρ)(v, v)t

2 +R(x, v, t)t3

= tF (x, v, t)

where F is the smooth function

F (x, v, t) := ⟨ν(x), v⟩+ 1

2
Hessx(ρ)(v, v)t+R(x, v, t)t2.

Since h(x, v, τ̃(x, v)) = 0, we have τ̃F (x, v, τ̃) = 0 and hence

F (x, v, τ̃(x, v)) = 0. (3.2.1)

Here we used that τ̃(x, v) = 0 implies ⟨ν(x), v⟩ = 0 by strict convexity.

Moreover,

∂F

∂t
(x, v, 0) =

1

2
Hessx(ρ)(v, v).

But for (x, v) ∈ ∂0SM , Hessxρ(v, v) = −Πx(v, v) < 0 by strict convexity.

Thus by the implicit function theorem, τ̃ is smooth in a neighbourhood

of ∂0SM . Since τ̃ is smooth in ∂SM \∂0SM by Lemma 3.2.33.2.3, the result

follows.

Remark 3.2.7. Note that we can define τ̃ on all SM by setting τ̃(x, v) :=

τ(x, v) − τ(x,−v). The restriction of this function to ∂SM coincides

with the definition of τ̃ given by Lemma 3.2.63.2.6. It turns out that in fact

τ̃ ∈ C∞(SM). This stronger result is proved in Lemma 3.2.113.2.11 below.

Define

µ(x, v) := ⟨ν(x), v⟩, (x, v) ∈ ∂SM.

This expression appears in Santaló’s formula, which is an important

change of variables formula on SM (see Section 3.63.6). We record the

following result for later purposes.

Lemma 3.2.8. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. The function µ/τ̃ extends to a smooth positive

function on ∂SM whose value at (x, v) ∈ ∂0SM is

Πx(v, v)

2
.
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Proof Using (3.2.13.2.1) we can write

µ(x, v) = −1

2
Hessx(ρ)(v, v)τ̃ −R(x, v, τ̃)τ̃2

and hence for (x, v) ∈ ∂SM \ ∂0SM near ∂0SM we can write

µ/τ̃ = −1

2
Hessx(ρ)(v, v)−R(x, v, τ̃)τ̃ .

But the right hand side of the last equation is a smooth function near

∂0SM since R and τ̃ are; its value at (x, v) ∈ ∂0SM is Πx(v, v)/2.

Finally, observe that µ and τ̃ are both positive for (x, v) ∈ ∂+SM\∂0SM
and both negative for (x, v) ∈ ∂−SM \ ∂0SM .

Even more precise regularity properties of the exit time function τ

near ∂0SM can be obtained from the next lemma. This will be the

main tool when studying regularity properties of solutions to transport

equations. The proof is motivated by the theory of Whitney folds, cf.

(HörmanderHörmander, 1983–19851983–1985, Appendix C.4) and Section 5.25.2.

Lemma 3.2.9. Let (M, g) be compact with smooth boundary, let (x0, v0) ∈
∂0SM , and let ∂M be strictly convex near x0. Assume that M is em-

bedded in a compact manifold N without boundary. Then, near (x0, v0)

in SM , one has

τ(x, v) = Q(
√
a(x, v), x, v),

−τ(x,−v) = Q(−
√
a(x, v), x, v),

where Q is a smooth function near (0, x0, v0) in R× SN , a is a smooth

function near (x0, v0) in SN , and a ≥ 0 in SM .

Proof This follows directly by applying Lemma 3.2.103.2.10 below to h(t, x, v) =

ρ(γx,v(t)) near (0, x0, v0), where ρ is a boundary defining function forM

as in Lemma 3.1.103.1.10.

Lemma 3.2.10. Let h(t, y) be smooth near (0, y0) in R× RN . If

h(0, y0) = 0, ∂th(0, y0) = 0, ∂2t h(0, y0) < 0,

then one has

h(t, y) = 0 near (0, y0) when h(0, y) ≥ 0 ⇐⇒ t = Q(±
√
a(y), y)

where Q is a smooth function near (0, y0) in R × RN , a is a smooth

function near y0 in RN , and a(y) ≥ 0 when h(0, y) ≥ 0. Moreover,

Q(
√
a(y), y) ≥ Q(−

√
a(y), y) when h(0, y) ≥ 0.
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Proof We use the same argument as in (HörmanderHörmander, 1983–19851983–1985, The-

orem C.4.2). Using that ∂2t h(0, y0) < 0, the implicit function theorem

gives that

∂th(t, y) = 0 near (0, y0) ⇐⇒ t = g(y)

where g is smooth near y0 and g(y0) = 0. Write

h1(s, y) := h(s+ g(y), y).

Then ∂sh1(0, y) = 0 and ∂2sh1(0, y0) < 0. Thus by the Taylor formula

we have

h1(s, y) = h1(0, y)− s2F (s, y)

where F is smooth near (0, y0) and F (0, y0) > 0. We define

r(s, y) := sF (s, y)1/2

and note that r(0, y0) = 0, ∂sr(0, y0) > 0. Thus the map (s, y) 7→
(r(s, y), y) is a local diffeomorphism near (0, y0), and there is a smooth

function S near (0, y0) so that

r(s, y) = r̄ ⇐⇒ s = S(r̄, y).

Moreover, ∂rS(0, y0) > 0. Define the function

h2(r, y) := h1(0, y)− r2.

Now

h(t, y) = h1(t− g(y), y) = h1(0, y)− (t− g(y))2F (t− g(y), y)

= h2(r(t− g(y), y), y).

Thus h(t, y) = 0 is equivalent with

r(t− g(y), y)2 = h1(0, y) = h(g(y), y). (3.2.2)

We claim that

h(g(y), y) ≥ 0 near y0 when h(0, y) ≥ 0. (3.2.3)

If (3.2.33.2.3) holds, then we may solve (3.2.23.2.2) to obtain

h(t, y) = 0 near (0, y0) when h(0, y) ≥ 0

⇐⇒ r(t− g(y), y) = ±
√
h(g(y), y).

The last condition is equivalent with

t− g(y) = S(±
√
h(g(y), y), y).
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This proves the lemma upon taking Q(r, y) = g(y) + S(r, y) and a(y) =

h(g(y), y) (note that r 7→ Q(r, y) is increasing since ∂rS(0, y0) > 0). To

prove (3.2.33.2.3), we use the Taylor formula

h(g(y) + s, y) = h(g(y), y) + ∂th(g(y), y)s+G(s, y)s2

where G(0, y0) < 0. Choosing s = −g(y) and using that ∂th(g(y), y) = 0

shows that h(g(y), y) ≥ h(0, y) near y = y0, and thus (3.2.33.2.3) indeed

holds.

Lemma 3.2.11. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. Then the functions

τ̃(x, v) := τ(x, v)− τ(x,−v), and T (x, v) := τ(x, v)τ(x− v)

are smooth in SM .

Proof Given the properties of τ in Lemma 3.2.33.2.3 we just have to prove

smoothness near a glancing point (x0, v0) ∈ ∂0SM . By Lemma 3.2.93.2.9

given (x, v) ∈ SM near (x0, v0) ∈ ∂0SM we have:

τ̃(x, v) = Q(
√
a(x, v), x, v) +Q(−

√
a(x, v), x, v).

Since we can write Q(r, x, v) + Q(−r, x, v) = H(r2, x, v), where H is

smooth near (0, x0, v0) (see Exercise 3.2.123.2.12), we deduce that

τ̃(x, v) = H(a(x, v), x, v)

thus showing smoothness of τ̃ . The statement for T follows by taking

products, rather than sums.

Exercise 3.2.12. If f ∈ C∞(R) satisfies f(t) = f(−t) for all t ∈ R,
show that there is h ∈ C∞(R) with f(t) = h(t2) for all t ∈ R.

Remark 3.2.13. Using Lemma 3.2.113.2.11, it is possible to write the func-

tions Q and a from Lemma 3.2.93.2.9 in terms of τ̃ and T . Indeed, since τ

satisfies the quadratic equation

τ(τ − τ̃) = T

we have

τ =
τ̃ +

√
τ̃2 + 4T

2

with τ̃ , T ∈ C∞(SM). Thus Q(t, x, v) = (τ̃(x, v)+ t)/2 and a = τ̃2+4T .
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3.3 The geodesic flow and the scattering relation

Let (M, g) be a compact, connected and oriented Riemannian manifold

with boundary ∂M and dimension n ≥ 2. By Lemma 3.1.83.1.8 we may

assume that (M, g) is isometrically embedded into a closed manifold

(N, g) of the same dimension.

The geodesics of (N, g) are defined for all times in R. We pack them

into what is called the geodesic flow. For each t ∈ R this is a diffeomor-

phism

φt : SN → SN

defined by

φt(x, v) := (γx,v(t), γ̇x,v(t)).

This is a flow, i.e. φt+s = φt ◦ φs for all s, t ∈ R. The flow has an

infinitesimal generator called the geodesic vector field and denoted by

X. This is a smooth section of TSN that can be regarded as the first

order differential operator X : C∞(SN) → C∞(SN) given by

(Xu)(x, v) :=
d

dt
(u(φt(x, v)))

∣∣∣∣
t=0

, (3.3.1)

where u ∈ C∞(SN). Observe that X : C∞(SM) → C∞(SM). The non-

trapping property can be characterized using the operator X as follows:

Proposition 3.3.1. Let (M, g) be a compact manifold with strictly con-

vex boundary. The following are equivalent:

(i) (M, g) is non-trapping;

(ii) X : C∞(SM) → C∞(SM) is surjective;

(iii) there is f ∈ C∞(SM) such that Xf > 0.

Proof If (i) holds, let f = −τ̃ where τ̃ is smooth by Lemma 3.2.113.2.11.

By Exercise 3.3.33.3.3 below Xf > 0, thus (i) =⇒ (iii). Clearly (iii) =⇒
(i): if there is a geodesic in M with infinite length, since Xf ≥ c > 0,

integrating along it we would find f(φt(x, v))− f(x, v) ≥ ct for all t > 0

which is absurd since f is bounded. The implication (ii) =⇒ (iii) is

obvious, so it remains to prove that (i) =⇒ (ii).

Given h ∈ C∞(SM), we need to find u ∈ C∞(SM) with Xu =

h. Consider (M, g) embedded in a closed manifold (N, g). Since strict

convexity and Xf > 0 are open conditions there is a slightly larger

compact manifoldM1 withM ⊂M int
1 ⊂ N and such that ∂M1 is strictly

convex and (M1, g) is non-trapping. Let τ1 denote the exit time of M1
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and given h ∈ C∞(SM) extend it smoothly to SM1. For (x, v) ∈ SM ,

set

u(x, v) := −
∫ τ1(x,v)

0

h(φt(x, v)) dt.

Since τ1|SM is smooth, u ∈ C∞(SM). A calculation shows that Xu = h

and thus X : C∞(SM) → C∞(SM) is surjective.

Remark 3.3.2. The assumption of ∂M being strictly convex is not

necessary. See (Duistermaat and HörmanderDuistermaat and Hörmander, 19721972, Theorem 6.4.1) for

a proof of the same result for arbitrary vector fields.

Exercise 3.3.3. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. Show that

Xτ̃ = −2,

where τ̃ is the function from Lemma 3.2.113.2.11.

Definition 3.3.4. Let (M, g) be a non-trapping manifold with strictly

convex boundary. We define the scattering relation as the map α :

∂SM → ∂SM given by

α(x, v) := φτ̃(x,v)(x, v).

Lemma 3.3.5. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. Then α is a diffeomorphism ∂SM → ∂SM

whose fixed point set is ∂0SM . One has

α(∂±SM) = ∂∓SM,

α ◦ α = Id.

Proof By Lemma 3.2.63.2.6, the map α is smooth on ∂SM . By definition

of τ̃ we see that α : ∂+SM → ∂−SM and α : ∂−SM → ∂+SM . One

can check that τ̃ ◦ α = −τ̃ , which shows that α ◦ α = Id and that α is a

diffeomorphism whose fixed point set is ∂0SM .

Exercise 3.3.6. Check that τ̃ ◦ α = −τ̃ .

3.4 Complex structure

In this section we discuss the fact that on an oriented two-dimensional

manifold M , a Riemannian metric g induces a complex structure and
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thus (M, g) becomes a Riemann surface. In fact, there is a 1− 1 corre-

spondence between conformal classes of Riemannian metrics and com-

plex structures on M . In this way we can talk about holomorphic func-

tions and harmonic conjugates in (M, g). We also discuss the impor-

tant notion of isothermal coordinates (both local and global) on two-

dimensional manifolds.

3.4.1 Generalities

We begin with some generalities.

Definition 3.4.1 (Complex manifold). AnN -dimensional complex man-

ifold is a 2N -dimensional smooth (real) manifold with an open cover

Uα and charts φα : Uα → CN such that φβ ◦ φ−1
α is holomorphic

φα(Uα ∩ Uβ) → CN . The charts φα are called complex or holomor-

phic coordinates. The atlas {(Uα, φα)}α is called a complex atlas. Two

complex atlases are called equivalent if their union is a complex atlas. A

complex structure is an equivalence class of complex atlases.

Definition 3.4.2 (Surface). A one-dimensional complex manifold is

called a surface (or Riemann surface).

By Theorem 3.4.93.4.9 below, we will also use the term surface for any

oriented two-dimensional (real) Riemannian manifold (M, g).

Definition 3.4.3 (Almost complex structure). If M is a differentiable

manifold, an almost complex structure on M is a (1, 1) tensor field J

such that the restriction Jp : TpM → TpM satisfies J2
p = −Id for any

p in M . If g is a Riemannian metric on M , we say that J is compatible

with g if g(Jv, Jw) = g(v, w) for all v, w ∈ TpM .

If M is a complex manifold, let z = (z1, . . . , zN ) be a holomorphic

chart Uα → CN , and write zj = xj + iyj with xj and yj real. There is

a canonical almost complex structure J on M , defined for holomorphic

charts by

J

(
∂

∂xj

)
=

∂

∂yj
, J

(
∂

∂yj

)
= − ∂

∂xj
.

Conversely, if M is a differentiable manifold equipped with an almost

complex structure J (so it is necessarily even dimensional and orientable),

then by the Newlander-Nirenberg theoremM has the structure of a com-

plex manifold, having J as its canonical almost complex structure, if J

satisfies an additional integrability condition.
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Definition 3.4.4 (Holomorphic functions). If M is a complex manifold

with complex charts φα : Uα → CN , a C1 function f :M → C is called

holomorphic (resp. antiholomorphic) if f ◦ φ−1
α is holomorphic (resp.

antiholomorphic) from φα(Uα) ⊂ CN to C for any α.

It is clear that all local properties of holomorphic functions in domains

of CN are valid also for holomorphic functions on complex manifolds.

3.4.2 Complex structures in two dimensions

Let now (M, g) be a two-dimensional oriented (real) manifold with Rie-

mannian metric g. In this case everything becomes very simple. In par-

ticular, the almost complex structures correspond to rotation by 90◦.

Definition 3.4.5 (Rotation by 90◦). For any v ∈ TxM , let v⊥ ∈ TxM

be the unique vector (the rotation of v by 90◦ counterclockwise) such

that

|v⊥|g = |v|g, ⟨v, v⊥⟩ = 0,

and (v, v⊥) is a positively oriented basis of TxM when v ̸= 0.

Exercise 3.4.6. Show that in local coordinates, if g(x) = (gjk(x)), the

vector v⊥ is given by v⊥ = g(x)−1/2(−(g(x)1/2v)2, (g(x)
1/2v)1) where

A1/2 is the square root of a positive definite matrix A.

Lemma 3.4.7 (Almost complex structures). If (M, g) is an oriented

two-dimensional manifold, then J is an almost complex structure com-

patible with g iff

J(v) = ±v⊥, v ∈ TM.

Proof Let J be an almost complex structure compatible with g. Given

p ∈ M and v ∈ TpM , the fact that J is compatible with g implies that

|Jv| = |v|. Moreover, one has

⟨Jv, v⟩ = −⟨Jv, J2v⟩ = −⟨v, Jv⟩

which implies that ⟨Jv, v⟩ = 0. Thus Jv is orthogonal to v and has the

same length as v. Since TpM is two-dimensional, one must have Jv =

±v⊥. Conversely, Jv = ±v⊥ clearly satisfies J2 = −Id and ⟨Jv, Jw⟩ =
⟨v, w⟩.

We wish to find a complex structure onM associated with J(v) = v⊥.

The following fundamental result, proved by Gauss in 1822 in the real-

analytic case, will yield complex coordinates that are compatible with
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J . We will prove later in Theorem 3.4.163.4.16 that if M is simply connected,

then there exist global isothermal coordinates.

Theorem 3.4.8 (Isothermal coordinates). Let (M, g) be an oriented

two-dimensional manifold. Near any point of M there are positively ori-

ented local coordinates x = (x1, x2), called isothermal coordinates, so

that the metric has the form

gjk(x) = e2λ(x)δjk

where λ is a smooth real-valued function.

Given the existence of isothermal coordinates, it is easy to show that

any 2D Riemannian manifold has a complex structure. The proof uses

the basic complex analysis fact that a smooth bijective map φ between

open subsets of R2 is holomorphic iff it is conformal and orientation

preserving. Recall that φ being conformal means that

φ∗h = ch

for some smooth positive function c where h is the Euclidean metric on

R2.

Theorem 3.4.9 (Complex structure induced by g). Let (M, g) be an

oriented 2D manifold, and let (Uα) be an open cover of M so that there

are isothermal coordinate charts φα : Uα → R2. Then φ−1
β ◦ φα is holo-

morphic φα(Uα ∩ Uβ) → R2 whenever Uα ∩ Uβ ̸= ∅. Thus the charts

(Uα, φα) induce a complex structure on M corresponding to J(v) = v⊥.

This complex structure is independent of the choice of the isothermal

coordinate charts, and hence it is uniquely determined by g.

Proof The fact that gjk(x) = e2λ(x)δjk in isothermal coordinates can

be rewritten as

(φ−1
α )∗g = e2λαh

where h is the Euclidean metric in R2. Suppose that Uα ∩ Uβ ̸= ∅ and

let Φ = φβ ◦ φ−1
α . Then Φ is a smooth map from an open set of R2 to

R2, and one has

Φ∗h = (φ−1
α )∗φ∗

βh = (φ−1
α )∗(e−2φ∗

βλβg) = e2(λα−Φ∗λβ)h.

Since h is the Euclidean metric, the identity Φ∗h = ch, where c =

e2(λα−Φ∗λβ) is a positive smooth function, means that Φ is a confor-

mal bijective map between open sets in R2. Since isothermal coordinate

charts are positively oriented, Φ is orientation preserving. Thus Φ must
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be holomorphic. This proves that any atlas consisting of isothermal co-

ordinate charts is a complex atlas. It is also clear from this argument

that if one uses different isothermal coordinate charts, then one obtains

an equivalent atlas.

It remains to show that the almost complex structure J given by

isothermal coordinates satisfies J(v) = v⊥. But in isothermal coordi-

nates J(∂x1
) = ∂x2

= (∂x1
)⊥ and J(∂x2

) = −∂x1
= (∂x2

)⊥, so one must

have J(v) = v⊥.

If (M, g) is a two-dimensional oriented Riemannian manifold, we will

always use the complex structure induced by g onM . In fact the complex

structure only depends on the conformal class

[g] = {cg ; c ∈ C∞(M) positive},

and conversely any complex structure on M arises from some conformal

class.

Theorem 3.4.10 (Complex structures vs conformal classes). Let M be

an oriented two-dimensional manifold. There is a 1− 1 correspondence

between conformal classes of Riemannian metrics on M and complex

structures on M .

Proof Isothermal coordinates for a metric g are also isothermal for cg:

if (φ−1)∗g = e2λh with h the Euclidean metric, then (φ−1)∗(cg) = e2µh

for µ = λ+ 1
2 log((φ

−1)∗c). Thus the complex structure on M obtained

in Theorem 3.4.93.4.9 is the same for g and cg.

Conversely, suppose thatM is equipped with a complex structure. We

wish to produce a metric g which induces this structure. Such a metric

can be defined locally: if p ∈ M and if (U,φ) is a complex coordinate

chart near p, we can define g = φ∗h in U where h is the Euclidean

metric in φ(U) ⊂ R2. More generally, if M is covered by complex coor-

dinate charts (Uα, φα) and if (χα) is a locally finite partition of unity

subordinate to the cover (Uα), we can define

g =
∑

χαφ
∗
αh.

Then g is a Riemannian metric on M . The complex coordinate charts

(Uα, φα) above are isothermal for g, since

(φ−1
α )∗g =

∑
β

((φ−1
α )∗χβ)(φβ ◦ φ−1

α )∗h =
∑
β

((φ−1
α )∗χβ)cαβh = ch

for some positive smooth functions cαβ and c. Here we used that φβ◦φ−1
α
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is holomorphic, hence conformal, and thus satisfies (φβ ◦φ−1
α )∗h = cαβh.

This shows that the complex structure on M induced by g is the same

as the original one.

It remains to prove Theorem 3.4.83.4.8. It is convenient to consider rota-

tions on T ∗M instead of TM .

Definition 3.4.11 (Hodge star). For any ξ ∈ T ∗
xM let ⋆ξ ∈ T ∗

xM be

the rotation of ξ by 90◦ counterclockwise, i.e.

⋆ξ := ((ξ♯)⊥)♭,

where ♯, ♭ are the musical isomorphisms associated with g.

Clearly ⋆ξ is the unique covector so that |⋆ξ|g = |ξ|g, ⟨ξ, ⋆ξ⟩ = 0, and

(ξ, ⋆ξ) is a positively oriented basis of T ∗
xM when ξ ̸= 0. The operator ⋆ is

just the Hodge star operator specialized to 1-forms on a two-dimensional

manifold. We can identify the almost complex structure J(v) = v⊥ with

the operator ⋆.

Proof of Theorem 3.4.83.4.8 Let p ∈ M . We wish to show that there are

smooth functions u and v near p so that

|du|g = |dv|g > 0, ⟨du, dv⟩ = 0 near p. (3.4.1)

Since du and dv are linearly independent at p, the inverse function the-

orem shows that choosing x1 = u, x2 = v and λ = − log |du|g yields the

required coordinate system near p.

The equations (3.4.13.4.1) state that du and dv should be orthogonal and

have the same (positive) length. Since M is two-dimensional, it follows

that dv must be the rotation of du by 90◦ (either clockwise or counter-

clockwise). Thus, given u with du|p ̸= 0, it would be enough to find v

such that

dv = ⋆du (3.4.2)

where ⋆ is the Hodge star operator in Definition 3.4.113.4.11.

Now if the metric were Euclidean, the equations (3.4.23.4.2) would read

∂xu = ∂yv, ∂yu = −∂xv.

These are exactly the Cauchy-Riemann equations for an analytic func-

tion f = u + iv in the complex plane. In particular, u and v would

necessarily be harmonic. The same is true in the general case: by Exer-

cise 3.4.143.4.14 below, on a two-dimensional oriented manifold one has

∆gu = − ⋆ d ⋆ du
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Since d2 = 0, it follows from (3.4.23.4.2) that u and v have to be harmonic.

We use Lemma 3.4.133.4.13 below which shows that there is a harmonic

function u near p with du|p ̸= 0. Then ⋆du is a closed 1-form (since

d(⋆du) = ⋆∆gu = 0), and the Poincaré lemma shows that in any small

ball near p one can find a smooth function v satisfying (3.4.23.4.2). Since

du|p ̸= 0, one has (3.4.13.4.1) in some neighborhood of p which proves the

theorem.

We formulate part of the above proof as a lemma:

Lemma 3.4.12 (Harmonic conjugate). Let (M, g) be a simply connected

oriented 2-manifold. Given any u ∈ C∞(M) satisfying ∆gu = 0 in M ,

there is v ∈ C∞(M) satisfying

dv = ⋆du in M.

The function v, called a harmonic conjugate of u, is harmonic and

unique up to an additive constant. The function f = u + iv is holo-

morphic in the complex structure induced by g. Conversely, the real and

imaginary parts of any holomorphic function are harmonic.

Lemma 3.4.13. Let (M, g) be a Riemannian n-manifold and let p ∈M .

There is a harmonic function u near p with du|p ̸= 0.

Proof We will work in normal coordinates at p. Writing out the local

coordinate formula for ∆g, it follows that

∆gu = ∆eu+Qu, Qu = ajk∂jku+ bk∂ku,

where ∆e is the Euclidean Laplacian and ajk, bk are smooth functions

near 0. Since in normal coordinates one has gjk(0) = δjk and ∂jgkl(0) =

0, it follows that

ajk(0) = bk(0) = 0.

We will look for u in the ball Br = Br(0), where r > 0 is small, in the

form

u(x) := x1 + w(x).

The idea is that if r is small, then ∆gx1 ≈ 0 in Br (since ∆g is close to

∆e and ∆ex1 = 0), so there should be a solution of ∆gu = 0 close to x1.

We choose w as the solution of

∆gw = −∆gx1 in Br, w|∂Br
= 0.
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Clearly ∆gu = 0 in Br. In order to estimate w, note that w solves

∆ew = −Qu in Br, w|∂Br
= 0.

Writing wr(x) = w(rx) etc, we can rescale the previous equation to the

unit ball:

∆ewr = −r2(Qu)r in B1, wr|∂B1 = 0.

For any m ≥ 0, we may use elliptic regularity for the Dirichlet problem

to get that

∥wr∥Hm+2(B1) ≲ r2∥(Qu)r∥Hm(B1)

with the implied constant independent of r. Now ajk(0) = bk(0) = 0 and

u = x1 + w, so a short computation gives that

r2∥(Qu)r∥Hm(B1) ≲ r3 + r∥wr∥Hm+2(B1).

If r is small enough, combining the last two equations gives

∥wr∥Hm+2(B1) ≲ r3.

Choosingm+2 > n/2+1, the Sobolev embedding gives ∥∇wr∥L∞(B1) ≲
r3, which yields

∥∇w∥L∞(Br) ≲ r2.

If we choose r small enough, it follows that du|0 = dx1|0+dw|0 ̸= 0.

Exercise 3.4.14. Prove the formula ∆gu = − ⋆d ⋆du used in the proof

of Theorem 3.4.83.4.8.

3.4.3 Global isothermal coordinates

We will now prove the existence of global isothermal coordinates on

simply connected surfaces. This is part of the uniformization theorem

for Riemann surfaces, and reduces to the following result. (Recall that

D denotes the unit disk in R2.)

Theorem 3.4.15 (Riemann mapping theorem for surfaces). Let (M, g)

be a compact oriented simply connected 2-manifold with smooth bound-

ary. There is a bijective holomorphic map

Φ :M int → D

which extends smoothly as a diffeomorphism M → D.

The result can be reformulated as follows:
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Theorem 3.4.16 (Global isothermal coordinates). If (M, g) is a com-

pact oriented simply connected 2-manifold with smooth boundary, then

there are global coordinates (x1, x2) in M so that in these coordinates

gjk(x) = e2λ(x)δjk

where λ is a smooth real-valued function.

Remark 3.4.17. By Proposition 3.7.223.7.22 any compact non-trapping man-

ifold with strictly convex boundary is contractible. In particular such

manifolds are simply connected. Thus by Theorem 3.4.163.4.16 any compact

non-trapping 2-manifold with strictly convex boundary is diffeomorphic

to the unit disk and admits global isothermal coordinates.

There are several proofs of this theorem. Our proof, following Farkas and KraFarkas and Kra

(19921992), will involve the Green function for the Laplacian in M and the

fact that simply connected surfaces satisfy the monodromy theorem.

To state this result, let Σ be a Riemann surface without boundary. If

γ : [0, 1] → Σ is a continuous curve and f0 is analytic in a connected

neighborhood D0 of γ(0), we say that f0 admits an analytic continuation

along γ if for each t ∈ [0, 1] there is δt > 0 and an analytic function ft
in a connected neighborhood Dt of γ(t), so that

fs = ft in Ds ∩Dt whenever s ∈ [0, 1] and |s− t| < δt.

Theorem 3.4.18 (Monodromy theorem). Let Σ be a simply connected

Riemann surface without boundary. If f0 is analytic near some p ∈ Σ

and admits an analytic continuation along any curve starting at p, then

there is an analytic function f in Σ with f = f0 near p.

We first construct a candidate for the map Φ.

Lemma 3.4.19. For any p ∈M int, there is a holomorphic map

Φ :M int → D

which extends smoothly as a smooth map M → D, so that p is a simple

zero of Φ and there are no other zeros of Φ in M .

Proof Let z be a complex coordinate chart in a neighborhood U of p

so that z(p) = 0 and gjk = e2λ(x)δjk in these coordinates. Then locally

near p the function Φ = z has the property that p is a simple zero

and there are no other zeros. In order to obtain a global function in M

with this property, we formally look for Φ in the form Φ = ef where

f is holomorphic in M \ {p}, near p one has f = log z + h where h
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is harmonic, and Re(f)|∂M = 0. This argument is only formal since

Im(log z) is multivalued. To rectify this we instead construct the real

part u = Re(f), which should be harmonic in M \ {p}, look like log|z|+
harmonic near p, and vanish on ∂M . This means that u is just (a constant

multiple of) the Green function for ∆g in M .

To construct u precisely, note that ∆g(log|z|) = e−2λ∆e(log|z|) = 0 in

U\{p}, where ∆e is the Laplacian in R2. Fix a cutoff function β ∈ C∞
c (U)

with 0 ≤ β ≤ 1 and β = 1 near p. We define

u := β log|z|+ u1

where u1 is the solution of the Dirichlet problem

∆gu1 = F in M, u1|∂M = 0,

and where F is the extension of −∆g(β log|z|) ∈ C∞(M \ {p}) by zero

to p. Noting that F ∈ C∞(M), elliptic regularity ensures that u1 is

a real valued function in C∞(M). Then we have the following desired

properties:

u is harmonic in M \ {p}, u = log|z|+ u1 near p, u|∂M = 0.

We want to prove that there is a holomorphic Φ inM int with |Φ| = eu.

First we show that such a function exists near p. In fact, since ∆gu1 = 0

near p, by Lemma 3.4.123.4.12 there is a harmonic conjugate v1 of u1 in some

small ball centered at p. The function

Ψ = zeu1+iv1

is holomorphic and satisfies |Ψ| = eu near p.

The above argument already proves the result if M is contained in a

complex coordinate patch. In the general case, we wish to continue Ψ

analytically to M int. If γ : [0, 1] → M int is any continuous curve with

γ(0) = p, define the set

I := {s ∈ [0, 1] ;Ψ admits an analytic continuation along γ|[0,s]
so that |ft| = eu for t ∈ [0, s]}.

Clearly 0 ∈ I and I is open. To show that I is closed, let t0 ∈ [0, 1]

be such that [0, t0) ⊂ I. There is an analytic function Ψ̃ near γ(t0)

with |Ψ̃| = eu: if γ(t0) = p one can take Ψ̃ = Ψ, and if γ(t0) ̸= p one

can take Ψ̃ = eu+iv in a small ball Ũ centered at γ(t0) where v is a

harmonic conjugate in Ũ of the smooth harmonic function u. Choose

ε > 0 so that γ([t0 − ε, t0]) ⊂ Ũ . Since t0 − ε ∈ I, Ψ admits an analytic

continuation along γ|[0,t0−ε]. We continue this for t ∈ [t0 − ε, t0] by
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choosing Dt = Ũ and ft = Ψ̃. It remains to show that ft0−ε = Ψ̃ near

γ(t0 − ε). But |ft0−ε| = |Ψ̃| = eu near γ(t0 − ε), which means that the

holomorphic function ft0−ε/Ψ̃ has modulus 1 near γ(t0− ε) (this is true
also if γ(t0 − ε) = p, since both the numerator and denominator vanish

simply at p). Thus ft0−ε/Ψ̃ is a constant eiθ ∈ S1 near γ(t0−ε) (it must

have vanishing derivative by the open mapping theorem). Replacing Ψ̃ by

eiθΨ̃ above shows that Ψ admits an analytic continuation along γ|[0,t0] so
that |ft| = eu. Thus I is closed, and connectedness implies that I = [0, 1].

We have proved that Ψ admits an analytic continuation along any

curve inM int. By the monodromy theorem, there is an analytic function

Φ in M int extending Ψ, and one has |Φ| = eu in M int. In particular, Φ

has a simple zero at p and no other zeros in M int. Near any boundary

point one has Φ = eu+iv where the local harmonic conjugate v of u can

be continued smoothly to ∂M , showing that Φ extends smoothly to M .

Since |Φ||∂M = eu|∂M = 1, the maximum principle implies that Φ maps

M to D.

Remark 3.4.20. We sketch an alternative to the analytic continuation

argument in the proof above, following HubbardHubbard (20062006). After construct-

ing the Green function u, one could proceed by constructing a multival-

ued harmonic conjugate v for u in M \ {p}. The harmonic conjugate

should formally satisfy dv = ⋆du in M \ {p}. To solve the last equation,

we fix q ∈M \ {p} and define

v(x) :=

∫
γq,x

⋆du, x ∈M \ {p}, (3.4.3)

where γq,x is a smooth curve from q to x in M \{p}. (Note that M \{p}
is connected sinceM is.) Of course the value v(x) depends on the choice

of γq,x. If γ̃q,x is another such curve and if γ is the concatenation of γq,x
and the reverse of γ̃q,x, then γ is a closed curve in M \ {p}.

We now invoke the following topological fact: since M is simply con-

nected and two-dimensional, any closed curve γ inM \{p} is homologous

to a small circle centered at p winding k times around p for some k ∈ Z.
Since ⋆du is closed in M \{p} and u = log|z|+harmonic near p, an easy

computation gives that ∫
γ

⋆du ∈ 2πZ.

This shows that (3.4.33.4.3) defines v(x) modulo 2πZ. It follows that eiv is a

well defined smooth function in M \ {p}, and Φ = eu+iv is holomorphic
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in M \ {p}. It is also bounded near p, and hence extends to the desired

holomorphic function Φ near p.

Proof of Theorem 3.4.163.4.16 We shall show that the map from Lemma

3.4.193.4.19 gives the desired map Φ. First observe that by construction we

have Φ(∂M) ⊂ ∂D and let γ denote a parametrization of ∂M . An ap-

plication of the argument principle shows that Φ : M int → D is a bi-

jection: indeed since Φ has a unique simple zero at p, the index of the

curve Φ ◦ γ around zero is one and thus there is a unique solution to

Φ(z) = w for any w ∈ D. A standard complex analysis argument gives

that Φ : M int → D is a biholomorphism. It remains to show that the

smooth extension Φ :M → D is a diffeomorphism. We already know that

the Jacobian determinant of Φ is non-zero for any z ∈M int and we claim

that it is also non-zero for z ∈ ∂M . Since Φ is smooth on M , it satisfies

the Cauchy-Riemann equations on M and thus it suffices to show that

some directional derivative of Φ at z ∈ ∂M is non-zero. But this is clearly

the case since the harmonic function log |Φ| attains its global maximum

at every point of ∂M . It follows that the map Φ|∂M : ∂M → ∂D is a

diffeomorphism since it has degree one. This gives that Φ :M → D is a

bijection with smooth inverse.

3.5 The unit circle bundle of a surface

We consider now the unit sphere bundle SM when dimM = 2. Many

of the results in this section have natural counterparts in higher dimen-

sions as discussed in Section 3.63.6, but when dimM = 2 there is special

structure which simplifies many arguments.

3.5.1 The vector fields X, X⊥ and V

When dimM = 2 the manifold SM is three-dimensional, and there is

a very convenient frame of three vector fields on SM that will be used

throughout this book. We will first consider this frame in the case of the

Euclidean metric.

Example 3.5.1. (Frame of TSM in the Euclidean disk) Let M = D ⊂
R2 and let g = e be the Euclidean metric. Then

SM = {(x, vθ) ; x ∈M, θ ∈ [0, 2π)} =M × S1
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where vθ = (cos θ, sin θ). We identify (x, vθ) with (x, θ). The geodesic

vector field acting on functions u = u(x, θ) on SM has the form

Xu(x, θ) =
d

dt
u(x+ tvθ, θ)

∣∣∣
t=0

= vθ · ∇xu(x, θ).

Write (vθ)⊥ = (sin θ,− cos θ) for the rotation of vθ by 90◦ clockwise, and

define another vector field

X⊥u(x, θ) = (vθ)⊥ · ∇xu(x, θ).

The vector fields X and X⊥ encode all possible x-derivatives of a func-

tion on SM . We define a third vector field V by

V u(x, θ) = ∂θu(x, θ).

Now the vectors {X,X⊥, V } are linearly independent at each point of

SM and thus give a frame on TSM . It is easy to compute the commu-

tators of these vector fields:

[X,V ] = X⊥, [V,X⊥] = X, [X,X⊥] = 0.

Let now (M, g) be a two-dimensional oriented Riemannian manifold.

We wish to define analogues of the vector fieldsX⊥ and V in the example

above.

Definition 3.5.2 (Rotation by 90◦ clockwise). For any (x, v) ∈ SM ,

we define

v⊥ := −v⊥.

Definition 3.5.3. Define the vector field X⊥ : C∞(SM) → C∞(SM)

by

X⊥u(x, v) =
d

dt
(u(ψt(x, v)))

∣∣∣
t=0

where ψt(x, v) = (γx,v⊥(t),W (t)) and W (t) is the parallel transport of

v along the curve γx,v⊥(t).

Moreover, define the vertical vector field V : C∞(SM) → C∞(SM)

by

V u(x, v) =
d

dt
u(ρt(x, v))

∣∣∣
t=0

where ρt(x, v) = (x, eitv) and eitv denotes the rotation of v by angle t

counterclockwise in (TxM, g(x)), i.e.

eitv := (cos t)v + (sin t)v⊥.
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Exercise 3.5.4. If the metric is Euclidean, show that ψt(x, v) = (x +

tv⊥, v) and eitvθ = vθ+t and thus X⊥ and V have the forms given in

Example 3.5.13.5.1.

The next result gives all the commutators of the vector fieldsX,X⊥, V .

These are also called the structure equations (of the Lie algebra of

smooth vector fields on SM).

Lemma 3.5.5 (Commutator formulas). One has

[X,V ] = X⊥,

[X⊥, V ] = −X,
[X,X⊥] = −KV

where K is the Gaussian curvature of (M, g).

One way to prove Lemma 3.5.53.5.5 is by local coordinate computations.

For later purposes it will also be useful to have explicit forms of the

three vector fields in local coordinates. Since M is two-dimensional, it is

particularly convenient to use the isothermal coordinates (x1, x2) intro-

duced in Theorem 3.4.83.4.8. This induces special coordinates (x1, x2, θ) on

SM , and the following local coordinate formulas are valid.

Lemma 3.5.6 (Special coordinates on SM). Let (x1, x2, θ) be local co-

ordinates on SM where (x1, x2) are isothermal coordinates on M and θ

is the angle between a unit vector v and ∂/∂x1, i.e.

v = e−λ(cos θ
∂

∂x1
+ sin θ

∂

∂x2
).

In these coordinates one has the formulas

X = e−λ
(
cos θ

∂

∂x1
+ sin θ

∂

∂x2
+

(
− ∂λ

∂x1
sin θ +

∂λ

∂x2
cos θ

)
∂

∂θ

)
,

X⊥ = −e−λ
(
− sin θ

∂

∂x1
+ cos θ

∂

∂x2
−
(
∂λ

∂x1
cos θ +

∂λ

∂x2
sin θ

)
∂

∂θ

)
,

V =
∂

∂θ
.

Remark 3.5.7. We will use the special coordinates (x1, x2, θ) on SM

several times throughout this book. Note that (x1, x2, θ) are not isother-

mal coordinates on SM , since the Sasaki metric G introduced in Def-

inition 3.5.103.5.10 below is not even diagonal in these coordinates (one can

check that G(∂x1
, ∂θ) = −∂x2

λ and G(∂x2
, ∂θ) = ∂x1

λ).

Exercise 3.5.8. Prove Lemma 3.5.63.5.6.
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Exercise 3.5.9. Prove Lemma 3.5.53.5.5 by using Lemma 3.5.63.5.6 and the fact

that the Gaussian curvature of a metric gjk = e2λ(x)δjk is K = −∆gλ =

−e−2λ(∂21λ+ ∂22λ).

3.5.2 Integration on SM

Above we introduced the fundamental vector fields X,X⊥, V on the unit

sphere bundle of a two-dimensional manifold. These vector fields encode

all possible derivatives of functions in SM . We will now discuss how

to integrate functions on SM . We will consider the case dimM = 2,

but all the results in this subsection have natural counterparts in higher

dimensions as discussed in Section 3.63.6.

Let (M, g) be a compact oriented Riemannian surface with smooth

boundary. The manifold (M, g) has a volume form dV 2 induced by the

Riemannian metric. In local coordinates

dV 2 = |g(x)|1/2 dx1 ∧ dx2.

For any x ∈M , the metric g induces a Riemannian metric (inner prod-

uct) g(x) on TxM . The subset SxM = {v ∈ TxM : |v|g = 1} also

becomes a Riemannian manifold. Denote by dSx the volume form of

(SxM, g(x)). Defining a volume form requires a choice of orientation on

SxM , but we make the natural choice that SxM is oriented according

to the orientation of the surface.

Now the integral of a function f ∈ C(SM) over SM is just∫
M

∫
SxM

f(x, v) dSx(v) dV
2(x).

This integral induces a natural volume form (or measure) on SM called

the Liouville form. We shall denote it by dΣ3. At a point (x, v) ∈ SM

it can be written as

dΣ3 = dV 2 ∧ dSx.

In the special coordinates (x1, x2, θ) in Lemma 3.5.63.5.6, one has dV 2 =

e2λ(x) dx1∧dx2 and dSx = dθ (to see the latter, note that ∂θ corresponds

to e−λ(x)(− sin θ, cos θ) on TSxM which has unit length). Thus

dΣ3 = e2λ(x) dx1 ∧ dx2 ∧ dθ. (3.5.1)

We will next show that dΣ3 is actually the volume form of a canonical

Riemannian metric on SM .



3.5 The unit circle bundle of a surface 81

Definition 3.5.10. The Sasaki metric G on SM is the unique Rieman-

nian metric on SM for which the vector fields {X,X⊥, V } are orthonor-

mal at each point of SM .

Clearly, the Sasaki metric satisfies

G(aX + bX⊥ + cV, ãX + b̃X⊥ + c̃V ) = aã+ bb̃+ cc̃.

Defining the volume form dVG of the Sasaki metric requires an orienta-

tion on SM . We already chose an orientation on SxM , and then SM is

oriented so that (X,−X⊥, V ) is a positively oriented basis at each point

of SM .

Lemma 3.5.11. dVG = dΣ3.

Proof The volume form dVG is the unique 3-form on SM which satisfies

dVG(X,−X⊥, V ) = 1. On the other hand, a short computation using

(3.5.13.5.1) and Lemma 3.5.63.5.6 shows that

dΣ3(X,−X⊥, V ) = 1.

Thus it follows that dΣ3 = dVG.

Similarly as above, the integral of h ∈ C(∂SM) over ∂SM is∫
∂M

∫
SxM

h(x, v) dSx(v) dV
1(x)

where dV 1 is the volume form of (∂M, g). This integral induces a volume

form on ∂SM given by

dΣ2 := dV 1 ∧ dSx.

The Sasaki metric on SM induces a metricG on ∂SM , and dΣ2 coincides

with the volume form of (∂SM,G). This follows as in Lemma 3.5.113.5.11 since

dΣ2(w, ∂θ) = 1 when w is a positively oriented unit vector in T∂M .

The volume forms on SM and ∂SM induce L2 inner products

(u,w)SM =

∫
SM

uw̄ dΣ3,

(h, r)∂SM =

∫
∂SM

hr̄ dΣ2.

We denote the corresponding L2 spaces by L2(SM) and L2(∂SM).

The next result establishes basic integration by parts formulas related

to the vector fields X, X⊥ and V . In particular, it shows that X, X⊥
and V are formally skew-adjoint operators. Recall that ν is the inward

unit normal of ∂M .
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Proposition 3.5.12 (Integration by parts). Let u,w ∈ C1(SM). Then

(Xu,w)SM = −(u,Xw)SM − (⟨v, ν⟩u,w)∂SM ,
(X⊥u,w)SM = −(u,X⊥w)SM − (⟨v⊥, ν⟩u,w)∂SM ,
(V u,w)SM = −(u, V w)SM .

Proof We only prove the first formula. Consider coordinates (x, θ) as

in Lemma 3.5.63.5.6. Then

(Xu,w)SM

=

∫
M

∫ 2π

0

eλ
(
cos θ

∂u

∂x1
+ sin θ

∂u

∂x2
+

(
− ∂λ

∂x1
sin θ +

∂λ

∂x2
cos θ

)
∂u

∂θ

)
w̄ dx dθ.

Integrating by parts in x and θ, we see that the terms obtained when the

x-derivatives hit eλ and when the θ-derivative hits sin θ and cos θ add

up to zero. The resulting expression is −(u,Xw)SM − (⟨v, ν⟩u,w)∂SM
as required.

Remark 3.5.13. Recall that if (N, g) is a compact manifold with bound-

ary, if Y is a real vector field on N and u,w ∈ C∞
c (N int), one has

(Y u,w)L2(N) = −(u, Y w + divg(Y )w)L2(N)

where divg(Y ) = |g|−1/2∂j(|g|1/2Y j) is the metric divergence. Moreover,

the Lie derivative of the volume form dVg satisfies

LY (dVg) = divg(Y ) dVg.

Thus Proposition 3.5.123.5.12 implies that X, X⊥ and V are divergence free

with respect to the Sasaki metric, and they all preserve the volume form

dΣ3.

Next we state Santaló’s formula, which is a fundamental change of

variables formula on SM . The proof boils down to the fact that X is

divergence free. Recall the notation µ(x, v) = ⟨ν(x), v⟩ for (x, v) ∈ ∂SM .

Proposition 3.5.14 (Santaló’s formula). Let (M, g) be a compact non-

trapping surface with strictly convex boundary. Given f ∈ C(SM) we

have ∫
SM

f dΣ3 =

∫
∂+SM

∫ τ(x,v)

0

f(φt(x, v))µ(x, v) dt dΣ
2.

Proof We give the proof for f ∈ C∞
c (SM int) (the general case follows
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by approximation). For any (x, v) ∈ SM define

uf (x, v) :=

∫ τ(x,v)

0

f(φt(x, v)) dt. (3.5.2)

Since τ ∈ C(SM)∩C∞(SM \ ∂0SM), clearly uf ∈ C(SM)∩C∞(SM \
∂0SM) and uf |∂−SM = 0. But if f has compact support in the interior

of M , then uf vanishes near tangential directions and thus uf is in fact

smooth. A simple computation shows that

Xuf = −f. (3.5.3)

We now apply Proposition 3.5.123.5.12 as follows:∫
SM

f dΣ3 = −(Xuf , 1)SM = (µuf , 1)∂SM =

∫
∂SM

uf (x, v)µ(x, v) dΣ2.

The result follows by inserting the formula (3.5.23.5.2) and using the fact

that uf |∂−SM = 0.

Exercise 3.5.15. Prove (3.5.33.5.3), and show that Santaló’s formula holds

for f ∈ C(SM) (in fact for f ∈ L1(SM)) using that it is has been proved

for f ∈ C∞
c (SM int).

3.6 The unit sphere bundle in higher dimensions

In this section we present some aspects of the geometry of the unit sphere

bundle in arbitrary dimensions. We use this to describe how the strict

convexity of ∂M reflects at level of the geodesic vector field and to give

a proof of Santaló’s formula in any dimension. We shall also use some

of these preliminaries when discussing the various definitions of simple

manifolds and in Section 5.25.2 to give an alternative proof for the main

regularity result for transport equations.

Let (M, g) be a compact Riemannian manifold with unit sphere bundle

π : SM →M . For details of what follows see for example KnieperKnieper (20022002);

PaternainPaternain (19991999). It is well known that SM carries a canonical metric

called the Sasaki metric. If we let V denote the vertical subbundle given

by V = ker dπ, then there is an orthogonal splitting with respect to the

Sasaki metric:

TSM = RX ⊕H⊕ V.

The subbundle H is called the horizontal subbundle. Elements in H(x, v)
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and V(x, v) are canonically identified with elements in the codimen-

sion one subspace {v}⊥ ⊂ TxM . A vector in RX ⊕ H is canonically

identified with the whole TxM . In order to describe these identifica-

tions, we first introduce the connection map K : T(x,v)SM → TxM .

Given ξ ∈ T(x,v)SM , consider any curve Z : (−ε, ε) → SM such that

Z(0) = (x, v) and Ż(0) = ξ and write Z(t) = (α(t),W (t)). Then

Kξ := DtW |t=0,

where D stands for the covariant derivative of the vector field W along

α given by the Levi-Civita connection. Using dπ and K we set

V := ker dπ, H̃ := ker K.

It is straightforward to check that

dπ|H̃(x,v) : H̃(x, v) → TxM, and K|V(x,v) : V(x, v) → {v}⊥

are linear isomorphisms and thus ξ ∈ T(x,v)SM may be wrriten as

ξ = (ξH , ξV ), (3.6.1)

where ξH = dπ(ξ) and ξV = Kξ. In this splitting, the geodesic vector

field has a very simple form

X(x, v) = (v, 0). (3.6.2)

Using the splitting, one can also define the Sasaki metric G of SM as

⟨ξ, η⟩G := ⟨ξH , ηH⟩g + ⟨ξV , ηV ⟩g. (3.6.3)

Finally using the Sasaki metric, we decompose orthogonally H̃ = RX⊕H
and we obtain the desired identifications of H(x, v) and V(x, v) with

{v}⊥. The canonical contact 1-form ααα is uniquely defined by ααα(X) = 1

and kerααα = H⊕V. Its differential dααα defines a symplectic form on H⊕V
which can be shown to be

dααα(ξ, η) = ⟨ξV , ηH⟩g − ⟨ξH , ηV ⟩g. (3.6.4)

The next lemma identifies the tangent spaces to ∂SM and S∂M =

∂0SM using this splitting.

Lemma 3.6.1.

T(x,v)∂SM = {(ξH , ξV ) : ξH ∈ Tx∂M, ξV ∈ {v}⊥};
T(x,v)∂0SM = {(ξH , ξV ) : ξH ∈ Tx∂M, ξV ∈ {v}⊥,

⟨ξV , ν(x)⟩ = Πx(v, ξH)}.
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Proof To prove the first statement consider a curve Z : (−ε, ε) → ∂SM

with Z(0) = (x, v) and ξ = Ż(0). Then if we write Z(t) = (α(t),W (t))

with α : (−ε, ε) → ∂M , we see that ξH = dπ(ξ) = α̇(0) ∈ Tx∂M .

Differentiating ⟨W (t),W (t)⟩ = 1 at t = 0 we get that ⟨ξV , v⟩ = 0. The

first statement follows by counting dimensions.

To prove the second statement we need to take a curve Z : (−ε, ε) →
∂0SM which gives the additional equation ⟨W (t), ν(α(t))⟩ = 0. Differ-

entiate this at t = 0, to get using the definition of the connection map

K:

⟨ξV , ν(x)⟩+ ⟨v,∇ξHν⟩ = 0.

This is equivalent to ⟨ξV , ν(x)⟩ − Πx(v, ξH) = 0 and the result follows.

3.6.1 The geodesic vector field and strict convexity

When does X fail to be transversal to ∂SM? Using Lemma 3.6.13.6.1 and

(3.6.23.6.2) we see that this happens iff (x, v) ∈ ∂0SM . In addition, the

characterization of T(x,v)∂0SM tells us that X is always transversal to

∂0SM under the assumption that the boundary ∂M is strictly convex.

We summarize this in the following lemma:

Lemma 3.6.2. The geodesic vector field X is transversal to ∂SM \
∂0SM . If ∂M is strictly convex, then X is transversal to ∂0SM . We

always have X(x, v) ∈ T(x,v)∂SM for (x, v) ∈ ∂0SM .

The picture described by the lemma will be helpful later on when

discussing regularity results for the transport equation and it may be

visualized in Figure 3.23.2.

Exercise 3.6.3. Show that the horizontal vector (ν(x), 0) is a unit nor-

mal vector to ∂SM in the Sasaki metric. Moreover, show that the inner

product of this vector with X is precisely the function µ introduced

before Lemma 3.2.83.2.8.

3.6.2 Volume forms and Santaló’s formula

Let (M, g) be a compact, connected and oriented Riemannian manifold

with smooth boundary, of dimension n = dimM ≥ 2. We wish to dis-

cuss integration of functions on SM and ∂SM . The manifold (M, g)
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Figure 3.2 In the 2D case, ∂SM is a 2-torus (assumingM is a disk) and the

glancing region ∂0SM is given by two circles. The figure shows the geodesic

vector field X being transversal to ∂SM \∂0SM and at ∂0SM , X becomes

tangent to ∂SM but remains transversal to ∂0SM if ∂M is strictly convex.

has a volume form dV n induced by the Riemannian metric. In local

coordinates

dV n = |g(x)|1/2 dx1 ∧ · · · ∧ dxn.

For any x ∈M , the metric g induces a Riemannian metric (inner prod-

uct) g(x) on TxM . The subset SxM = {v ∈ TxM : |v|g = 1} also

becomes a Riemannian manifold. Denote by dSx the volume form of

(SxM, g(x)).

Now the integral of a function f ∈ C(SM) over SM is just∫
M

∫
SxM

f(x, v) dSx(v) dV
n(x).

This integral induces a a natural volume form (or measure) on SM called

the Liouville form. We shall denote it by dΣ2n−1. At a point (x, v) ∈ SM

it can be written as

dΣ2n−1 = dV n ∧ dSx.

This form can also be interpreted as the volume form of the Sasaki

metric on SM or the volume form associated with the contact form of

the geodesic flow. Liouville’s theorem in classical mechanics asserts that

the geodesic flow preserves dΣ2n−1. In terms of the Lie derivative LX
this can be written as follows:
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Lemma 3.6.4. LX(dΣ2n−1) = 0.

Similarly, the integral of h ∈ C(∂SM) over SM is∫
∂M

∫
SxM

h(x, v) dSx(v) dV
n−1(x)

where dV n−1 is the volume form of (∂M, g). This integral induces a

volume form on ∂SM given by

dΣ2n−2 := dV n−1 ∧ dSx

where dV n−1 is the volume form of (∂M, g). This is just the volume form

of the Sasaki metric restricted to ∂SM . Restricting dΣ2n−2 to ∂±SM

gives the natural volume form on these sets. The next lemma will be

useful when proving Santaló’s formula.

Lemma 3.6.5. We have j∗iνdΣ
2n−1 = −dΣ2n−2, where ν = (ν, 0) is

the horizontal lift of the unit normal ν and j : ∂SM → SM is the

inclusion map. Moreover, j∗iXdΣ
2n−1 = −µdΣ2n−2.

Proof Consider a positively oriented orthonormal basis (ξ1, . . . , ξ2n−2)

of T(x,v)∂SM . Since ν is the inward unit normal in the Sasaki metric,

by definition of boundary orientation we have

dΣ2n−1(ν, ξ1, . . . , ξ2n−2) = −1

which gives the first claim. Writing X = (X −µν)+µν and noting that

X − µν is tangent to ∂SM , the second claim follows.

The volume forms on SM and ∂SM induce L2 inner products

(u,w)L2(SM) =

∫
SM

uw̄ dΣ2n−1,

(h, r)L2(∂SM) =

∫
∂SM

hr̄ dΣ2n−2.

One has corresponding L2 spaces L2(SM) and L2(∂SM), with norms

induced by the inner products.

Next we state and prove Santaló’s formula. Recall that µ(x, v) =

⟨ν(x), v⟩ for (x, v) ∈ ∂SM .

Proposition 3.6.6 (Santaló’s formula). Let (M, g) be a compact non-

trapping manifold with strictly convex boundary. Given f ∈ C(SM) we

have ∫
SM

f dΣ2n−1 =

∫
∂+SM

dµ(x, v)

∫ τ(x,v)

0

f(φt(x, v)) dt,
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where dµ = µdΣ2n−2.

The proof will be very similar to the proof in two dimensions that we

have already seen. We shall need the following lemma which is an easy

consequence of Stokes’ theorem (its proof is left as exercise).

Lemma 3.6.7. Let N be a compact manifold with boundary, Θ a volume

form, Y a vector field and u ∈ C∞(N). Then∫
N

Y (u)Θ = −
∫
N

uLYΘ+

∫
∂N

j∗(uiYΘ)

where j : ∂N → N is the inclusion map.

Proof of Proposition 3.6.63.6.6 Recall that τ ∈ C(SM). Given f ∈ C∞
c (SM),

define for (x, v) ∈ SM ,

uf (x, v) :=

∫ τ(x,v)

0

f(φt(x, v)) dt. (3.6.5)

Clearly uf ∈ C(SM) and uf |∂−SM = 0. But if f has compact support

in the interior of M , then uf is in fact smooth. A simple computation

shows that

Xuf = −f. (3.6.6)

We now apply Lemma 3.6.73.6.7 for the case N = SM , Y = X and u = uf .

Since LXdΣ
2n−1 = 0 and uf |∂−SM = 0 we deduce∫

SM

f dΣ2n−1 = −
∫
∂+SM

j∗(uf iXdΣ
2n−1).

The proposition now follows from the fact that j∗iXdΣ
2n−1 = −µdΣ2n−2

(Lemma 3.6.53.6.5) and Exercise 3.5.153.5.15.

The next proposition shows that there is a natural positive smooth

density that is preserved by the scattering relation. It is also shows that

the scattering relation is an orientation reversing diffeomorphism.

Proposition 3.6.8. Let (M, g) be a non-trapping manifold with strictly

convex boundary. Then

α∗(µdΣ2n−2) = µdΣ2n−2.

Moreover

α∗
(µ
τ̃
dΣ2n−2

)
= −µ

τ̃
dΣ2n−2.
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Proof Recall that α(x, v) = φτ̃(x,v)(x, v), thus using the chain rule we

obtain for ξ ∈ T(x,v)∂SM :

dα|(x,v)(ξ) = dτ̃(ξ)X(α(x, v)) + dφτ̃(x,v)(ξ). (3.6.7)

Let us compute α∗j∗iXdΣ
2n−1 = (jα)∗iXdΣ

2n−1. For this take a basis

{ξ1, . . . , ξ2n−2} of T(x,v)∂SM and write

(jα)∗iXdΣ
2n−1(ξ1, . . . , ξ2n−2)

= dΣ2n−1(X(α(x, v)), dα|(x,v)(ξ1), . . . , dα|(x,v)(ξ2n−2))

= dΣ2n−1(X(α(x, v)), dφτ̃(x,v)(ξ1), . . . , dφτ̃(x,v)(ξ2n−2))

= dΣ2n−1(X(x, v), ξ1, . . . , ξ2n−2),

where in the third line we used (3.6.73.6.7) and in the fourth we used that

the geodesic flow preserves dΣ2n−1. Thus

α∗j∗iXdΣ
2n−1 = j∗iXdΣ

2n−1

and the first identity in the proposition follows from Lemma 3.6.53.6.5. The

second identity follows from τ̃ ◦ α = −τ̃ and Lemma 3.2.83.2.8.

3.7 Conjugate points and Morse theory

In this section we review basic properties of conjugate points (see e.g.

LeeLee (19971997); JostJost (20172017)). The following two facts will be important for

later applications:

• Absence of conjugate points implies positivity of the index form. This

will imply the positivity of certain terms in the Pestov identity used

in the proof of injectivity of the geodesic X-ray transform on simple

manifolds.

• Absence of conjugate points implies that the exponential map is a

global diffeomorphism onto a simple manifold. This gives an analogue

of polar coordinates, which can be used to prove that the normal op-

erator of the geodesic X-ray transform is an elliptic pseudodifferential

operator.

We will also state some related facts coming from Morse theory.
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3.7.1 Conjugate points and Jacobi fields

Let (M, g) be a Riemannian manifold, and let γ : [a, b] → M be a

geodesic segment. A family of curves (γs)s∈(−ε,ε) depending smoothly

on s is called a variation of γ through geodesics if each γs : [a, b] → M

is a geodesic (not necessarily unit speed) and if γ0 = γ. We say that

the variation γs fixes the endpoints if γs(a) = γ(a) and γs(b) = γ(b) for

s ∈ (−ε, ε).
Intuitively, conjugate points are related to situations where a family

of geodesics starting at a fixed point converges to another point after

finite time. The following is a basic example of this behaviour.

Example 3.7.1. (Family of geodesics joining the south and north pole)

Let Sn, n ≥ 2, be the sphere and consider the geodesic segment

γ : [−π/2, π/2] → Sn, γ(t) = (cos t)e1 + (sin t)en+1.

Define

γs : [−π/2, π/2] → Sn, γs(t) = (cos t)((cos s)e1+(sin s)e2)+(sin t)en+1.

Then (γs) is a variation of γ through geodesics which fixes the endpoints

−en+1 (south pole) and en+1 (north pole).

Any smooth variation (γs) of γ has a variation field ∂sγs(t)|s=0, which

is a smooth vector field along γ. If (γs) is a variation through geodesics,

then each γs(t) satisfies the geodesic equation. Consequently the vari-

ation field ∂sγs(t)|t=0 satisfies the linearized geodesic equation, also

known as the Jacobi equation. Below we write Dt = ∇γ̇(t) for the covari-

ant derivative along γ(t) and use the curvature operator

RγJ := R(J, γ̇)γ̇

where R(X,Y )Z is the Riemann curvature tensor of (M, g).

Lemma 3.7.2 (Jacobi equation). Let γ : [a, b] → M be a geodesic

segment, and let (γs) be a variation of γ through geodesics. Then the

variation field J(t) = ∂sγs(t)|s=0 satisfies the Jacobi equation

D2
t J(t) +RγJ(t) = 0, t ∈ [a, b].

Conversely, if J(t) is a smooth vector field along γ satisfying the Jacobi

equation, then there is a variation (γs) of γ through geodesics so that

∂sγs(t)|t=0 = J(t).



3.7 Conjugate points and Morse theory 91

Proof Write Γ(s, t) = γs(t), so that Γ : (−ε, ε)× [a, b] →M is smooth.

Then J(t) = ∂sΓ(0, t), and we wish to compute D2
t J(t). Write Ds =

∇∂sγs . Since ∇ is torsion free, one has

Dt∂sγs(t) = Ds∂tγs(t).

Moreover, the definition of the Riemann curvature tensor gives that

DtDsW −DsDtW = R(∂tγs, ∂sγs)W.

These facts imply that

D2
t J(t) = DtDt∂sγs(t)|s=0 = DtDs∂tγs(t)|s=0

= DsDt∂tγs(t))|s=0 +R(γ̇(t), J(t))γ̇(t).

One has Dt∂tγs(t) = 0 since each γs is a geodesic. Thus J(t) satisfies

the Jacobi equation.

For the converse, if J(t) solves the Jacobi equation it is enough to

consider a variation

γs(t) = expη(s)(tW (s)) = γη(s),W (s)(t)

where η is a smooth curve with η(0) = γ(a), andW (s) is a smooth vector

field along η with W (0) = γ̇(a). Then (γs) is a variation of γ through

geodesics, and its variation field Y (t) = ∂sγs(t)|s=0 satisfies Y (0) = η̇(0)

and

DtY (0) = Ds∂tγs(t)|s=t=0 = DsW (0).

Now if we choose η and W so that η̇(0) = J(0) and DsW (0) = DtJ(0),

then both J(t) and Y (t) satisfy the Jacobi equation with the same initial

conditions. Uniqueness for linear ODEs shows that Y ≡ J .

Definition 3.7.3 (Jacobi field). A smooth vector field along γ that

solves the Jacobi equation is called a Jacobi field.

If a geodesic γ : [a, b] → M admits a variation through geodesics

that fixes the endpoints, then by Lemma 3.7.23.7.2 it also admits a Jacobi

field vanishing at the endpoints. This leads to the definition of conjugate

points.

Definition 3.7.4 (Conjugate points). Let γ : [a, b] → M be a geodesic

segment. We say that the points γ(a) and γ(b) are conjugate along γ

if there is a nontrivial Jacobi field J : [a, b] → TM along γ satisfying

J(a) = J(b) = 0.
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Remark 3.7.5. If γ(a) and γ(b) are conjugate along γ, it follows from

Lemma 3.7.23.7.2 (by choosing η(s) ≡ γ(a) in the proof) that there is a

variation (γs) of γ through geodesics that fixes the initial point γ(a) and

almost fixes the endpoint γ(b) in the sense that ∂sγs(b)|s=0 = 0.

The next lemma contains some basic properties of Jacobi fields. We

say that a Jacobi field is normal (resp. tangential) if J(t) ⊥ γ̇(t) (resp.

J(t) ∥ γ̇(t)) for all t.

Lemma 3.7.6. Let γ : [a, b] → M be a geodesic segment. Given any

v, w ∈ Tγ(a)M there is a unique Jacobi field with

J(a) = v, DtJ(a) = w.

The space of Jacobi fields along γ is a 2n-dimensional subspace of the

set of smooth vector fields along γ. The space of normal Jacobi fields

is (2n − 2)-dimensional, and the space of tangential Jacobi fields is

span{γ̇(t), tγ̇(t)} and hence 2-dimensional. The following conditions are

equivalent:

(a) J is normal.

(b) J(t0) and DtJ(t0) are orthogonal to γ̇(t0) at some t0.

(c) J(t1) ⊥ γ̇(t1) and J(t2) ⊥ γ̇(t2) for some t1 ̸= t2.

Proof The first claim follows from existence and uniqueness for linear

ODEs. The map (v, w) 7→ J is linear and bijective, showing that the

space of Jacobi fields is 2n-dimensional. The geodesic equation Dtγ̇(t) =

0 together with the antisymmetry of the curvature tensor imply that

∂2t ⟨J, γ̇⟩ = ⟨D2
t J, γ̇⟩ = ⟨D2

t J +R(J, γ̇)γ̇, γ̇⟩.

Thus for any Jacobi field, ⟨J, γ̇⟩ = ct + d for some c, d ∈ R, and taking

the t-derivative gives that ⟨DtJ, γ̇⟩ = c. It follows that (a), (b) and (c)

are equivalent. By part (b) one sees that the space of normal Jacobi

fields is (2n− 2)-dimensional, and it is easy to check that γ̇(t) and tγ̇(t)

are linearly independent tangential Jacobi fields.

The tangential Jacobi fields are not very interesting (they correspond

to the variations γs(t) = γ(t + s) and γs(t) = γ(est), which are just

reparametrizations of γ(t)). Thus we will focus on normal Jacobi fields.
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3.7.2 Jacobi fields in dimension two

If dimM = 2 there is a very simple description of Jacobi fields in terms

of solutions of the ODE ÿ(t)+K(γ(t))y(t) = 0, where K is the Gaussian

curvature. Recall that v⊥ is the rotation of v by 90◦ counterclockwise.

Lemma 3.7.7 (Jacobi fields in two dimensions). Let (M, g) be two-

dimensional and γ : [a, b] → M a unit speed geodesic segment. The set

of normal Jacobi fields along γ is spanned by α(t)γ̇(t)⊥ and β(t)γ̇(t)⊥,

where α, β ∈ C∞([a, b]) satisfy the equations

α̈(t) +K(γ(t))α(t) = 0, α(a) = 1, α̇(a) = 0,

β̈(t) +K(γ(t))β(t) = 0, β(a) = 0, β̇(a) = 1.

Proof We first observe that γ̇(t)⊥ is parallel, i.e.

Dt(γ̇(t)
⊥) = 0. (3.7.1)

In fact, since Dtγ̇(t) = 0 we have

⟨Dtγ̇
⊥, γ̇⟩ = ∂t(⟨γ̇⊥, γ̇⟩) = ∂t(0) = 0,

⟨Dtγ̇
⊥, γ̇⊥⟩ = 1

2
∂t(⟨γ̇⊥, γ̇⊥⟩) =

1

2
∂t(1) = 0.

This proves (3.7.13.7.1).

When dimM = 2 the Jacobi equation reduces to

D2
t J(t) +K(γ(t))J(t) = 0.

If α(t) and β(t) satisfy the given equations, it follows from (3.7.13.7.1) that

α(t)γ̇(t)⊥ and β(t)γ̇(t)⊥ solve the Jacobi equation. Since they are lin-

early independent and normal, they span the space of normal Jacobi

fields along γ.

We can also present an alternative derivation of the Jacobi equation

based on the structure equations given in Lemma 3.5.53.5.5 and the geodesic

flow φt acting on SM .

Let (M, g) be an arbitrary Riemannian surface that we assume ori-

ented for simplicity. Fix a point (x, v) ∈ SM . We adopt the following

notation: let X⊥(t) = X⊥(φt(x, v)) and X⊥ = X⊥(0) = X⊥(x, v), and

similarly for X(t), V (t) etc. Let ξ ∈ T(x,v)SM . We can write

ξ = aX − yX⊥ + zV

for some constants a, y, z ∈ R. Moreover, there exist smooth functions
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a(t), y(t), z(t) satisfying

dφt(ξ) = a(t)X(t)− y(t)X⊥(t) + z(t)V (t), (3.7.2)

subject to the initial conditions a(0) = a, y(0) = y and z(0) = z.

Proposition 3.7.8. The functions a(t), y(t) and z(t) satisfy the equa-

tions

ȧ = 0,

ẏ − z = 0,

ż +Ky = 0.

Proof We begin by applying dφ−t to both sides of (3.7.23.7.2) to obtain

ξ = a(t)dφ−t(X(t))− y(t)dφ−t(X⊥(t)) + z(t)dφ−t(V (t)).

Differentiating both sides with respect to t and recalling the Lie deriva-

tive formula LXY (φt) =
d
dt (dφ−t(Y (φt))) we obtain

0 =
d

dt
(ξ)

= ȧ(t)dφ−t(X(t)) + a(t)dφ−t([X,X](t))− ẏdφ−t(X⊥(t))

− y(t)dφ−t([X,X⊥]) + żdφ−t(V (t)) + z(t)dφ−t([X,V ](t)),

and then applying Lemma 3.5.53.5.5 and grouping like terms we obtain

0 = dφ−t[ȧ(t)X(t) + (z(t)− ẏ(t))X⊥(t) + (ż +K(t)y(t))V (t)].

Since dφ−t is an isomorphism and {X(t), X⊥(t), V (t)} is a basis of each

tangent space Tφt(x,v)SM the coefficients of X(t), X⊥(t) and V (t) must

vanish for all t, and this is precisely what we wanted to show.

The proposition implies in particular that dφt leaves the 2-plane bun-

dle spanned by {X⊥, V } invariant. Moreover, if ξ = −yX⊥ + zV , then

dφt(ξ) = −y(t)X⊥(t) + ẏ(t)V (t)

where y(t) is uniquely determined by the Jacobi equation ÿ + Ky = 0

with initial conditions y(0) = y and ẏ(0) = z. We see that dπdφt(ξ) =

−y(t)dπ(X⊥(t)) = y(t)γ̇⊥(t) is the normal Jacobi field J with initial

conditions J(0) = yγ̇⊥(0), J̇(0) = zγ̇⊥(0).

Thus Jacobi fields and their covariant derivatives describe how the

differential of the geodesic flow evolves. The same is true in higher di-

mensions. Using the splitting described in Section 3.63.6 we may write for

ξ ∈ T(x,v)SM :

dφt(ξ) = (Jξ(t), DtJξ(t)), (3.7.3)
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where Jξ is the unique Jacobi field with initial conditions Jξ(0) = dπ(ξ)

and DtJξ(0) = Kξ, where K is the connection map.

Exercise 3.7.9. Prove (3.7.33.7.3).

3.7.3 Exponential map

We discuss the exponential map on a compact manifold with boundary

and evaluate its derivative in terms of Jacobi fields.

Proposition 3.7.10 (Exponential map). Let (M, g) be a compact non-

trapping manifold with strictly convex boundary. For any x ∈M define

Dx := {tv ∈ TxM ; v ∈ SxM and t ∈ [0, τ(x, v)]}. (3.7.4)

The exponential map

expx : Dx →M, expx(tv) = γx,v(t)

is smooth. For any tv ∈ Dx and w ∈ TxM , one has

(d expx)|tv(tw) = J(t)

where J is the Jacobi field along γx,v with J(0) = 0 and DtJ(0) = w.

Proof The assumption on (M, g) guarantees that any point of Dx is the

limit of some sequence in (Dx)
int. Thus it is enough to verify the claims

for any smooth extension of expx to some larger manifold containing

Dx (the values of d expx on ∂Dx do not depend on the choice of the

extension). Let (N, g) be a closed extension of (M, g). Then geodesics

on N are well defined for all time and the exponential map of N , expNx :

TxN → N , is smooth. It follows that expx = expNx |Dx
is also smooth.

Given tv ∈ Dx and w ∈ TxM , consider the smooth curve η(s) =

tv + stw on TxN . By the definition of the derivative one has

(d expNx )|tv(tw) =
d

ds
expNx (η(s))

∣∣∣
s=0

.

Consider γs(r) = expNx (r(v+sw)) = γx,v+sw(r). Then γs(r) is a variation

of γx,v(r) through geodesics in N , hence J(r) = ∂sγs(r)|s=0 is a Jacobi

field along γx,v with J(0) = 0 and DrJ(0) = Ds(v + sw)|s=0 = w. It

follows that (d expNx )|tv(tw) = ∂sγs(t)|s=0 = J(t).

Corollary 3.7.11. Given tv ∈ Dx, the derivative d expx |tv is invertible

iff γx,v(t) is not conjugate to x along γx,v.

We will also need the Gauss lemma.
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Proposition 3.7.12 (Gauss lemma). Let x ∈M and tv ∈ Dx. For any

w ∈ TxM one has

⟨d expx |tv(v), d expx |tv(w)⟩ = ⟨v, w⟩.

In particular, d expx |tv(w) ⊥ γ̇x,v(t) iff v ⊥ w.

Proof Note first that d expx |tv(v) = γ̇x,v(t), and by Proposition 3.7.103.7.10

one has d expx |tv(tw) = Jw(t) where Jw(t) is the Jacobi field along γx,v
with Jw(0) = 0 and DtJw(0) = w. Define

f(t) := ⟨d expx |tv(v), d expx |tv(tw)⟩ = ⟨γ̇x,v(t), Jw(t)⟩.

Since Dtγ̇x,v(t) = 0, taking derivatives and using the Jacobi equation

gives that

f ′′(t) = ⟨γ̇x,v(t), D2
t Jw(t)⟩ = −⟨γ̇x,v(t), RγJw(t)⟩.

The symmetries of the curvature tensor imply that the last quantity is

zero. Thus f(t) is an affine function, and

⟨d expx |tv(v), d expx |tv(tw)⟩ = f(0) + f ′(0)t = t⟨γ̇x,v(0), DtJw(0)⟩
= t⟨v, w⟩.

This proves the result for t > 0, and the case t = 0 follows since

d expx |0 = id.

The following result shows that among curves that are exponential

images of curves in the domain of expx, the radial geodesics always

minimize length.

Proposition 3.7.13 (Minimizing curves in domain of expx). Let x ∈M

and w ∈ Dx, let η0 : [0, 1] → Dx be the curve η0(t) = tw, and let

η : [0, 1] → Dx be any smooth curve with η(0) = 0 and η(1) = w. Then∫ 1

0

|(expx ◦ η0)′(t)| dt ≤
∫ 1

0

|(expx ◦ η)′(t)| dt

with equality iff η is a reparametrization of η0.

Proof We may assume that w ̸= 0 and η(t) ̸= 0 for 0 < t ≤ 1 (if not,

let t0 be the last time with η(t0) = 0 and replace η by η|[t0,1] rescaled
to the interval [0, 1]). We write η(t) = r(t)ω(t) where r(t) = |η(t)| and
|ω(t)| = 1. Then for t > 0 one has

η̇(t) = ṙ(t)ω(t) + r(t)ω̇(t).
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The condition |ω(t)| = 1 implies ⟨ω(t), ω̇(t)⟩ = 0. Using the Gauss

lemma, we obtain that

⟨d expx |η(t)(ω(t)), d expx |η(t)(ω̇(t))⟩ = 0,

|d expx |η(t)(ω(t))| = |d expx |η(t)(ω̇(t))| = 1.

Combining these facts gives that

|(expx ◦ η)′(t)|2 = |d expx |η(t)(η̇(t))|2 ≥ ṙ(t)2.

Thus the lengths satisfy∫ 1

0

|(expx ◦ η)′(t)| dt ≥
∫ 1

0

|ṙ(t)| ≥ r(1)− r(0) = |w|

=

∫ 1

0

|(expx ◦ η0)′(t)| dt.

Equality holds iff ω̇(t) = 0 and ṙ(t) ≥ 0, which corresponds to the case

where η is a reparametrization of η0.

3.7.4 Index form

Next we consider a bilinear form on γ related to the Jacobi equation.

Definition 3.7.14 (Index form). Let γ : [a, b] → M be a geodesic

segment, and let H1(γ) be the Sobolev space of vector fields along γ

equipped with the norm

∥Y ∥H1(γ) =

(∫ b

a

(|Y (t)|2 + |DtY (t)|2) dt

)1/2

.

Define H1
0 (γ) = {Y ∈ H1(γ) ; Y (a) = Y (b) = 0}. The index form of γ

is the bilinear form

Iγ(Y, Z) =

∫ b

a

(⟨DtY,DtZ⟩ − ⟨RγY,Z⟩) dt

defined for Y, Z ∈ H1
0 (γ).

The index form Iγ is the bilinear form associated with the elliptic op-

erator −D2
t−Rγ acting on H1

0 (γ) (i.e. with vanishing Dirichlet boundary

values). It arises as the second variation of the length or energy func-

tionals. Namely, if γs : [a, b] →M is a variation of a unit speed geodesic

γ through geodesics which fixes the endpoints, then

d2

ds2

∫ b

a

|γ̇s(t)|g dt
∣∣∣
s=0

= Iγ(Y, Y ) (3.7.5)
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where Y (t) is the component of ∂sγs(t)|s=0 normal to γ̇(t). Thus if γ

minimizes length between its endpoints among the curves γs, then nec-

essarily Iγ(Y, Y ) ≥ 0.

The main result for our purposes is that absence of conjugate points

guarantees that Iγ is positive definite.

Proposition 3.7.15 (Positivity of index form). Let γ : [a, b] →M be a

geodesic segment, and consider the index form Iγ on H1
0 (γ). Then

Iγ > 0 iff there is no pair of conjugate points on γ.

There are many possible proofs of the above proposition. We will give

one based on PDE (or in this case ODE) type ideas.

Proof For r ∈ (a, b], let Lr be the elliptic operator −D2
t − Rγ act-

ing on H1
0 (γ|[a,r]). Then Lr has a countable set of Dirichlet eigenvalues

λ1(r) ≤ λ2(r) ≤ . . . with corresponding L2([a, r])-normalized eigenfunc-

tions Yj( · ; r) satisfying

(−D2
t −Rγ)Yj( · ; r) = λj(r)Yj( · ; r) on (a, r), Yj(a; r) = Yj(r; r) = 0.

We will be interested in the smallest eigenvalue λ1(r), also given by the

Rayleigh quotient

λ1(r) = min
Y ∈H1

0 (γ|[a,r])\{0}

Iγ(Y, Y )

∥Y ∥2L2(γ)

.

Clearly Iγ > 0 iff λ1(b) > 0.

We claim the following facts:

(1) λ1(r) > 0 for r close to a.

(2) λ1(r) is Lipschitz continuous and decreasing on (a, b].

(3) If λ1(r0) = 0, then γ(a) and γ(r0) are conjugate.

The result now follows: if there are no conjugate points, then λ1(r) is

never zero and hence λ1(r) is positive on (a, b], showing that Iγ is positive

definite. Conversely, if there is a pair of conjugate points then there is

a nontrivial Jacobi field J vanishing at some a′ and b′. Extending it by

zero to [a, b] gives a nontrivial vector field J in H1
0 (γ), and integrating

by parts shows that Iγ(J, J) = 0. Thus Iγ is not positive definite.

Claim (1) above follows from a Poincaré inequality: if Y ∈ H1
0 (γ|[a,a+ε]),
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then∫ a+ε

a

|Y |2 dt =
∫ a+ε

a

∂t(t− a)|Y |2 dt = −2

∫ a+ε

a

(t− a)⟨DtY, Y ⟩ dt

≤ 2ε∥DtY ∥∥Y ∥ ≤ 2ε2∥DtY ∥2 + 1

2
∥Y ∥2.

Absorbing the last term on the right to the left gives ∥DtY ∥ ≥ 1
2ε∥Y ∥.

If ε is chosen small enough, we get that Iγ(Y, Y ) ≥ c∥Y ∥2L2 for some

c > 0 whenever Y ∈ H1
0 (γ|[a,a+ε]).

Claim (2) is standard: rescaling the interval [a, r] to [a, b], we see that

λ1(r) is related to the smallest eigenvalue of a second order self-adjoint

elliptic operator on H1
0 (γ) whose coefficients depends smoothly on r.

Hence λ1(r) is Lipschitz continuous and decreasing (both facts can be

checked directly from the Rayleigh quotient). Claim (3) is immediate

from the definition of conjugate points and elliptic regularity.

Exercise 3.7.16. Prove claim (2) in the proof of Proposition 3.7.153.7.15.

The proof of Proposition 3.7.153.7.15 combined with the second variation

formula (3.7.53.7.5) also gives the following result.

Proposition 3.7.17 (Geodesics do not minimize past conjugate points).

If γ : [a, b] →M is a geodesic segment having an interior point conjugate

to γ(a), then there is X ∈ H1
0 (γ) with Iγ(X,X) < 0 and γ is not length

minimizing.

The kernel of Iγ is the set of Jacobi fields vanishing at the endpoints,

J (γ) = {J ∈ H1
0 (γ) ; D

2
t J +RγJ = 0, J(a) = J(b) = 0}.

By elliptic regularity any J ∈ J (γ) is C∞, and hence one can use H1
0

vector fields J in the definition of conjugate points.

We will next state the Morse index theorem (cf. JostJost (20172017)) involving

the two indices

Ind(γ) = dimV (γ),

Ind0(γ) = dimV0(γ),

where V (γ) (resp. V0(γ)) is a subspace ofH
1
0 (γ) with maximal dimension

so that the index form Iγ is negative definite (resp. negative semidefi-

nite).

Theorem 3.7.18 (Morse index theorem). Let γ : [a, b] → M be a

geodesic segment. Then there are at most finitely many times a < t1 <
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. . . < tN ≤ b so that γ(tj) is conjugate to γ(a) along γ. The indices

Ind(γ) and Ind0(γ) are finite, and they satisfy

Ind(γ) =
∑

tj∈(a,b)

dimJ (γ|[a,tj ]),

Ind0(γ) =
∑

tj∈(a,b]

dimJ (γ|[a,tj ]).

3.7.5 Morse theory facts

The classical Morse theory of the energy functional on loop spaces pro-

vides several relevant results. These results are pretty standard on com-

plete manifolds without boundary or closed manifolds. Given a compact

manifold (M, g) with strictly convex boundary, throughout this sub-

section, we will assume that (N, g) is a no return extension with the

following properties.

Lemma 3.7.19 (No return extension). Let (M, g) be a compact mani-

fold with strictly convex boundary. There is a complete manifold (N, g)

of the same dimension as M so that (M, g) is isometrically embedded

in (N, g) and geodesics leaving M never return to M . Moreover N \M
can be taken as to be diffeomorphic to (0,∞) × ∂M , so that M is a

deformation retract of N .

Exercise 3.7.20. Prove that this extension exists (for a proof see (BohrBohr,

20212021, Lemma 7.1)).

Proposition 3.7.21. Let (M, g) be a compact manifold with strictly

convex boundary. Then given any two points x, y ∈ M , any N -geodesic

joining x and y is completely contained in M . Moreover, there is a min-

imizing geodesic in M connecting x to y.

Proof If γ : [0, 1] → N is a geodesic with γ(0) = x and γ(1) = y,

then γ([0, 1]) ⊂ M since otherwise some γ(t0) would be outside M and

then also γ(1) = y would be outside M , which is impossible. Moreover,

since (N, g) is complete, the Hopf-Rinow theorem ensures that there is a

minimizing geodesic in N connecting x and y and by the above argument

this geodesic stays in M .

Proposition 3.7.22. Let (M, g) be a compact non-trapping manifold

with strictly convex boundary. Then M is contractible.

Proof Since M is a deformation retract of N , it follows that M is
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contractible iff N is. A classical result in (SerreSerre, 19511951, Proposition 13),

proved using Morse theory, asserts that if x, y ∈ N are distinct and if N

is not contractible, there are infinitely many geodesics connecting x to y.

Let now x be fixed and consider the map f : TxN → N, f(w) = expx(w).

Sard’s theorem applied to f shows that almost every y ∈ N is a regular

value. In particular such points y are not conjugate to x. Moreover, given

T > 0 there are only finitely many w ∈ TxM with f(w) = y and |w| ≤ T .

This shows that there are geodesics connecting x to y with arbitrarily

large length.

Since N is a no return extension, if we pick x and y in M , then M

itself admits geodesics of arbitrarily large length connecting x to y thus

violating the non-trapping property. It follows that M is contractible.

Remark 3.7.23. The proposition also follows from another well-known

fact in Riemannian geometry: a compact connected and non-contractible

Riemannian manifold with strictly convex boundary must have a closed

geodesic in its interior (ThorbergssonThorbergsson, 19781978, Theorem 4.2). This is also

proved with Morse theory, but using the space of free loops.

Proposition 3.7.24. Let (M, g) be a compact Riemannian manifold

without conjugate points and with strictly convex boundary. Let γ be a

geodesic with endpoints x, y ∈ M . If α is any other smooth curve in M

connecting x to y that is homotopic to γ with a homotopy fixing the end

points, then the length of α is larger than the length of γ. Moreover,

there is a unique geodesic connecting x to y in a given homotopy class

and this geodesic must be minimizing.

Proof We follow (Guillarmou and MazzucchelliGuillarmou and Mazzucchelli, 20182018, Lemma 2.2) where

this very same proposition is proved. We let Ω(x, y) denote the Hilbert

manifold of absolutely continuous curves c : [0, 1] → N with c(0) = x,

c(1) = y and finite energy

E(c) :=
1

2

∫ 1

0

|ċ|2 dt.

It is well known that E : Ω(x, y) → R is C2 (MazzucchelliMazzucchelli, 20122012, Propo-

sition 3.4.3) and satisfies the Palais-Smale condition. The critical points

of E are precisely the geodesics connecting x to y. Moreover, since there

are no conjugate points, the Morse index theorem 3.7.183.7.18 guarantees that

the Hessian of E at a critical point is positive definite (recall that N is

a no return extension, so it suffices to assume that M has no conjugate
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points). Thus all critical points of E are local minimizers of E and are

isolated. We now argue with E restricted to the connected component

of Ω(x, y) containing γ, which we denote by Ω[γ](x, y). This coincides

with the set of paths connecting x to y and homotopic to γ. We claim

that γ is the unique minimizer of E|Ω[γ](x,y). Indeed a mountain pass

argument shows that if there is another local minimizer, then there is

a geodesic σ ∈ Ω[γ](x, y) that is not a local minimum of E|Ω[γ](x,y) (cf.

(StruweStruwe, 19961996, Theorem 10.3) and HoferHofer (19851985)). Again by the Morse

index theorem σ must contain conjugate points, and since it must be

entirely contained in M we get a contradiction.

3.8 Simple manifolds

In this section we introduce the notion of simple manifold and we prove

several equivalent definitions. We start with the following:

Definition 3.8.1. Let (M, g) be a compact connected manifold with

smooth boundary. The manifold is said to be simple if

• (M, g) is non-trapping,

• the boundary is strictly convex, and

• there are no conjugate points.

Our main goal will be to establish the following theorem.

Theorem 3.8.2. Let (M, g) be a compact connected manifold with strictly

convex boundary. The following are equivalent:

(i) M is simple;

(ii) M is simply connected and has no conjugate points;

(iii) for each x ∈ M , the exponential map expx is a diffeomorphism onto

its image;

(iv) given two points there is a unique geodesic connecting them depending

smoothly on the end points;

(v) consider (M, g) isometrically embedded in a complete manifold (N, g).

Then M has a neighbourhood U in N such that any two points in U

are joined by a unique geodesic;

(vi) the boundary distance function dg|∂M×∂M is smooth away from the

diagonal.
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Remark 3.8.3. Conditions closely related to simplicity appear in MichelMichel

(1981/821981/82); MuhometovMuhometov (19771977), and the term “simple manifold” goes

back at least to SharafutdinovSharafutdinov (19941994). There may be other variations of

the definition of simple manifold in the literature not listed above, but

as far as we can see, they all follow easily from one of the statements

above. An example is to say that a compact manifold (M, g) is simple if

∂M is strictly convex, every geodesic segment in M is minimizing and

there are no conjugate points. Indeed, if every geodesic segment in M is

minimizing, then (M, g) is non-trapping since all geodesic segments in

M have length bounded by the diameter of M . We could also say that

(M, g) is simple if ∂M is strictly convex, every two points are connected

by a unique geodesic and there are no conjugate points.

We shall break down the proof of Theorem 3.8.23.8.2 into several proposi-

tions. The first is:

Proposition 3.8.4. Let (M, g) be a simple manifold. Given x, y ∈ M ,

there is a unique geodesic connecting x to y and this geodesic is mini-

mizing.

Proof Since ∂M is strictly convex, Proposition 3.7.213.7.21 ensures that there

is a minimizing geodesic connecting x to y. Since M is non-trapping,

it must be simply connected by Proposition 3.7.223.7.22. Thus Proposition

3.7.243.7.24 implies that there is only one geodesic connecting x to y and this

geodesic must be minimizing.

Proposition 3.8.5. Let (M, g) be simple. Given x ∈M , let Dx ⊂ TxM

be the domain of the exponential map given in (3.7.43.7.4). Then

expx : Dx →M

is a diffeomorphism. In particular, M is diffeomorphic to a closed ball.

Proof The previous proposition asserts that if M is simple, then

expx : Dx →M

is a bijection. Since there are no conjugate points, Corollary 3.7.113.7.11 gives

that expx is a local diffeomorphism at any tv ∈ Dx. Hence expx : Dx →
M is a diffeomorphism. This implies in particular that M is diffeomor-

phic to a closed ball in Euclidean space: if x is in the interior of M , then

Dx is a closed star-shaped domain around zero with smooth boundary

and hence diffeomorphic to a closed ball.
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Proposition 3.8.6. Let (M, g) be a compact manifold with strictly con-

vex boundary. The following are equivalent:

(i) (M, g) is simple;

(ii) M is simply connected and has no conjugate points.

Any of these two properties implies:

• Given two points in M , there is a unique geodesic connecting them

and this geodesic is minimizing.

Proof (i) =⇒ (ii): If M is simple, then it has no conjugate points by

definition. It is simply connected due to Proposition 3.7.223.7.22.

(ii) =⇒ (i): Suppose M has strictly convex boundary, is simply con-

nected and has no conjugate points. Proposition 3.7.243.7.24 implies that be-

tween two points inM there is a unique geodesic and this geodesic must

be minimizing. It follows that all geodesics have length less than or equal

to the diameter of M , hence the manifold is non-trapping and (M, g) is

simple.

Proposition 3.8.7. Let (M, g) be simple manifold. Any sufficiently

small neighbourhood U of M in N whose boundary is C2-close to that

of M has the property that U is simple.

Proof Clearly any sufficiently small neighbourhood U with ∂U C2-close

to ∂M has the property that its closure U has strictly convex boundary

and is simply connected. To see that the property of having no conjugate

points persists when we go to U , let ρ be a boundary distance function

for ∂M and let Ur := ρ−1[−r,∞) with r ≥ 0. If we cannot find a

neighbourhood forM without conjugate points, there is a sequence rn →
0 and points (xn, vn), (yn, wn) ∈ SUrn such that φtn(xn, vn) = (yn, wn),

dφtn(V(xn, vn))∩V(yn, wn) ̸= {0} with tn > 0 and φt(xn, vn) ∈ SUrn for

all t ∈ [0, tn] (conjugate point condition, see (3.7.33.7.3)). By compactness

we may assume that (xn, vn) converges to (x, v) ∈ SM and (yn, wn)

converges to (y, w) ∈ SM .

If the sequence tn is bounded, by passing to a subsequence we deduce

that there is t0 > 0 such that dφt0(V(x, v)) ∩ V(y, w) ̸= {0} and thus

M has conjugate points (the sequence tn is bounded away from zero).

Indeed, we have unit vectors (in the Sasaki metric) ξn ∈ V(xn, vn) such
that

dπ ◦ dφtn(ξn) = 0
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and passing to subsequences if necessary we find a unit norm ξ ∈ V(x, v)
for which

dπ ◦ dφt0(ξ) = 0.

If tn is unbounded, we may assume by passing to a subsequence that

tn → ∞. Since we are assuming that M is non-trapping there is T > 0

such that every geodesic in M has length ≤ T . Since tn → ∞, there is

n0 such that for all n ≥ n0, φt(xn, vn) ∈ SUrn for all t ∈ [0, T +1]. Thus

φt(x, v) ∈ SM for all t ∈ [0, T + 1] and we have produced a geodesic in

M with length T + 1 which is a contradiction.

Exercise 3.8.8. Use the continuity of the cut time function tc : SN →
(0,∞) (cf. (SakaiSakai, 19961996, Chapter III, Proposition 4.1)) to give an alter-

native proof of Proposition 3.8.73.8.7 (take the extension N to be closed): if

geodesics on M have no conjugate points and between two points there

is only one, then cut points do not occur in M (again cf. (SakaiSakai, 19961996,

Chapter III, Proposition 4.1)), i.e. for all (x, v) ∈ SM , τ(x, v) < tc(x, v).

This means that one can go a bit further along any geodesic and by a

uniform amount.

Exercise* 3.8.9. Construct an example of a compact surface with

strictly convex boundary such that any two points are joined by a unique

geodesic, but the surface is not simple. Such an example must have con-

jugate points between points at the boundary.

3.8.1 Proof of Theorem 3.8.23.8.2 except for item (vi)

The equivalence between (i) and (ii) is the content of Proposition 3.8.63.8.6.

Proposition 3.8.53.8.5 gives that (i) implies (iii). To prove that (iii) implies

(i), note that if expx is a diffeomorphism for each x, then every geodesic

is minimizing by Proposition 3.7.133.7.13 and hence there are no geodesics

with infinite length, thus M is non-trapping. We also know that the

differential of expx is a linear isomorphism and hence there are no con-

jugate points (cf. Corollary 3.7.113.7.11). The equivalence between (iii) and

(iv) follows right away if we note that γx,v(x,y)(1) = expx(v(x, y)) = y,

where v(x, y) is defined uniquely if expx is a bijection. Smooth depen-

dence of the geodesic on end points is precisely the statement that the

map (x, y) 7→ v(x, y) is smooth. Let us complete the proof by showing

that (i) ⇐⇒ (v). Proposition 3.8.73.8.7 gives that (i) =⇒ (v). If we assume

(v) we see right away that M is non-trapping and also that it is free
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of conjugate points (including boundary points) since U is a neighbour-

hood.

3.8.2 The Hessian of the distance function

The main purpose of this subsection is to complete the proof of Theorem

3.8.23.8.2 by establishing the equivalence of simplicity with item (vi) in the

theorem. This result will not be subsequently used in the text.

Let (N, g) be a complete Riemannian manifold, fix p ∈ N and let

f(x) := d(p, x). It is well known that f is smooth away from {p}∪Cutp,

where Cutp denotes the cut locus of p. It is also well known that the

cut locus is a closed set of measure zero. Consider the open set N0 :=

N \ ({p} ∪ Cutp) and define

Ip := {tv : t ∈ (0, tc(v)), v ∈ SpN}

where tc is the cut time function. Then

expp : Ip → N0

is a diffeomorphism; for a proof of these facts see (SakaiSakai, 19961996, Chapter

III, Lemma 4.4). The gradient of f on the full measure open set N0

defines a vector field W that has unit norm and hence gives a smooth

section W : N0 → SN0. The vector field W has the property of being

geodesible, i.e. its orbits are geodesics of g, or in other words ∇WW = 0,

where ∇ is the Levi-Civita connection of g.

Exercise 3.8.10. Prove that ∇WW = 0.

For each x ∈ N0, the Hessian of f at x, denoted by Hessx(f), defines a

bilinear form on TxN . We shall consider its associated quadratic form for

v ∈ TxN with unit norm, and we write this as Hessx(f)(v, v). Moreover

Hessx(f)(v, v) =
d2

dt2

∣∣∣∣
t=0

f(γx,v(t)) = (X2f)(x, v)

where X is the geodesic vector field. In terms of the vector field W we

see right away that

Hessx(f)(v, v) = ⟨∇vW, v⟩. (3.8.1)

Exercise 3.8.11. Using that W is a gradient, show that ⟨∇vW,w⟩ =
⟨∇wW, v⟩ for any v, w ∈ TxN . In other words, the linear map TxN ∋
v 7→ ∇vW ∈ TxN is symmetric.
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In fact, since W has unit norm, ⟨∇vW,W ⟩ = 0 for any v ∈ TxN ,

and thus βx(v) := ∇vW defines a symmetric linear map βx : W (x)⊥ →
W (x)⊥.

Given x ∈ N0 we define a subspace E ⊂ T(x,W (x))SN0 by setting

E(x,W (x)) := dφf(x)(V(p, w)), (3.8.2)

where (p, w) = φ−f(x)(x,W (x)). The subspace E is a Lagrangian sub-

space in the kernel of the canonical contact form of SN with respect

to the symplectic form given by (3.6.43.6.4) (since V is Lagrangian and dφt
preserves the symplectic form). Moreover, in terms of the horizontal and

vertical splitting we may describe E as

E(x,W (x)) = {(v,∇vW ) : v ∈W (x)⊥}. (3.8.3)

In other words E is the graph of the symmetric linear map βx. To check

the equality in (3.8.33.8.3) we proceed as follows. Fix w ∈ Sp and t < tc(w).

Let x = πφt(p, w) so that φt(p, w) = (x,W (x)). Consider a curve z :

(−ε, ε) → SpM with z(0) = w, so that ξ := ż(0) ∈ V(p, w). We let Jξ
denote the normal Jacobi field with initial conditions determined by ξ

as explained when discussing (3.7.33.7.3). Now write

φt(p, z(s)) = (πφt(p, z(s)),W (πφt(p, z(s)))

and differentiate this at s = 0 to obtain in terms of the vertical and

horizontal splitting that

dφt(ξ) = (Jξ(t),∇Jξ(t)W ).

This gives (3.8.33.8.3) right away.

We wish to use the following well known fact. We only sketch the proof

leaving the details as exercise.

Proposition 3.8.12. Let (N, g) be a complete Riemannian manifold.

Take x ̸= y ∈ N . Then the distance function dg is smooth in a neigh-

bourhood of (x, y) iff x and y are connected by a unique geodesic that is

minimizing and free of conjugate points.

Sketch If the condition on geodesics hold, write d(x, y) = | exp−1
x (y)|

and smoothness of d follows. For the converse fix x and set f(y) :=

d(x, y). Then if f is differentiable at y and there is a unit speed mini-

mizing geodesic γ connecting x to y, then ∇f(y) is the velocity vector of

γ at y. If we have more than one minimizing geodesic the gradient would

take two different values at the same point; absurd. For the conjugate

points we have to go to the second derivatives of d and see that if x and
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y are conjugate along the unique minimizing geodesic joining them, then

the Hessian blows up.

Exercise 3.8.13. Complete the proof of Proposition 3.8.123.8.12.

Now we come to the main result of this subsection that completes the

proof of Theorem 3.8.23.8.2.

Proposition 3.8.14. Let (M, g) be a compact manifold with strictly

convex boundary. Then M is simple iff the boundary distance function

dg|∂M×∂M is smooth away from the diagonal.

Proof Let (M, g) be a compact manifold with strictly convex boundary.

We consider (M, g) isometrically embedded in a no return extension

(N, g) as in Lemma 3.7.193.7.19.

If M is simple, by Proposition 3.8.123.8.12 we know that the distance func-

tion dg of N is smooth in a neighbourhood of (x, y) ∈ ∂M × ∂M for

x ̸= y. Hence its restriction to ∂M ×∂M is obviously smooth away from

the diagonal.

The converse is more involved as we cannot use Proposition 3.8.123.8.12

directly since we are only assuming that the restriction to ∂M × ∂M is

smooth away from the diagonal.

Take x, y ∈ ∂M with x ̸= y. We know (by strict convexity, see Propo-

sition 3.7.213.7.21) that there is a minimizing geodesic between x and y. We

claim there is only one. Let f(z) = d(x, z) for z ∈M and let h := f |∂M .

We know that h is C1 (away from x). Thus if γ : [0, ℓ] → M is a unit

speed length minimizing geodesic joining x and y, then ∇h(y) is the

orthogonal projection of γ̇(ℓ) onto Ty∂M . Indeed f is always C1 on the

interior of γ and

∇h(y) = projection

(
lim
t→ℓ−

∇f(γ(t))
)
.

This shows that the minimizing geodesic between x and y is unique.

Let Ox be the open set in SxM given by those unit vectors pointing

strictly inside M and consider the map F : ∂M \ {x} → Ox, where

F (y) is the initial velocity vector of the (unique) minimizing geodesic

from x to y. This map is continuous and injective and by topological

considerations it must also be onto.

Exercise 3.8.15. Prove that F is surjective.

Thus every v ∈ Ox is the initial velocity of some minimizing geodesic

hitting the boundary. In particular this implies that any geodesic starting
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on the boundary and ending in the interior is minimizing and has no

conjugate points.

The next step is to show that (M, g) is non-trapping. Indeed let p ∈M

be an interior point. Consider the set of all geodesics that start at p

and hit the boundary. The set of their initial directions is open and

closed (from minimality and transversality to the boundary due to strict

convexity), hence it must be all SpM .

The final step in the proof is to show that there are no conjugate

points on the boundary. For this we will use the previous discussion on

the Hessian of the distance function.

Let p ∈ ∂M and consider as above f(x) = d(p, x). We have seen that

the interior of M is contained in N0. Take y ∈ ∂M and suppose that p

and y are conjugate. Consider a sequence of points yn along the unique

minimizing geodesic connecting p to y such that they are in the interior

of M , but yn → y. Using (3.8.23.8.2) we see that E(yn,W (yn)) converges to

a Lagrangian subspace at (y,W (y)) that intersects the vertical subspace

non-trivially (note thatW is defined at y). This in turn implies that there

is a sequence of unit vectors vn ∈ W (yn)
⊥, such that vn → v ∈ W (y)⊥

for which ⟨∇vnW, vn⟩ → ∞. Going back to (3.8.13.8.1) we see that Hessyn(f)

blows up as yn → y.

We are assuming that h = f |∂M is smooth away from p, so to derive

a contradiction from the blow up of the Hessian of f we need to observe

that ∇WW = 0, and thus Hessyn(f)(W (yn), w) = 0 for any w ∈ TynM .

But W (y) is transversal to ∂M and thus the blow up of the Hessian of

h at y also holds contradicting the fact that h must be C2 near y.



This material has been published by Cambridge University Press & Assessment as
Geometric inverse problems, with emphasis on two dimensionsGeometric inverse problems, with emphasis on two dimensions. This version is free to

view and download for personal use only. Not for re-distribution, re-sale or use in
derivative works. © 2022 Gabriel P. Paternain, Mikko Salo, Gunther Uhlmann.

4

The geodesic X-ray transform

In this chapter we begin the study of the geodesic X-ray transform on a

compact non-trapping manifold with strictly convex boundary. We prove

L2 and Sobolev mapping properties, and discuss a reduction that allows

us to convert statements about the X-ray transform to statements about

transport equations on SM involving the geodesic vector field. We then

prove a fundamental energy identity, known as the Pestov identity, for

functions on SM . As the main result in this chapter, we prove injectivity

of the geodesic X-ray transform I0 on simple two-dimensional manifolds

by using the Pestov identity. We also give an initial stability estimate

for the geodesic X-ray transform (improved stability estimates will be

given later). Results in higher dimensions are discussed in the end of the

chapter.

4.1 The geodesic X-ray transform

We have already encountered the geodesic X-ray transform acting on

functions f ∈ C∞(M) in Definition 3.1.53.1.5. The same definition applies

more generally to functions in C∞(SM).

Definition 4.1.1. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. The geodesic X-ray transform is the operator

I : C∞(SM) → C∞(∂+SM)

given by

If(x, v) :=

∫ τ(x,v)

0

f(φt(x, v)) dt, (x, v) ∈ ∂+SM.
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The geodesic X-ray transform on C∞(M) is denoted by

I0 : C∞(M) → C∞(∂+SM), I0f = I(ℓ0f)

where ℓ0 : C∞(M) → C∞(SM) is the natural inclusion, i.e. ℓ0f(x, v) =

f(x) is the pull-back of functions by the projection map π : SM →M .

Recall from Lemma 3.2.63.2.6 that τ |∂+SM ∈ C∞(∂+SM), so indeed I

maps C∞(SM) to C∞(∂+SM). We next study the mapping properties

of I on L2 based spaces. Recall that

L2(SM) = L2(SM, dΣ2n−1),

L2(∂+SM) = L2(∂+SM, dΣ2n−2).

If p ∈ C∞(∂+SM) is nonnegative, we also consider the weighted space

L2
p(∂+SM) consisting of L2-functions on ∂+SM with respect to the

measure p dΣ2n−2.

Proposition 4.1.2 (L2 boundedness). I extends to a bounded operator

I : L2(SM) → L2(∂+SM).

Proof Since p := µ/τ̃ is in C∞(∂SM) and it is strictly positive by

Lemma 3.2.83.2.8, it suffices to prove the lemma using the measure p dΣ2n−2

in the target space. Take f ∈ C∞(SM) and write using Cauchy-Schwarz

∥If∥2L2
p(∂+SM) =

∫
∂+SM

∣∣∣∣∣
∫ τ(x,v)

0

f(φt(x, v)) dt

∣∣∣∣∣
2

p dΣ2n−2

≤
∫
∂+SM

(∫ τ(x,v)

0

|f(φt(x, v))|2 dt

)
τp dΣ2n−2

=

∫
∂+SM

(∫ τ(x,v)

0

|f(φt(x, v))|2 dt

)
µdΣ2n−2

=

∫
SM

|f |2 dΣ2n−1 = ∥f∥2L2(SM),

where in the last line we have used Santaló’s formula in Proposition

3.6.63.6.6.

The geodesic X-ray transform is also bounded between Sobolev spaces.

The proof of the next result is given in Section 4.54.5.

Proposition 4.1.3 (Sobolev boundedness). For any k ≥ 0, the operator

I extends to a bounded operator

I : Hk(SM) → Hk(∂+SM).
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We also have I(H1(SM)) ⊂ H1
0 (∂+SM).

In the literature, one often sees the statement that I extends to a

bounded operator

I : L2(SM) → L2
µ(∂+SM) (4.1.1)

where µ(x, v) = ⟨ν(x), v⟩. Since |µ| ≤ 1, this is a special case of Proposi-

tion 4.1.24.1.2. However, the L2
µ space is a useful setting for studying I since

the adjoint I∗ of the operator (4.1.14.1.1) is readily computed by Santaló’s

formula. Moreover, as we will see in Chapter 88, on simple manifolds the

normal operator I∗0 I0 (where I0 is I restricted to functions on M) is an

elliptic pseudodifferential operator of order −1 just like in the case of

the Radon transform in the plane.

We conclude this section by computing the adjoint of the operator

(4.1.14.1.1).

Lemma 4.1.4 (The adjoints I∗ and I∗0 ). The adjoint of I : L2(SM) →
L2
µ(∂+SM) is the bounded operator

I∗ : L2
µ(∂+SM) → L2(SM)

given for h ∈ C∞(∂+SM) by I∗h = h♯ where

h♯(x, v) := h(φ−τ(x,−v)(x, v)).

The adjoint of I0 : L2(M) → L2
µ(∂+SM) is given by

I∗0h(x) =

∫
SxM

h♯(x, v) dSx(v).

Proof Consider f ∈ C∞(SM) and h ∈ C∞(∂+SM) and write

(If, h)L2
µ(∂+SM) =

∫
∂+SM

(If)hµ dΣ2n−2

=

∫
∂+SM

(∫ τ(x,v)

0

f(φt(x, v))h(x, v) dt

)
µdΣ2n−2.

We can write the above expression as

(If, h)L2
µ(∂+SM)

=

∫
∂+SM

(∫ τ(x,v)

0

f(φt(x, v))h♯(φt(x, v)) dt

)
µdΣ2n−2.
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Using Santaló’s formula we derive

(If, h)L2
µ(∂+SM) =

∫
SM

fh♯ dΣ2n−1 = (f, h♯)L2(SM)

and hence I∗h = h♯.

Choosing f = f(x) gives

(I0f, h)L2
µ(∂+SM) =

∫
M

f(x)

[∫
SxM

h♯ dSx

]
dV n

=

(
f,

∫
SxM

h♯ dSx

)
L2(M)

.

This gives the required formula for I∗0 .

Exercise 4.1.5. Let ℓ0 : C∞(M) → C∞(SM) be the map given by

ℓ0f = f ◦ π, where π : SM →M is the canonical projection. Show that

the adjoint ℓ∗0 is given by

(ℓ∗0h)(x) =

∫
SxM

h(x, v) dSx(v).

4.2 Transport equations

We will next show that it is possible to reduce statements about the

geodesic X-ray transform to statements about transport equations on

SM involving the geodesic vector field X. We first define two important

notions which have already appeared before in Chapter 33.

Definition 4.2.1 (The functions uf and h♯). Let (M, g) be a compact

non-trapping manifold with strictly convex boundary. Given any f ∈
C∞(SM), define

uf (x, v) :=

∫ τ(x,v)

0

f(φt(x, v)) dt, (x, v) ∈ SM.

For any h ∈ C∞(∂+SM) define

h♯(x, v) := h(φ−τ(x,−v)(x, v)), (x, v) ∈ SM.

It follows that uf solves the transport equation Xuf = −f and If

is given by the boundary value of uf on ∂+SM . Moreover, h♯ is con-

stant along geodesics. In other words h♯ is an invariant function (or first

integral) with respect to the geodesic flow, i.e. Xh♯ = 0.
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Lemma 4.2.2 (Properties of uf and h♯).

(a) For any f ∈ C∞(SM), one has uf ∈ C(SM)∩C∞(SM \∂0SM) and

uf is the unique solution of the equation

Xuf = −f in SM, uf |∂−SM = 0.

Moreover, uf |∂+SM = If .

(b) For any h ∈ C∞(∂+SM), one has h♯ ∈ C(SM) ∩ C∞(SM \ ∂0SM)

and h♯ is the unique solution of the equation

Xh♯ = 0 in SM, h♯|∂+SM = h.

Moreover, h♯|∂−SM = h ◦ α|∂+SM .

Proof The regularity properties of uf and h♯ follow from the regularity

properties of τ given in Lemma 3.2.33.2.3. We note that for (x, v) ∈ SM int,

Xuf (x, v) =
d

ds

∫ τ(φs(x,v))

0

f(φt(φs(x, v))) dt
∣∣∣
s=0

=
d

ds

∫ τ(x,v)−s

0

f(φt+s(x, v)) dt
∣∣∣
s=0

= −f(φτ(x,v)(x, v)) +
∫ τ(x,v)

0

d

dt
f(φt(x, v)) dt

= −f(x, v).

ClearlyXh♯ = 0. The statements about the boundary values of uf and h♯

follow from the definitions of I and α and the fact that τ |∂−SM = 0.

We note that uf is in general not smooth on SM . For instance, if f = 1

then uf = τ and we know from Example 3.2.13.2.1 that τ is not smooth on

SM . However, if f is a function whose geodesic X-ray transform vanishes,

then the following result shows that uf ∈ C∞(SM) and the somewhat

annoying issue with non-smoothness disappears. The result follows from

the precise regularity properties of the exit time proved in Lemma 3.2.93.2.9.

We defer its proof to Chapter 55, where regularity results for transport

equations will be studied in more detail.

Proposition 4.2.3 (Regularity when If = 0). Let (M, g) be a compact

non-trapping manifold with strictly convex boundary. If f ∈ C∞(SM)

satisfies If = 0, then uf ∈ C∞(SM).

The next result characterizes functions in the kernel of the geodesic

X-ray transform in terms of solutions to the transport equation Xu = f .
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Proposition 4.2.4. Let f ∈ C∞(SM). The following conditions are

equivalent.

(a) If = 0.

(b) There is u ∈ C∞(SM) such that u|∂SM = 0 and Xu = −f .

Proof Suppose that If = 0. Proposition 4.2.34.2.3 guarantees that u = uf ∈
C∞(SM), and Lemma 4.2.24.2.2 gives that Xu = −f .

Conversely, given u ∈ C∞(SM) with Xu = −f , if we integrate along

the geodesic flow we obtain for (x, v) ∈ ∂+SM that

u ◦ α(x, v)− u(x, v) = −
∫ τ(x,v)

0

f(φt(x, v)) dt = −If(x, v).

Hence if u|∂SM = 0, the above equality implies If = 0.

4.3 Pestov identity

In this section we consider the Pestov identity in two dimensions. This is

the basic energy identity that has been used since the work of MuhometovMuhometov

(19771977) in studying injectivity of ray transforms in the absence of real-

analyticity or special symmetries. Pestov type identities were also used

in Pestov and SharafutdinovPestov and Sharafutdinov (19871987) to prove solenoidal injectivity of the

geodesic X-ray transform for tensors of any order on simple manifolds

with negative sectional curvature. These identities have often appeared

in a somewhat ad hoc way. Here, following Paternain et al.Paternain et al. (20132013), we

give a point of view which makes the derivation of the Pestov identity

more transparent.

The easiest way to motivate the Pestov identity is to consider the

injectivity of the ray transform on functions. As in Section 4.14.1 we let

I0 : C∞(M) → C∞(∂+SM) be defined by I0 := I ◦ ℓ0, where ℓ0 is the

pull-back of functions from M to SM .

The first step is to recast the injectivity problem for I0 as a uniqueness

question for the partial differential operator P on SM where

P := V X.

This involves a standard reduction to the transport equation as we have

done already in Proposition 4.2.44.2.4.

Proposition 4.3.1. Let (M, g) be a compact oriented non-trapping sur-

face with strictly convex boundary. The following statements are equiva-

lent.
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(a) The ray transform I0 : C∞(M) → C∞(∂+SM) is injective.

(b) Any smooth solution of Xu = −f in SM with u|∂SM = 0 and f ∈
C∞(M) is identically zero.

(c) Any smooth solution of Pu = 0 in SM with u|∂SM = 0 is identically

zero.

Proof (a) =⇒ (b): Assume that I0 is injective, and let u ∈ C∞(SM)

solve Xu = −f in SM where u|∂SM = 0 and f ∈ C∞(M). By Propo-

sition 4.2.44.2.4 one has 0 = If = I0f . Hence f = 0 by injectivity of I0,

which shows that Xu = 0. Thus u is constant along geodesics, and the

condition u|∂SM = 0 gives that u ≡ 0.

(b) =⇒ (c): Let u ∈ C∞(SM) solve Pu = 0 in SM with u|∂SM = 0.

Since the kernel of V consists of functions on SM only depending on

x, this implies that Xu = −f in SM for some f ∈ C∞(M). By the

statement in (b) we have u ≡ 0.

(c) =⇒ (a): Assume that the only smooth solution of Pu = 0 in

SM which vanishes on ∂SM is zero. Let f ∈ C∞(M) be a function

with I0f = 0. Proposition 4.2.44.2.4 gives a function u ∈ C∞(SM) such that

Xu = −f and u|∂SM = 0. Since f only depends on x we have V f = 0,

and consequently Pu = 0 in SM and u|∂SM = 0. It follows that u = 0

and also f = −Xu = 0.

We now focus on proving uniqueness for solutions of Pu = 0 in SM

satisfying u|∂SM = 0. For this it is convenient to express P in terms of

its self-adjoint and skew-adjoint parts in the L2(SM) inner product as

P = A+ iB, A :=
P + P ∗

2
, B :=

P − P ∗

2i
.

Here the formal adjoint P ∗ of P is given by

P ∗ := XV.

The commutator formula [X,V ] = X⊥ in Lemma 3.5.53.5.5 shows that

A =
V X +XV

2
, B = − 1

2i
X⊥.

Now, if u ∈ C∞(SM) with u|∂SM = 0, we may use the integration

by parts formulas in Proposition 3.5.123.5.12 (note that the boundary terms

vanish since u|∂SM = 0) to obtain that

∥Pu∥2 = ((A+ iB)u, (A+ iB)u)

= ∥Au∥2 + ∥Bu∥2 + i(Bu,Au)− i(Au,Bu) (4.3.1)

= ∥Au∥2 + ∥Bu∥2 + (i[A,B]u, u).
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This computation suggests to study the commutator i[A,B]. We note

that the argument just presented is typical in the proof of L2 Carleman

estimates, see e.g. LernerLerner (20192019).

By the definition of A and B it easily follows that i[A,B] = 1
2 [P

∗, P ].

By the commutation formulas for X, X⊥ and V in Lemma 3.5.53.5.5, this

commutator may be expressed as

[P ∗, P ] = XV V X − V XXV = V XV X +X⊥V X − V XV X − V XX⊥

= V X⊥X −X2 − V XX⊥ = V [X⊥, X]−X2 = −X2 + V KV.

(4.3.2)

Consequently

([P ∗, P ]u, u) = ∥Xu∥2 − (KV u, V u).

If the curvature K is non-positive, then [P ∗, P ] is positive semidefinite.

More generally, one can try to use the other positive terms in (4.3.14.3.1).

Note that

∥Au∥2 + ∥Bu∥2 =
1

2
(∥Pu∥2 + ∥P ∗u∥2).

The identity (4.3.14.3.1) may then be expressed as

∥Pu∥2 = ∥P ∗u∥2 + ([P ∗, P ]u, u).

We have now proved a version of the Pestov identity which is suited for

our purposes. The main point in this proof was that the Pestov identity

boils down to a standard L2 estimate based on separating the self-adjoint

and skew-adjoint parts of P and on computing one commutator, [P ∗, P ].

Proposition 4.3.2 (Pestov identity). If (M, g) is a compact oriented

surface with smooth boundary, then

∥V Xu∥2 = ∥XV u∥2 − (KV u, V u) + ∥Xu∥2

for any u ∈ C∞(SM) with u|∂SM = 0.

4.4 Injectivity of the geodesic X-ray transform

We now establish the injectivity of the geodesic X-ray transform I0 on

simple surfaces.

Theorem 4.4.1. Let (M, g) be a simple surface. Then I0 is injective.



118 The geodesic X-ray transform

In fact the proof gives a more general result, showing injectivity of

I acting on functions of the form f(x, v) = f0(x) + αj(x)v
j modulo a

natural kernel. In particular, this implies solenoidal injectivity of the

geodesic X-ray transform on 1-tensors (see Section 6.46.4).

Theorem 4.4.2. Let (M, g) be a simple surface, and let f(x, v) =

f0(x) + α|x(v) where f0 ∈ C∞(M) and α is a smooth 1-form on M .

If If = 0, then f0 = 0 and α = dp for some p ∈ C∞(M) with p|∂M = 0.

Using Proposition 4.3.14.3.1, the injectivity of I0 is equivalent with the

property that the only smooth solution of V Xu = 0 in SM with u|∂SM =

0 is u ≡ 0. In the special case where the Gaussian curvature is non-

positive, this follows immediately from the Pestov identity.

Proof of Theorem 4.4.14.4.1 in the case K ≤ 0 If V Xu = 0 in SM with

u|∂SM = 0, Proposition 4.3.24.3.2 implies that

∥XV u∥2 − (KV u, V u) + ∥Xu∥2 = 0.

Since K ≤ 0, all terms on the left are non-negative and hence they all

have to be zero. In particular ∥Xu∥2 = 0, soXu = 0 in SM showing that

u is constant along geodesics. Using the boundary condition u|∂SM = 0,

we obtain that u ≡ 0.

In order to prove Theorem 4.4.14.4.1 in general, we show:

Proposition 4.4.3. Let (M, g) be a simple surface. Then given ψ ∈
C∞(SM) with ψ|∂SM = 0 we have

∥Xψ∥2 − (Kψ,ψ) ≥ 0,

with equality iff ψ = 0.

Proof It is enough to prove this when ψ is real valued. Using Santaló’s

formula, we may write

∥Xψ∥2 − (Kψ,ψ) =

∫
SM

((Xψ)2 −Kψ2) dΣ3

=

∫
∂+SM

∫ τ(x,v)

0

(ψ̇(t)2 −K(γx,v(t))ψ
2(t))µdΣ2 dt,

(4.4.1)

where ψ(t) = ψx,v(t) := ψ(φt(x, v)). We wish to relate the t-integral

to the index form on γx,v (see Definition 3.7.143.7.14). In fact, if we define a

normal vector field Y (t) along γx,v by

Y (t) = Yx,v(t) := ψ(t)γ̇x,v(t)
⊥,
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then Y ∈ H1
0 (γx,v) since ψ(0) = ψ(τ(x, v)) = 0. Using that Dtγ̇x,v(t)

⊥ =

0 (see (3.7.13.7.1)), we have

Iγx,v
(Y, Y ) =

∫ τ(x,v)

0

[
ψ̇(t)2 −K(γx,v(t))ψ

2(t)
]
dt.

Thus we may rewrite (4.4.14.4.1) as

∥Xψ∥2 − (Kψ,ψ) =

∫
∂+SM

Iγx,v
(Yx,v, Yx,v)µdΣ

2.

The no conjugate points condition implies that Iγx,v is positive definite

onH1
0 (γx,v) (see Proposition 3.7.153.7.15). Since µ ≥ 0 it follows that ∥Xψ∥2−

(Kψ,ψ) ≥ 0. If equality holds then Yx,v ≡ 0 for each (x, v) ∈ ∂+SM ,

which gives that ψ ≡ 0.

Alternative proof of Proposition 4.4.34.4.3 By (4.4.14.4.1), it is enough to prove

that for any fixed (x, v) ∈ ∂+SM \ ∂0SM one has∫ τ(x,v)

0

(ψ̇(t)2 −K(γx,v(t))ψ
2(t)) dt ≥ 0

with equality iff ψ = 0, where ψ(t) = ψx,v(t) := ψ(φt(x, v)). Observe

that ψ(0) = ψ(τ(x, v)) = 0. Since (M, g) has no conjugate points, the

unique solution y to the Jacobi equation ÿ+K(γx,v(t))y = 0 with y(0) =

0 and ẏ(0) = 1, does not vanish for t ∈ (0, τ ] (otherwise one would have

a Jacobi field vanishing at two points by Lemma 3.7.73.7.7). Hence we may

define a function q by writing

ψ(t) = q(t)y(t), for t ∈ (0, τ ].

Since ψ(0) = y(0) = 0 and ẏ(0) = 1, we have ψ(t) = th(t), y(t) = tr(t)

where h and r are smooth and r(0) = 1. It follows that that q(t) =

h(t)/r(t) extends smoothly to t = 0. Using the Jacobi equation we com-

pute

(ψ̈ +Kψ)ψ = q
d

dt
(q̇y2).

Integrating by parts and using that y(0) = q(τ) = 0 (since ψ(τ) = 0 and

y(τ) ̸= 0) we derive∫ τ

0

(ψ̇2 −Kψ2) dt = −
∫ τ

0

q
d

dt
(q̇y2) dt = −[qq̇y2]τ0 +

∫ τ

0

q̇2y2 dt

=

∫ τ

0

q̇2y2 dt ≥ 0.
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Equality in the last line holds iff q is constant. Since q(τ) = 0, it follows

that equality holds iff ψ ≡ 0.

We can now combine these results to prove the injectivity of I0.

Proof of Theorem 4.4.14.4.1 By Proposition 4.3.14.3.1 it suffices to show a van-

ishing result for V Xu = 0 with u|∂SM = 0. Proposition 4.3.24.3.2 gives

∥XV u∥2 − (KV u, V u) + ∥Xu∥2 = 0

and combining this with Proposition 4.4.34.4.3 (note that V u|∂SM = 0) we

derive V u = Xu = 0 and hence u = 0 as desired.

The same method also yields the more general Theorem 4.4.24.4.2.

Proof of Theorem 4.4.24.4.2 Let f(x, v) = f0(x) + α|x(v) satisfy If = 0,

and let u := uf so that Xu = −f and u|∂SM = 0. By Proposition 4.2.34.2.3

one has u ∈ C∞(SM). We wish to use the Pestov identity and for this

we need to compute V Xu. In this case V Xu is not identically zero, but

it turns out that using the special form of f the term ∥V Xu∥2 can be

absorbed in the term ∥Xu∥2 in the other side of the Pestov identity.

In the special coordinates in Lemma 3.5.63.5.6, one has

V f = ∂θ(f0(x) + e−λ(x)(α1(x) cos θ + α2(x) sin θ))

= e−λ(−α1 sin θ + α2 cos θ).

Then, using (3.5.13.5.1) and computing simple trigonometric integrals, we

have

∥V Xu∥2 = ∥V f∥2 =

∫
M

∫ 2π

0

|−α1 sin θ + α2 cos θ|2 dθ dx

= π

∫
M

(|α1(x)|2 + |α2(x)|2) dx.

On the other hand,

∥Xu∥2 = ∥f∥2 =

∫
M

∫ 2π

0

|eλf0 + α1 cos θ + α2 sin θ|2 dθ dx

= 2π

∫
M

|f0(x)|2 dV 2 + π

∫
M

(|α1(x)|2 + |α2(x)|2) dx.

Inserting the above expressions in the Pestov identity in Proposition

4.3.24.3.2, we obtain that

∥XV u∥2 − (KV u, V u) + 2π∥f0∥2L2(M) = 0.

Since ∥XV u∥2 − (KV u, V u) ≥ 0 by Proposition 4.4.34.4.3, we must have
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f0 = 0 and also ∥XV u∥2 − (KV u, V u) = 0. Using the equality part of

Proposition 4.4.34.4.3 gives V u = 0. This implies that u(x, v) = u(x). Writing

p(x) := −u(x) ∈ C∞(M) we have p|∂M = 0, and for any (x, v) ∈ SM

one has

α|x(v) = f(x, v) = −Xu(x, v) = dp|x(v).

4.5 Stability estimate in non-positive curvature

In this section we show how the Pestov identity can be used to derive

a basic stability estimate for I0 when the Gaussian curvature is non-

positive, i.e. K ≤ 0. This estimate will be generalized in Section 4.64.6,

and in Chapter 77 we give another improvement and extend the estimate

to include tensors.

Theorem 4.5.1 (Stability estimate forK ≤ 0). Let (M, g) be a compact

non-trapping surface with strictly convex boundary and K ≤ 0. Then

∥f∥L2(M) ≤
1√
4π

∥I0f∥H1(∂+SM)

for any f ∈ C∞(M).

The H1(∂+SM) norm appearing in the statement is precisely defined

via a suitable vector field T as follows.

Definition 4.5.2 (Tangential vector field). Let (M, g) be a compact

oriented surface with smooth boundary. We define the tangential vector

field T on ∂SM acting on w ∈ C∞(∂SM) by

Tw(x, v) =
d

dt
w(x(t), v(t))

∣∣∣
t=0

where x : (−ε, ε) → ∂M is any smooth curve with x(0) = x and ẋ(0) =

ν(x)⊥, and v(t) is the parallel transport of v along x(t) so that v(0) = v.

Definition 4.5.3 (H1 norms on ∂SM and ∂+SM). We define the

H1(∂SM) norm of w via

∥w∥2H1(∂SM) := ∥w∥2L2(∂SM) + ∥Tw∥2L2(∂SM) + ∥V w∥2L2(∂SM).

Similarly, if w ∈ C∞(∂+SM) we define its H1(∂+SM) norm as

∥w∥2H1(∂+SM) := ∥w∥2L2(∂+SM) + ∥Tw∥2L2(∂+SM) + ∥V w∥2L2(∂+SM).

We state a few important facts about the vector field T . Recall the

notation µ = ⟨ν, v⟩ on ∂SM .
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Lemma 4.5.4 (Properties of T ). One has

T = (V µ)X + µX⊥
∣∣
∂SM

.

In the splitting (3.6.13.6.1), T is given by

T = (ν⊥, 0).

The vector fields T and V form an orthonormal frame of T (∂SM) with

respect to the Sasaki metric. This frame is commuting in the sense that

[T, V ] = 0, and T and V are skew-adjoint in the L2(∂SM) inner product.

Proof Let (M, g) be contained in a closed manifold (N, g). Fix (x0, v0) ∈
∂SM and choose Riemannian normal coordinates x = (x1, x2) near x0
in (N, g). Let θ be the angle between v and ∂/∂x1. This gives coordi-

nates (x, θ) near (x0, v0). Note that these coordinates are not the same

as the special coordinates in Lemma 3.5.63.5.6.

In the (x, θ) coordinates the curve (x(t), v(t)) corresponds to (x(t), θ(t)),

and one has

Tw|(x0,v0) = ∂x1
w(ν⊥)

1 + ∂x2
w(ν⊥)

2 + (∂θw)θ̇(0).

Note that tan θ(t) = v2(t)
v1(t) . Differentiating in t gives

(1 + tan2 θ)θ̇ =
v̇2v1 − v2v̇1

(v1)2
.

Since v(t) is parallel and the Christoffel symbols vanish at x0, one has

v̇j(0) = 0. This implies that θ̇(0) = 0 and thus

Tw|(x0,v0) = ∂x1
w(ν⊥)

1 + ∂x2
w(ν⊥)

2.

Writing ∇xw = (∂x1w, ∂x2w), this can be rewritten in Euclidean nota-

tion as

Tw|(x0,v0) = ν⊥ · ∇xw.

On the other hand, in the (x, θ) coordinates above one has

Xw|(x0,v0) = v0 · ∇xw,

X⊥w|(x0,v0) = (v0)⊥ · ∇xw.

It is easy to check using the special coordinates in Lemma 3.5.63.5.6 that

V µ = V (⟨ν, v⟩) = ⟨ν, v⊥⟩ = ⟨ν⊥, v⟩. Since µ = ⟨ν, v⟩ = ⟨ν⊥, v⊥⟩, we have

(V µ)Xw + µX⊥w|(x0,v0) = (ν⊥ · v0)v0 · ∇xw + (ν⊥ · (v0)⊥)(v0)⊥ · ∇xw

= ν⊥ · ∇xw.
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This proves that T = (V µ)X + µX⊥ since both sides are invariantly

defined.

The formula T = (ν⊥, 0) in the splitting (3.6.13.6.1) also follows. Since

V = (0, v⊥) in this splitting, it follows from the definition (3.6.33.6.3) of the

Sasaki metric that T and V are orthonormal. The fact that [T, V ] = 0

follows from the commutator formulas in Lemma 3.5.53.5.5 and the fact that

V 2µ = −µ. Finally, since T and V give an orthonormal commuting

frame on ∂SM they are divergence-free: for T this follows from

div(T ) = ⟨∇TT, T ⟩+ ⟨∇V T, V ⟩ = 1

2
T (|T |2) + 1

2
T (|V |2) = 0

since |T | = |V | = 1 and ∇V T −∇TV = [V, T ] = 0. Hence T and V are

skew-adjoint.

The proof of Theorem 4.5.14.5.1 is also based on the Pestov identity, how-

ever instead of the condition I0f = 0 (so u|∂SM = 0) we will use that

u|∂+SM = I0f . Thus we need to prove a version of the Pestov identity

for functions that may not vanish on ∂SM . There will be a boundary

term involving the vector field T .

Proposition 4.5.5 (Pestov identity with boundary terms). Let (M, g)

be a compact two-dimensional manifold with smooth boundary. Given

any u ∈ C∞(SM), one has

∥V Xu∥2 = ∥XV u∥2 − (KV u, V u) + ∥Xu∥2 + (Tu, V u)∂SM .

Proof We begin with the expression ∥V Xu∥2 −∥XV u∥2 and integrate

by parts using Proposition 3.5.123.5.12 (note that integrating by parts with

respect to V does not give any boundary terms). This yields

∥V Xu∥2 − ∥XV u∥2 = (V Xu, V Xu)− (XV u,XV u)

= −(V V Xu,Xu) + (XXV u, V u) + (XV u, µV u)∂SM

= ((XV V X − V XXV )u, u) + (XV u, µV u)∂SM + (V V Xu, µu)∂SM .

From (4.3.24.3.2) we have XV V X − V XXV = V KV −X2. Integrating by

parts again, we see that

∥V Xu∥2 − ∥XV u∥2 = ∥Xu∥2 − (KV u, V u) + (Xu, µu)∂SM

+ (XV u, µV u)∂SM + (V V Xu, µu)∂SM .

We continue to integrate by parts with respect to V in the boundary
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terms. Thus

(V V Xu, µu)∂SM = −(V Xu, (V µ)u)∂SM − (V Xu, µV u)∂SM

= (Xu, (V 2µ)u)∂SM + (Xu, (V µ)V u)∂SM − (V Xu, µV u)∂SM .

Combining this with the other boundary terms and using the identities

[X,V ] = X⊥ and V 2µ = −µ, we obtain that

∥V Xu∥2−∥XV u∥2 = ∥Xu∥2−(KV u, V u)+((V µ)Xu+µX⊥u, V u)∂SM .

Thus the boundary term is (Tu, V u)∂SM as required.

We are now going to prove some additional regularity properties of the

function τ . As in Lemma 3.1.103.1.10, consider a function ρ ∈ C∞(N) in a

closed extension N of M such that ρ(x) = d(x, ∂M) in a neighbourhood

of ∂M in M and such that ρ ≥ 0 in M and ∂M = ρ−1(0). Clearly

∇ρ(x) = ν(x) for x ∈ ∂M . Using ρ, we extend ν to the interior of M as

ν(x) = ∇ρ(x) for x ∈M .

As before we let µ(x, v) := ⟨v, ν(x)⟩ for (x, v) ∈ SM , and

T := (V µ)X + µX⊥.

Note that T is now defined on all SM and agrees with the vector field

T in Definition 4.5.24.5.2 on ∂SM . In fact T and V are tangent to every

∂SMε = {(x, v) ∈ SM : x ∈ ρ−1(ε)}, where Mε = ρ−1([ε,∞)).

Exercise 4.5.6. Prove that [V, T ] = 0 in SM .

Lemma 4.5.7. The functions Tτ and V τ are bounded on SM \ ∂0SM .

Proof We set h(x, v, t) := ρ(γx,v(t)) for (x, v) ∈ SM \ ∂0SM and use

the identity X⊥ = [X,V ] to compute

T (h(x, v, 0)) = T (ρ) = (V µ)Xρ+ µX⊥ρ = (V µ)Xρ− µV (Xρ) = 0

since Xρ(x, v) = µ(x, v). Therefore, there exists a smooth function

a(x, v, t) such that

T (h(x, v, t)) = ta(x, v, t).

Next we apply T to the equality h(x, v, τ(x, v)) = 0 to get

T (h(x, v, t))|t=τ(x,v) +
∂h

∂t
(x, v, τ(x, v))Tτ = 0.

If we write (y, w) = (γx,v(τ(x, v)), γ̇x,v(τ(x, v))), then the identity above

can be re-written as

τ(x, v)a(x, v, τ(x, v)) + µ(y, w)Tτ = 0.
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If (x, v) ∈ SM \ ∂0SM , then µ(y, w) < 0 and we may write

Tτ = −τ(x, v)a(x, v, τ(x, v))
µ(y, w)

and since

0 ≤ τ(x, v)

−µ(y, w)
≤ τ(y,−w)
µ(y,−w)

it follows that Tτ is bounded by Lemma 3.2.83.2.8. Since V (ρ) = 0, the proof

for V τ is entirely analogous.

The following corollary is immediate.

Corollary 4.5.8. Let (M, g) be a compact non-trapping surface with

strictly convex boundary. Given f ∈ C∞(SM), the function

uf (x, v) =

∫ τ(x,v)

0

f(φt(x, v)) dt

has Tuf and V uf bounded in SM \ ∂0SM .

We can now prove Proposition 4.1.34.1.3:

Proof of Proposition 4.1.34.1.3 We only prove the case k = 1 and refer to

(SharafutdinovSharafutdinov, 19941994, Theorem 4.2.1) for the general case in any dimen-

sion n ≥ 2. Recall the formula

uf (x, v) =

∫ τ(x,v)

0

f(φt(x, v)) dt.

Then If = uf |∂+SM , and we have proved in Proposition 4.1.24.1.2 that

∥If∥L2(∂+SM) ≤ C∥f∥L2(SM). From Definition 3.5.33.5.3, we have

V uf (x, v) = f(φτ(x,v)(x, v))V τ(x, v) +

∫ τ(x,v)

0

df(Zt(x, v)) dt

where Zt(x, v) =
d
dsφt(ρs(x, v))|s=0. By Lemma 4.5.74.5.7 we have

|V uf | ≤ C

[
|f(φτ )|+

∫ τ

0

|df |φt
| dt
]
.

As in Proposition 4.1.24.1.2, the L2(∂+SM) norm of the second term is

≤ C∥f∥H1(SM). For the first term, we use that φτ |∂+SM = α|∂+SM .

Then Lemma 3.3.53.3.5 and the trace theorem on SM imply that

∥f(φτ )∥L2(∂+SM) ≤ C∥f∥L2(∂SM) ≤ C∥f∥H1(SM).
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Thus ∥V (If)∥L2(∂+SM) ≤ C∥f∥H1(SM). A similar argument works for

T (If), showing that I : H1(SM) → H1(∂+SM) is bounded.

Finally, note that If vanishes on the boundary of ∂+SM whenever

f ∈ C∞(SM). Thus I(C∞(SM)) ⊂ H1
0 (∂+SM), which implies that

I(H1(SM)) ⊂ H1
0 (∂+SM) by density.

Proof of Theorem 4.5.14.5.1 We wish to use the Pestov identity from Propo-

sition 4.5.54.5.5 for uf . Since this identity was derived for smooth functions

and uf fails to be smooth at the glancing region ∂0SM , we apply the

identity in SMε (as defined above) and to the function u = uf |SMε for

ε small. Since K ≤ 0, Xuf = −f and V f = 0, we derive

∥f∥2L2(SMε)
≤ −(Tuf , V uf )∂SMε

.

Letting ε → 0 and using Corollary 4.5.84.5.8 we deduce (cf. Exercise 4.5.94.5.9

below)

∥f∥2L2(SM) ≤ −(Tuf , V uf )∂SM . (4.5.1)

Since uf |∂−SM = 0 and I0f = uf |∂+SM ∈ H1
0 (∂+SM) we deduce

∥f∥2L2(SM) ≤ −(TI0f, V I0f)∂+SM ≤ 1

2
(∥TI0f∥2+∥V I0f∥2) ≤

1

2
∥I0f∥2H1

and the theorem is proved.

Exercise 4.5.9. Consider the vector field N := µX − V (µ)X⊥ and let

Ft be its flow. Show that for ε small enough Fε : ∂SM → ∂SMε. Write

F ∗
ε dΣ

2
ε = qεdΣ

2, where qε is smooth and q0 = 1 since F0 is the identity.

Show that

(Tuf , V uf )∂SMε
= (qε(Tu

f ◦ Fε), V uf ◦ Fε)∂SM .

Use Corollary 4.5.84.5.8 and the dominated convergence theorem to conclude

that as ε→ 0

(qε(Tu
f ◦ Fε), V uf ◦ Fε)∂SM → (Tuf , V uf )∂SM .

Exercise 4.5.10. Let (M, g) be a non-trapping surface with strictly

convex boundary and let f ∈ C∞(SM). Using the Pestov identity

with boundary term and Corollary 4.5.84.5.8 show that XV uf ∈ L2(SM).

Using that X⊥ = [X,V ] conclude that X⊥u
f ∈ L2(SM) and thus

uf ∈ H1(SM).
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Figure 4.1 The vector field e and the function a = tan θ.

4.6 Stability estimate in the simple case

In this section we show how to upgrade the stability estimate in Theo-

rem 4.5.14.5.1 from the case of non-positive curvature to the case of simple

surfaces. A glance at the Pestov identity with boundary terms in Propo-

sition 4.5.54.5.5 reveals that we need to find a better way to manage the

“index form” like-term ∥XV u∥2− (KV u, V u). We shall do this by using

solutions to the Riccati equation; these exist for simple surfaces as we

show next.

Proposition 4.6.1. Let (M, g) be a simple surface. There exists a

smooth function a : SM → R such that

Xa+ a2 +K = 0.

Proof Consider M0 a slightly larger simple surface such that its inte-

rior contains M (see Proposition 3.8.73.8.7), and let τ0 denote the exit time

function for M0. We define a vector field at (x, v) ∈ SM as follows:

e(x, v) := dφτ0(x,−v)(V (φ−τ0(x,−v))),

where φt is, as usual, the geodesic flow, see Figure 4.14.1. Since τ0|SM is

smooth, the vector field e is also smooth. As discussed in Section 3.7.23.7.2,

the geodesic flow preserves the contact plane spanned by X⊥ and V and
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thus there are smooth functions y, z : SM → R such that

e = −yX⊥ + zV.

It was proved in Section 3.7.23.7.2 that t 7→ y(φt(x, v)) solves a Jacobi

equation. We can see this also as follows: note first that

e(φt(x, v)) = dφt(e(x, v))

and therefore [e, X] = 0. This implies

0 = [−yX⊥ + zV,X]

and expanding the brackets using Lemma 3.5.53.5.5 we obtain:

−(Xz +Ky)V + (Xy − z)X⊥ = 0.

Hence Xz = −Ky and Xy = z. In particular, X2y + Ky = 0 and

y|∂+SM0 = 0.

Since M0 has no conjugate points, y ̸= 0 everywhere in SM and we

may define a := z/y. It follows thatXa = −K−a2 in SM as desired.

Exercise 4.6.2. Using the vector field

d(x, v) := dφ−τ0(x,v)(V (φτ0(x,v))),

show that one can construct a smooth function b such thatXb+b2+K =

0 and a − b ̸= 0 everywhere, where a is the solution constructed in the

proof above.

Using the solution a to the Riccati equation given by Proposition 4.6.14.6.1

we will show:

Lemma 4.6.3. Let (M, g) be a simple surface. For any ψ ∈ C∞(SM)

we have

∥Xψ∥2 − (Kψ,ψ) = ∥Xψ − aψ∥2 − (µaψ, ψ)∂SM .

Proof It is enough to consider real valued ψ. Using that a satisfies

Xa+ a2 +K = 0 we easily check that

(Xψ − aψ)2 = (Xψ)2 −Kψ2 −X(aψ2).

Integrating over SM and using Proposition 3.5.123.5.12 to derive∫
SM

X(aψ2) dΣ3 = −(µaψ, ψ)∂SM ,

the lemma follows.
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We now show:

Theorem 4.6.4 (Stability estimate for simple surfaces). Let (M, g) be

a simple surface. Then

∥f∥L2(M) ≤ C∥I0f∥H1(∂+SM)

for any f ∈ C∞(M), where C is a constant that only depends on (M, g).

Proof As in the proof of Theorem 4.5.14.5.1, the starting point is the Pestov

identity with boundary terms given in Proposition 4.5.54.5.5. We apply it on

Mε (as defined in Section 4.54.5) and to the function u = uf |SMε
for ε

small. Since Xuf = −f and V f = 0, we derive

∥f∥2L2(SMε)
= −∥XV uf∥2L2(SMε)

+ (KV uf , uf )SMε − (Tuf , V uf )∂SMε .

Applying Lemma 4.6.34.6.3 for ψ = V uf |SMε we obtain

∥f∥2L2(SMε)
≤ −(Tuf , V uf )∂SMε

+ (µaV uf , V uf )∂SMε
,

where µ is defined on SM using the extension of ν explained in Section

4.54.5 (for small ε it is the inward normal to Mε). We can clearly find a

constant C > 0 depending only on (M, g) such that

(µaV uf , V uf )∂SMε
≤ C∥V uf∥2L2(∂SMε)

.

If we let ε→ 0 and use Corollary 4.5.84.5.8 we obtain

∥f∥2L2(SM) ≤ −(Tuf , V uf )∂SM + C∥V uf∥2L2(∂SM).

Since uf |∂−SM = 0 and I0f = uf |∂+SM ∈ H1
0 (∂+SM) we deduce that

there is constant C such that

∥f∥2L2(SM) ≤ C∥I0f∥2H1(∂+SM),

and the theorem is proved.

Exercise 4.6.5. Use the fact that uf− is smooth for f even (cf. Theorem

5.1.25.1.2 below) to give a proof of the stability estimate of Theorem 4.6.44.6.4

that does not require the approximation argument with SMε.

4.7 The higher dimensional case

Although the results in Sections 4.34.3–4.64.6 have been stated in dimension

two, they remain valid in any dimension n ≥ 2. In this section we will

give the corresponding higher dimensional results. The proofs are vir-

tually the same as in the two-dimensional case, but the Pestov identity
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will take a slightly different form. We will follow the presentation in

Paternain et al.Paternain et al. (2015a2015a), which contains further details.

Let (M, g) be a compact oriented n-dimensional manifold with n ≥ 2.

When n = 2 the analysis on the unit sphere bundle SM was based on

the vector fields X, X⊥ and V . The geodesic vector field X is well de-

fined in any dimension (see (3.3.13.3.1)). We wish to find higher dimensional

counterparts of X⊥ and V .

Recall the splitting TSM = RX ⊕ H ⊕ V in Section 3.63.6, where the

horizontal and vertical bundles H(x,v) and V(x,v) are canonically identi-

fied with elements in {v}⊥ ⊂ TxM . Then for any u ∈ C∞(SM) we can

split the gradient ∇SMu with respect to the Sasaki metric G as

∇SMu = ((Xu)X,
h

∇u,
v

∇u).

The horizontal gradient
h

∇ and vertical gradient
v

∇ are operators

h

∇,
v

∇ : C∞(SM) → Z

where Z := {Z ∈ C∞(SM,TM) : Z(x, v) ∈ TxM and Z(x, v) ⊥ v}.
We define an L2 inner product on Z via

(Z,Z ′)L2(SM) =

∫
SM

⟨Z(x, v), Z ′(x, v)⟩ dΣ2n−1.

The horizontal divergence
h

div and vertical divergence
v

div are defined as

the formal L2 adjoints of −
h

∇ and −
v

∇, respectively. They are operators

h

div,
v

div : Z → C∞(SM).

We also need to define the action of X on Z as

XZ(x, v) := Dt(Z(φt(x, v)))|t=0

where Dt denotes the covariant derivative on M .

The operators
h

∇ and
v

∇ are the required higher dimensional analogues

of X⊥ and V , as indicated by the following example:

Example 4.7.1. When n = 2, one has Z = {z(x, v)v⊥ : z ∈ C∞(SM)}.
It is easy to check (see (Paternain et al.Paternain et al., 2015a2015a, Appendix B)) that

h

∇u(x, v) = −(X⊥u)v
⊥,

v

∇u(x, v) = (V u)v⊥,
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and

h

div(z(x, v)v⊥) = −X⊥z,
v

div(z(x, v)v⊥) = V z.

The following result is the analogue of the basic commutator formulas

in Lemma 3.5.53.5.5. Below, R(x, v) : {v}⊥ → {v}⊥ is the operator deter-

mined by the Riemann curvature tensor R via R(x, v)w = Rx(w, v)v.

Lemma 4.7.2 (Commutator formulas). The following commutator for-

mulas hold on C∞(SM):

[X,
v

∇] = −
h

∇,

[X,
h

∇] = R
v

∇,
h

div
v

∇−
v

div
h

∇ = (n− 1)X.

Taking adjoints, we also have the following commutator formulas on Z:

[X,
v

div] = −
h

div,

[X,
h

div] =
v

divR.

We also have integration by parts formulas (cf. Proposition 3.5.123.5.12):

Proposition 4.7.3 (Integration by parts). Let u,w ∈ C∞(SM) and

Z ∈ Z. Then

(Xu,w)SM = −(u,Xw)SM − (⟨v, ν⟩u,w)∂SM ,

(
h

∇u, Z)SM = −(u,
h

divZ)SM − (u, ⟨Z, ν⟩)∂SM ,

(
v

∇u, Z)SM = −(u,
v

divZ)SM .

The formulas above imply the higher dimensional version of the Pestov

identity. The proof is the same as for n = 2, and we can also include

boundary terms (see e.g. Ilmavirta and PaternainIlmavirta and Paternain (20202020)).

Proposition 4.7.4 (Pestov identity with boundary term). Let (M, g)

be a compact manifold with smooth boundary. If u ∈ C∞(SM), then

∥
v

∇Xu∥2 = ∥X
v

∇u∥2 − (R
v

∇u,
v

∇u) + (n− 1)∥Xu∥2 + (Tu,
v

∇u)∂SM

where Tu := µ
h

∇u−Xu
v

∇µ.



132 The geodesic X-ray transform

Remark 4.7.5. The identity in Proposition 4.7.44.7.4 is an “integrated”

form of the Pestov identity. In previous works, also “pointwise” or “dif-

ferential” versions of this identity appear. In fact, using the commutator

formulas it is easy to prove the pointwise Pestov identity

|
v

∇Xu|2 − |X
v

∇u|2 + ⟨R
v

∇u,
v

∇u⟩ − (n− 1)|Xu|2

= X

[
⟨
h

∇u,
v

∇u⟩
]
−

h

div

[
(Xu)

v

∇u
]
+

v

div

[
(Xu)

h

∇u
]

for any u ∈ C∞(SM). Proposition 4.7.44.7.4 could be obtained by integrating

this identity over SM .

The injectivity of the X-ray transform I0 on simple manifolds follows

from the Pestov identity if we can prove that ∥X
v

∇u∥2 − (R
v

∇u,
v

∇u) ≥
0 when u|∂SM = 0. This follows by using Santaló’s formula and the

index form as in Proposition 4.4.34.4.3. Moreover, we have the more precise

counterpart of Lemma 4.6.34.6.3 which also includes boundary terms:

Lemma 4.7.6. Let (M, g) be a simple manifold. There is a smooth map

U on SM so that U(x, v) is a symmetric linear operator {v}⊥ → {v}⊥
solving the Riccati equation

XU + U2 +R = 0 in SM.

For any Z ∈ Z we have

∥XZ∥2 − (RZ,Z) = ∥XZ − UZ∥2 − (µUZ,Z)∂SM .

The proof of this lemma is very similar to the proof of (Paternain et al.Paternain et al.,

2015a2015a, Proposition 7.1). The term XU in the Riccati equation is de-

fined using the Leibniz rule, that is, by demanding that X(UZ) =

(XU)Z + UXZ. The solution to the Riccati equation (cf. (PaternainPaternain,

19991999, Chapter 2)) is obtained by enlarging (M, g) slightly and flowing

the (Lagrangian) vertical subspace by the geodesic flow exactly as in the

proof of Proposition 4.6.14.6.1.

We now state the injectivity result for I0, and the more general injec-

tivity result involving functions and 1-forms as in Theorem 4.4.24.4.2.

Theorem 4.7.7 (Injectivity of I0). Let (M, g) be a simple manifold,

and let f(x, v) = f0(x) + α|x(v) where f0 ∈ C∞(M) and α is a smooth

1-form on M . If If = 0, then f0 = 0 and α = dp for some p ∈ C∞(M)

with p|∂M = 0. In particular, I0 is injective on C∞(M).
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Following the argument in Section 4.64.6, we also obtain a stability result

for I0 in any dimension.

Theorem 4.7.8 (Stability estimate for simple manifolds). Let (M, g)

be a simple manifold. Then

∥f∥L2(M) ≤ C∥I0f∥H1(∂+SM)

for any f ∈ C∞(M), where C is a constant that only depends on (M, g).
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5

Regularity results for the transport equation

In this chapter we discuss regularity results for the transport equations

used in this monograph. We begin with a discussion on smooth first

integrals and how they be characterized in terms of the operator of

even continuation by the scattering relation. Once this is established

we discuss transport equations including matrix attenuations and we

show a corresponding regularity result (Theorem 5.3.65.3.6); this will cover

all necessary applications in subsequent chapters. We introduce here the

attenuated X-ray transform and we compute its adjoint, although we

leave for Chapter 1212 a more thorough discussion of its significance.

5.1 Smooth first integrals

Let (M, g) be a compact non-trapping manifold with strictly convex

boundary. Recall that for w ∈ C∞(∂+SM) we set (see Definition 4.2.14.2.1)

w♯(x, v) = w(φ−τ(x,−v)(x, v)).

The function w♯ is a first integral of the geodesic flow, i.e. it is constant

along its orbits. From the properties of τ we know that w♯ is smooth on

SM \∂0SM , but it may not be smooth at the glancing region ∂0SM . In

this section we will characterize when smoothness holds. We can easily

guess a necessary condition. Indeed, since w♯(x, v) = w ◦ α(x, v) for

(x, v) ∈ ∂−SM where α is the scattering relation in Definition 3.3.43.3.4, we

see that if w♯ ∈ C∞(SM), then the function

w♯|∂SM =

{
w(x, v), (x, v) ∈ ∂+SM,

w ◦ α(x, v), (x, v) ∈ ∂−SM

134
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must be smooth in ∂SM . We shall show that this condition is also

sufficient.

Following Pestov and UhlmannPestov and Uhlmann (20052005) we introduce the operator of

even continuation with respect to α: for w ∈ C∞(∂+SM) define

A+w(x, v) :=

{
w(x, v), (x, v) ∈ ∂+SM,

w ◦ α(x, v), (x, v) ∈ ∂−SM

Clearly A+ : C∞(∂+SM) → C(∂SM). We also introduce the space

C∞
α (∂+SM) := {w ∈ C∞(∂+SM) : A+w ∈ C∞(∂SM)}.

The main result of this section is the following characterization.

Theorem 5.1.1 (Pestov and UhlmannPestov and Uhlmann (20052005)). Let (M, g) be a compact

non-trapping manifold with strictly convex boundary. Then

C∞
α (∂+SM) = {w ∈ C∞(∂+SM) : w♯ ∈ C∞(SM)}.

Proof We assume (M, g) isometrically embedded in a closed manifold

(N, g) of the same dimension as M . Assuming that A+w ∈ C∞(∂SM),

we need to show that w♯ ∈ C∞(SM). Consider some smooth extension

W of A+w = w♯|∂SM into SN . Writing F (t, x, v) = 1
2W (φt(x, v)), it

follows that

w♯(x, v) =
1

2

[
W (φτ(x,v)(x, v)) +W (φ−τ(x,−v)(x, v))

]
= F (τ(x, v), x, v) + F (−τ(x,−v), x, v).

Recall that we already know that w♯ is smooth in SM \∂0SM , so let us

discuss what happens at the glancing region. Fix some (x0, v0) ∈ ∂0SM

and use Lemma 3.2.93.2.9 to write

w♯(x, v) = F (Q(
√
a(x, v), x, v), x, v) + F (Q(−

√
a(x, v), x, v), x, v)

near (x0, v0) in SM . Setting G(r, x, v) := F (Q(r, x, v), x, v), we have

w♯(x, v) = G(
√
a(x, v), x, v) +G(−

√
a(x, v), x, v)

near (x0, v0) in SM , where G is smooth near (0, x0, v0) in R×SN . Now

G(r, x, v) +G(−r, x, v) = H(r2, x, v)

where H is smooth near (0, x0, v0) (cf. Exercise 3.2.123.2.12). This finally

shows that

w♯(x, v) = H(a(x, v), x, v)

near (x0, v0) in SM , proving that w♯ is smooth near (x0, v0) in SM .

Since (x0, v0) ∈ ∂0SM was arbitrary, we have w♯ ∈ C∞(SM).
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We make right away an application of this result to the function uf in

Definition 4.2.14.2.1 solving Xuf = −f and uf |∂−SM = 0. If u is a function

on SM we denote the even and odd parts with respect to v by

u+(x, v) =
1

2
(u(x, v) + u(x,−v)), u−(x, v) =

1

2
(u(x, v)− u(x,−v)).

Theorem 5.1.2. Let (M, g) be a non-trapping manifold with strictly

convex boundary and let f ∈ C∞(SM). If f is even then uf− is smooth

in SM . Similarly, if f is odd then uf+ is smooth in SM .

Proof Assume f is even, the proof for f is odd is almost identical. Since

X maps odd/even functions to even/odd functions, we have Xuf− = −f .
By Proposition 3.3.13.3.1 there is h ∈ C∞(SM) such that Xh = −f . Thus

w := h− uf− is a first integral, i.e. Xw = 0. We claim that w is smooth

and hence so is uf− (if f is odd then h− uf+ would be smooth).

Let a denote the flip a(x, v) = (x,−v). Since a ◦φt = φ−t ◦ a and f is

even, we have

uf (x,−v) =
∫ τ(x,−v)

0

f(φt(a(x, v)) dt =

∫ τ(x,−v)

0

f(φ−t(x, v)) dt

= −
∫ −τ(x,−v)

0

f(φt(x, v)) dt.

Hence

w = h− 1

2

∫ τ(x,v)

0

f(φt(x, v)) dt−
1

2

∫ −τ(x,−v)

0

f(φt(x, v)) dt

and therefore for (x, v) ∈ ∂SM we have

w(x, v) = h(x, v)− 1

2

∫ τ̃(x,v)

0

f(φt(x, v)) dt.

By Lemma 3.2.63.2.6, τ̃ ∈ C∞(∂SM) and as a consequence w|∂SM is smooth.

By Theorem 5.1.15.1.1, w ∈ C∞(SM) and the result follows.

5.2 Folds and the scattering relation

The original proof of Theorem 5.1.15.1.1 was based on a result in (HörmanderHörmander,

1983–19851983–1985, Theorem C.4.4) which is in turn underpinned by a result

similar to Lemma 3.2.103.2.10. In this section we explain the original approach

in Pestov and UhlmannPestov and Uhlmann (20052005) as it is geometrically quite illuminating.
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We start with a general definition from differential topology; for what

follows we refer to (HörmanderHörmander, 1983–19851983–1985, Appendix C) for details.

Definition 5.2.1. Let f :M → N be a smooth map between manifolds

of the same dimension n. We say that f has a Whitney fold at m ∈ M

if dfm : TmM → Tf(m)N has rank n− 1 and given smooth n-forms ωM
and ωN that are non-vanishing at m and f(m) respectively, we have

f∗ωN = λωM

where λ ∈ C∞(M) is such that λ(m) = 0 and dλ|ker df |m ̸= 0.

Remark 5.2.2. This definition is a little different from the one given

in (HörmanderHörmander, 1983–19851983–1985, Appendix C), but it is easily seen to be

equivalent (and a bit easier to use for computations). Note that the

function λ is well-defined up to a non-vanishing C∞-multiple, so the

conditions imposed on λ are indeed independent of the choices of n-

forms. To gain more insight, note that if df |m has rank n − 1, we can

choose local coordinates in N such that the map f can be represented

as f = (f1, . . . , fn) with dfn = 0 at m. Then df1, . . . , dfn−1 are linearly

independent atm, so we can choose local coordinates inM with yj = fj ,

j < n. It follows that we can represent f as

f(y) = (y1, · · · , yn−1, fn(y)).

Using this representation and the canonical volume form in Euclidean

space we see that λ(y) = ∂fn(y)/∂yn, so to have a fold at m we need

∂2fn(0)/∂y
2
n ̸= 0.

If f has a fold at m ∈ M , there exists an involution σ : M → M

(locally defined) such that σ2 = Id, σ ̸= Id, f ◦ σ = f and the set of

fixed points L of σ coincides with the set of points near m where df has

rank n− 1. In fact, f has a very simple normal form near m, that is, in

suitable coordinates f has a local expression at zero:

f(y1, . . . , yn) = (y1, . . . , yn−1, y
2
n).

Moreover, the involution is just given by σ(y′, yn) = (y′,−yn) where

y′ = (y1, . . . , yn−1), and L is determined by yn = 0. Using this normal

form it is not hard to show that the following result holds:

Theorem 5.2.3. (HörmanderHörmander, 1983–19851983–1985, Theorem C.4.4) Suppose f

has a fold at m and let u be C∞ in a neighbourhood of m ∈ M . Then,

there exists v ∈ C∞ in a neighbourhood of f(m) ∈ N with v ◦ f = u iff

u ◦ σ = u.
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One implication in the theorem is straightforward: if v exists with

v ◦ f = u, then u ◦ σ = v ◦ f ◦ σ = v ◦ f = u, so the content of the

theorem is the converse statement.

Let us return now to the situation we are interested in, namely, let

(M, g) be a compact non-trapping manifold with strictly convex bound-

ary. Consider a slightly larger manifold M0 engulfing M so that (M0, g)

is still non-trapping with strictly convex boundary and let τ0 be the

exit time of M0. The existence of such (M0, g) follows right away from

Proposition 3.3.13.3.1 since Xf > 0 is an open condition (strict convexity of

the boundary is also open under small perturbations).

We define a map ϕ : ∂SM → ∂−SM0 by

ϕ(x, v) := φτ0(x,v)(x, v).

This map is C∞ since τ0|SM is C∞. Here is the main claim about ϕ:

Proposition 5.2.4. The map ϕ has a Whitney fold at every point of the

glancing region ∂0SM . Moreover, the relevant involution is the scattering

relation α.

Proof Let us first check that ϕ ◦ α = ϕ. Indeed

ϕ(α(x, v)) = φτ0(φτ̃(x,v)(x,v))(φτ̃(x,v)(x, v)) = φτ0(φτ̃(x,v)(x,v))+τ̃(x,v)(x, v)

and since τ0(φτ̃(x,v)(x, v)) = τ0(x, v)− τ̃(x, v) the claim follows.

To prove that ϕ has a Whitney fold at ∂0SM we first show that given

(x, v) ∈ ∂0SM we have

ker dϕ(x,v) ⊕ T(x,v)∂0SM = T(x,v)∂SM. (5.2.1)

To this end, we consider ξ ∈ T(x,v)∂SM and we compute using the chain

rule

dϕ(x,v)(ξ) = dτ0(ξ)X(ϕ(x, v)) + dφτ0(x,v)(ξ) (5.2.2)

and from this it follows that RX(x, v) = ker dϕ(x,v) since dτ0(X(x, v)) =

−1 and dφτ0(x,v)(X(x, v)) = X(ϕ(x, v)). Note that if dϕ(x,v)(ξ) = 0,

then ξ ∈ RX(x, v) since dφτ0(x,v) is a linear isomorphism. Since we are

assuming that ∂M is strictly convex, (5.2.15.2.1) follows directly from Lemma

3.6.23.6.2.

To complete the proof we need to show the non-degeneracy condi-

tion in Definition 5.2.15.2.1. As a top dimensional form on ∂−SM0 we take

j∗0 (iXdΣ
2n−1), where j0 denotes inclusion of ∂SM0. Using Lemma 3.6.53.6.5
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we see that this form does not vanish at ϕ(x, v). Using (5.2.25.2.2) we com-

pute its pull-back under ϕ to be

ϕ∗(j∗0 (iXdΣ
2n−1)) = j∗(iXdΣ

2n−1)

since the geodesic flow preserves dΣ2n−1. This is checked exactly as in

the proof of Proposition 3.6.83.6.8.

Using Lemma 3.6.53.6.5 again we deduce that we can use λ = µ, so

to complete the proof we need to show that dµ(x,v)(X(x, v)) ̸= 0 for

(x, v) ∈ ∂0SM . But if ρ is a boundary defining function as in Lemma

3.1.103.1.10, we have seen that µ(x, v) = ⟨∇ρ(x), v⟩ for (x, v) ∈ ∂SM and

dµ(x,v)(X(x, v)) = Hessx(ρ)(v, v) = −Πx(v, v) < 0 for (x, v) ∈ ∂0SM .

We now explain how to use Theorem 5.2.35.2.3 to give a proof of The-

orem 5.1.15.1.1. Consider a function w ∈ C∞(∂+SM) such that A+w ∈
C∞(∂SM). Clearly A+w is invariant under α and thus by Theorem

5.2.35.2.3, there is a smooth function v defined in a neighbourhood of ϕ(∂SM)

such that v ◦ ϕ = w.

Consider the map Ψ : SM → ∂−SM given by Ψ(x, v) = φτ(x,v)(x, v)

and the analogous one Ψ0 : M0 → ∂−SM0 using τ0. Note that w♯ =

w ◦ α ◦Ψ and that ϕ ◦ α ◦Ψ = Ψ0|SM . Hence

w♯ = w ◦ α ◦Ψ = v ◦ ϕ ◦ α ◦Ψ = v ◦Ψ0|SM

and since v and Ψ0|SM are C∞ it follows that w♯ is C∞ as desired.

5.3 A general regularity result

Let (M, g) be a non-trapping manifold with strictly convex boundary

and let A : SM → Cm×m be a matrix-valued smooth function. We

sometimes refer to A as a matrix attenuation.

We would like to study regularity results for solutions u : SM → Cm
to equations of the form

Xu+Au = f

where f ∈ C∞(SM,Cm) and u|∂SM = 0. We shall show that under

these conditions u must be C∞.

As we have done before, consider (M, g) isometrically embedded in a

closed manifold (N, g) and we extend A smoothly to N . Under these

assumptions A on N defines a smooth cocycle over the geodesic flow φt
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of (N, g). The cocycle takes values in the group GL(m,C) and is defined

as follows: let C : SN × R → GL(m,C) be determined by the following

matrix ODE along the orbits of the geodesic flow

d

dt
C(x, v, t) +A(φt(x, v))C(x, v, t) = 0, C(x, v, 0) = Id.

The function C is a cocycle:

C(x, v, t+ s) = C(φt(x, v), s)C(x, v, t)

for all (x, v) ∈ SN and s, t ∈ R.

Exercise 5.3.1. Prove the cocycle property by using uniqueness for

ODEs and the fact that φt is a flow.

Having this cocycle is just as convenient as having φt defined for t ∈ R
in SN . We shall see that using it we can reduce smoothness questions

to τ ; a recurrent theme.

Consider as before (M0, g) non-trapping with strictly convex boundary

and containing (M, g) in its interior. Let τ0 be the exit time of M0.

Lemma 5.3.2. The function R : SM → GL(m,C) defined by

R(x, v) := [C(x, v, τ0(x, v))]
−1,

is smooth and satisfies

XR+AR = 0,

X(R−1)−R−1A = 0.

Proof Since τ0|SM is smooth and the cocycle C is smooth, the smooth-

ness ofR follows right away. To check thatR satisfies the stated equation,

we use that τ0(φt(x, v)) = τ0(x, v)−t together with the cocycle property

to obtain

R(φt(x, v)) = [C(φt(x, v), τ0(φt(x, v))]
−1

= C(x, v, t)[C(x, v, τ0(x, v))]
−1.

Diiferentiating at t = 0 yields

XR = −AR.

It also follows that X(R−1) = −R−1(XR)R−1 = R−1A.

In subsequent chapters, we will discuss the attenuated X-ray transform

in detail, but for now we give the most basic definitions as they are

useful for phrasing the main regularity result for the transport equation
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with general matrix attenuation. In the scalar case, the attenuated X-ray

transform Iaf of a function f ∈ C∞(SM,C) with attenuation coefficient

a ∈ C∞(SM,C) can be defined as the integral

Iaf(x, v) :=

∫ τ(x,v)

0

f(φt(x, v)) exp

[∫ t

0

a(φs(x, v)) ds

]
dt

for (x, v) ∈ ∂+SM . Alternatively, we may set Iaf := u|∂+SM where u is

the unique solution of the transport equation

Xu+ au = −f in SM, u|∂−SM = 0.

The last definition generalizes without difficulty to the case of a gen-

eral matrix attenuation A. Let f ∈ C∞(SM,Cm) be a vector valued

function and consider the following transport equation for a function

u : SM → Cm,

Xu+Au = −f in SM, u|∂−SM = 0.

On a fixed geodesic the transport equation becomes a linear ODE with

zero final condition, and therefore this equation has a unique solution

that will be denoted by u = ufA in this chapter.

Definition 5.3.3. The attenuated X-ray transform of f ∈ C∞(SM,Cm)

is given by

IAf := ufA|∂+SM .

It is a simple task to write an integral formula for ufA using a matrix

integrating factor as in Lemma 5.3.25.3.2.

Lemma 5.3.4. With R as in Lemma 5.3.25.3.2 we have

ufA(x, v) = R(x, v)

∫ τ(x,v)

0

(R−1f)(φt(x, v)) dt for (x, v) ∈ SM.

Proof Let u = ufA. A computation using XR−1 = R−1A (which follows

easily from XR+AR = 0) and Xu+Au = −f yields

X(R−1u) = (XR−1)u+R−1Xu = −R−1f.

Since R−1u|∂−SM = 0, the lemma follows.

Remark 5.3.5. It is useful for future purposes to understand how the

formula in the lemma changes if we consider a different integrating fac-

tor, i.e. another invertible matrix R1 satisfying XR1 +AR1 = 0. Since

X(R−1R1) = X(R−1)R1 +R−1X(R1) = R−1AR1 −R−1AR1 = 0
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we derive

R1 = RW ♯

where W = R−1R1|∂+SM .

Lemma 5.3.45.3.4 shows that ufA is in general as smooth as τ , i.e. smooth

everywhere except perhaps at the glancing region ∂0SM . However, the

next result will show that if IAf = 0, then ufA is C∞.

Theorem 5.3.6 (Paternain et al.Paternain et al. (20122012)). Let (M, g) be a non-trapping

manifold with strictly convex boundary. Let A ∈ C∞(SM,Cm×m) and

f ∈ C∞(SM,Cm) be such that IAf = 0. Then ufA ∈ C∞(SM,Cm).

Proof It is enough to show that the function r := R−1ufA smooth.

According to Lemma 5.3.45.3.4, r satisfies

Xr = −R−1f in SM, r|∂SM = 0.

Choose h ∈ C∞(SM,Cm) such that Xh = −R−1f . We know such a

function exists either by appealing to Proposition 3.3.13.3.1 or by using the

enlargement M0 of M , extending R−1f smoothly to N and setting

h(x, v) =

∫ τ0(x,v)

0

(R−1f)(φt(x, v)) dt for (x, v) ∈ SM.

Recall that τ0|SM is smooth. Thus the function h−r satisfiesX(h−r) = 0

and since (h − r)|∂SM = h|∂SM ∈ C∞(∂SM,Cm), Theorem 5.1.15.1.1 gives

that h− r is smooth in SM and thus r is smooth as desired.

We conclude this section with a brief discussion as to what happens

if we swap the choice of boundary conditions in the transport equation.

Suppose that we consider the equation

Xu+Au = f in SM, u|∂+SM = 0.

Note the change of sign in the right hand side of the transport equation

and the fact that we now demand u to vanish on the influx boundary.

Let us call wf the unique solution.

Lemma 5.3.7. We have the following identity on ∂+SM :

wf ◦ α = R−1 uf

where R is the unique integrating factor for A with R|∂−SM = Id.

Exercise 5.3.8. Prove the lemma.
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5.4 The adjoint I∗A

Let (M, g) be a non-trapping manifold with strictly convex boundary

and let A : SM → Cm×m be a smooth matrix attenuation. In this

section we shall compute the adjoint I∗A of

IA : L2(SM,Cm) → L2
µ(∂+SM,Cm).

We endow Cm with its standard Hermitian inner product, so the L2

spaces are defined using this inner product and the usual volume forms

dΣ2n−1 and dµ = µdΣ2n−2.

Using the same arguments as in Proposition 4.1.24.1.2 one shows:

Proposition 5.4.1. The operator IA extends to a bounded operator

IA : L2(SM,Cm) → L2
µ(∂+SM,Cm).

Moreover, the following stronger result holds: IA extends to a bounded

operator

IA : L2(SM,Cm) → L2(∂+SM,Cm).

Exercise 5.4.2. Prove the proposition.

Lemma 5.4.3. If R : SM → GL(m,C) is such that XR + AR = 0,

then

I∗Ah = (R∗)−1(R∗h)♯.

Proof Recall that given R we can write

IAf = ufA|∂+SM = R(x, v)

∫ τ(x,v)

0

(R−1f)(φt(x, v)) dt

for (x, v) ∈ ∂+SM . Let us compute using Santaló’s formula:

(IAf, h) =

∫
∂+SM

⟨IAf, h⟩Cm dµ

=

∫
∂+SM

dµ

〈∫ τ

0

(R−1f)(φt(x, v)) dt,R
∗h

〉
Cm

=

∫
∂+SM

dµ

∫ τ

0

〈
R−1f, (R∗h)♯

〉
Cm (φt(x, v)) dt

=

∫
SM

〈
R−1f, (R∗h)♯

〉
Cm dΣ2n−1

= (f, (R∗)−1(R∗h)♯)
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and thus I∗Ah = (R∗)−1(R∗h)♯ as desired.

Remark 5.4.4. Observe that U = (R∗)−1 solves the matrix transport

equation XU − A∗U = 0 and since (R∗h)♯ is a first integral of the

geodesic flow, f = I∗Ah solves{
Xf −A∗f = 0,

f |∂+SM = h.

We conclude this chapter by discussing the closely related X-ray trans-

form with a matrix weight.

Definition 5.4.5. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. Given a smooth matrix weight W : SM →
GL(m,C), the matrix weighted X-ray transform is the map

IW : C∞(SM,Cm) → C∞(∂+SM,Cm),

IWf(x, v) =

∫ τ(x,v)

0

(Wf)(φt(x, v)) dt,

where (x, v) ∈ ∂+SM .

Note that one always has

IWf = uWf |∂+SM

where u = uWf is the unique solution of

Xu = −Wf in SM, u|∂−SM = 0.

The following result shows that one can always reduce a matrix weighted

transform IW for W ∈ C∞(SM,GL(m,C)) into an attenuated X-ray

transform IA for a general attenuation A ∈ C∞(SM,Cm×m), and vice

versa. We note that there is a slight abuse of notation, but we hope that

it will be clear from the context whether the transform involves a weight

or an attenuation.

Lemma 5.4.6. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary, and let f ∈ C∞(SM,Cm).

(a) Given any W ∈ C∞(SM,GL(m,C)), one has

IWf = WIAf |∂+SM

where A := W−1(XW) ∈ C∞(SM,Cm×m).
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(b) Given any A ∈ C∞(SM,Cm×m), one has

IAf = W−1IWf |∂+SM

where W is any solution in C∞(SM,GL(m,C)) of XW − WA = 0

in SM (e.g. W could be obtained from Lemma 5.3.25.3.2).

Proof (a) If A has the given form, then

(X +A)(W−1uWf ) = (X(W−1) +AW−1)uWf +W−1XuWf = −f.

Since uWf |∂−SM = 0, one has ufA = W−1uWf and thus IWf = WIfA|∂+SM .

(b) If W is as stated, then

X(WufA) = (XW)ufA +W(−AufA − f) = −Wf.

Thus WufA = uWf and WIAf |∂+SM = IWf .

Remark 5.4.7. Using the argument in Proposition 4.1.24.1.2, one can show

that IW is bounded L2(SM,Cm) → L2(∂+SM,Cm) and thus it is also

bounded L2(SM,Cm) → L2
µ(∂+SM,Cm). The adjoint

I∗W : L2
µ(∂+SM,Cm) → L2(SM,Cm)

is easily computed as above and it is given by

I∗Wh = W∗h♯.
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6

Vertical Fourier analysis

In this chapter we will study Fourier series expansions of functions on

SM , where dimM = 2, with respect to the angular variable. It turns

out that such Fourier expansions can be invariantly defined and that

the geodesic vector field decomposes as X = η+ + η− where η± maps

Fourier modes of degree k to degree k±1. The Fourier expansions make it

possible to consider holomorphic functions and Hilbert transforms with

respect to the angular variable, and a certain amount of complex analysis

becomes available. We also obtain an identification of symmetric tensor

fields on M and functions on SM having finite Fourier expansions. In

the final section we explain how this analysis extends to dimM ≥ 3.

6.1 Vertical Fourier expansions

Let us begin with a basic example.

Example 6.1.1 (Unit disk). Let M = D be the closed unit disk and

let g = e be the Euclidean metric. One can identify SM with M × S1.

For any u ∈ C∞(SM), if we keep x ∈M fixed then u(x, · ) is a smooth

function on S1 and has the Fourier expansion

u(x, θ) =

∞∑
k=−∞

uk(x)e
ikθ

where the Fourier coefficients uk(x) are smooth functions on M given

by

uk(x) =
1

2π

∫ 2π

0

e−ikθu(x, θ) dθ.
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As discussed in Example 3.5.13.5.1, the geodesic vector field is given by

Xu(x, θ) = (cos θ)∂x1
u(x, θ) + (sin θ)∂x2

u(x, θ).

We write z = x1 + ix2 and introduce the complex derivatives

∂z =
1

2
(∂x1

− i∂x2
), ∂z̄ =

1

2
(∂x1

+ i∂x2
). (6.1.1)

A short computation using the formulas cos θ = eiθ+e−iθ

2 and sin θ =
eiθ−e−iθ

2i shows that X may be written as

Xu = eiθ∂zu+ e−iθ∂z̄u.

Write

η+u = eiθ∂zu, η−u = e−iθ∂z̄u.

Note that since X = (cos θ, sin θ) ·∇x and X⊥ = (sin θ,− cos θ) ·∇x, one

also has the expressions

η+ =
1

2
(X + iX⊥), η− =

1

2
(X − iX⊥). (6.1.2)

Now u ∈ C∞(SM) is of the form a(x)eikθ iff

−i∂θu = ku. (6.1.3)

The equation (6.1.36.1.3) characterizes the Fourier modes of degree k (i.e.

functions of the form a(x)eikθ). Moreover, one has

η+(a(x)e
ikθ) = ∂za(x)e

i(k+1)θ, η−(a(x)e
ikθ) = ∂z̄a(x)e

i(k−1)θ.

Thus X = η+ + η− where η± maps Fourier modes of degree k to degree

k ± 1.

We wish to extend the notions in Example 6.1.16.1.1 to general surfaces.

Let (M, g) be a compact oriented two-dimensional manifold with smooth

boundary. Let (x, θ) be the special coordinates on SM introduced in

Lemma 3.5.63.5.6 where x = (x1, x2) are isothermal coordinates. Then the

vertical vector field is given by V = ∂
∂θ , and the following definition

generalizes (6.1.36.1.3).

Definition 6.1.2 (Fourier modes of degree k). For any k ∈ Z define

Hk = {u ∈ L2(SM) : −iV u = ku},
Ωk = {u ∈ C∞(SM) : −iV u = ku}.
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Lemma 6.1.3 (Fourier expansions). Any u ∈ L2(SM) has a unique

L2-orthogonal decomposition

u =

∞∑
k=−∞

uk

where uk ∈ Hk. In particular, in terms of L2(SM) norms one has

∥u∥2 =

∞∑
k=−∞

∥uk∥2.

If u ∈ C∞(SM), then uk ∈ Ωk and the sum converges in C∞(SM). In

the special coordinates (x, θ) in Lemma 3.5.63.5.6, one has

uk(x, θ) = ũk(x)e
ikθ, ũk(x) =

1

2π

∫ 2π

0

e−ikθu(x, θ) dθ.

The Fourier modes uk are intrinsically given by

uk(x, v) =
1

2π

∫ 2π

0

u(ρt(x, v))e
−ikt dt, (6.1.4)

where ρt is the flow of the vertical vector field V as in Definition 3.5.33.5.3.

In particular, u0(x) is the average

u0(x) =
1

2π

∫
SxM

u(x, v) dSx.

Proof If u ∈ L2(SM), then in the special coordinates (x, θ) one has

u(x, · ) ∈ L2(S1) for a.e. x ∈ M . Thus the L2 expansions and formulas

for Fourier modes follow directly from the corresponding properties of

Fourier series on S1. The fact that for u ∈ C∞(SM) the sum converges

in C∞(SM) will be proved below.

The following definition, which generalizes (6.1.26.1.2), introduces the so

called Guillemin-Kazhdan operators η± from Guillemin and KazhdanGuillemin and Kazhdan

(1980a1980a).

Definition 6.1.4 (The operators η±). Define the first order operators

η+ :=
1

2
(X + iX⊥), η− :=

1

2
(X − iX⊥).

From the structure equations for the frame {X,X⊥, V } we obtain the

following basic properties of the operators η±.
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Lemma 6.1.5 (Properties of η±). One has X = η++η−. The following

bracket relations hold:

[η±, iV ] = ±η±, [η+, η−] =
i

2
KV. (6.1.5)

For any k ∈ Z one has

η± : Ωk → Ωk±1, V : Ωk → Ωk.

Moreover, if u,w ∈ C1(SM) one has the integration by parts formula

(η±u,w)SM = −(u, η∓w)SM − (µ±1u,w)∂SM

where µ±1 = 1
2 (⟨v, ν⟩ ± i⟨v⊥, ν⟩) are the Fourier modes of µ = ⟨v, ν⟩, so

that µ = µ1 + µ−1.

Proof Clearly η+ + η− = X, and (6.1.56.1.5) follows easily from the com-

mutator formulas in Lemma 3.5.53.5.5. Let now u ∈ Ωk, so that −iV u = ku.

Then

−iV (η±u) = η±(−iV u) + [η±, iV ]u = η±(ku)± η±u = (k ± 1)η±u.

This shows that η±u ∈ Ωk±1. Moreover, if u ∈ Ωk then V u = iku

and −iV (V u) = ik2u = kV u so V u ∈ Ωk. The integration by parts

formula for η± follows directly from Proposition 3.5.123.5.12. Note also that

for µ = ⟨v, ν⟩, one has V µ = −⟨v⊥, ν⟩ and therefore µ has Fourier

coefficients

µ±1 =
1

2
(µ∓ iV µ) =

1

2
(⟨v, ν⟩ ± i⟨v⊥, ν⟩).

Exercise 6.1.6. Prove (6.1.56.1.5).

We now finish the proof of Lemma 6.1.36.1.3.

End of proof of Lemma 6.1.36.1.3 Let u ∈ C∞(SM), and let u =
∑
uk

with convergence in L2(SM). The sum converges in C∞(SM) if we can

show that for any vector fields Y1, . . . , Yr on SM where r ≥ 0, one

has Y1 · · ·Yru =
∑
Y1 · · ·Yruk with convergence in L2(SM). (Note that

uk ∈ C∞(SM) by (6.1.46.1.4).) Since {X,X⊥, V } is a frame of TSM , it is

enough to consider the case where Yj ∈ {η+, η−, V }.
We claim that for u ∈ C∞(SM) and k ∈ Z one has

(η±u)k = η±uk∓1, (V u)k = V uk. (6.1.6)

We prove this for η+ (the other claims are analogous). It is enough to
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show that η+u − η+uk−1 is L2-orthogonal to Hk. Now if w ∈ Ωk, by

Lemma 6.1.56.1.5 one has

(η+u− η+uk−1, w)SM = −(u− uk−1, η−w)SM − (µ1(u− uk−1), w)∂SM

= −(u− uk−1, µ−1w)∂SM

since η−w ∈ Ωk−1. Additionally, µ−1w is a Fourier mode of degree k− 1

in the sense that (−iV − (k − 1))(µ−1w) = 0 on ∂SM . It follows that

η+u − η+uk−1 is L2-orthogonal to Ωk, and since Ωk is dense in Hk by

(6.1.46.1.4) it follows that (η+u)k = η+uk−1.

Choosing Y1 = η+ above, we have by (6.1.66.1.6)

N∑
k=−N

Y1uk =

N∑
k=−N

(η+u)k+1.

This converges to Y1u in L2(SM) as N → ∞ since η+u ∈ L2(SM).

Repeating this argument for Y1, . . . , Yr ∈ {η+, η−, V } shows that indeed

the sum u =
∑
uk converges in C∞(SM).

Exercise 6.1.7. Let I ⊂ Z be a subset and PI : L2(SM) → L2(SM)

the orthogonal projection onto ⊕i∈IHk. Show that PI(C
∞(SM)) ⊂

C∞(SM).

We will next give a local coordinate expression for η±.

Lemma 6.1.8 (Formulas for η±). In the special coordinates (x, θ) of

Lemma 3.5.63.5.6 where x = (x1, x2) are isothermal coordinates, we can

write the operators η± as

η+ = e−λeiθ
(
∂

∂z
+ i

∂λ

∂z

∂

∂θ

)
, η− = e−λe−iθ

(
∂

∂z̄
− i

∂λ

∂z̄

∂

∂θ

)
.

In particular

η+(h(x)e
ikθ) = e(k−1)λ∂z(he

−kλ)ei(k+1)θ, (6.1.7)

η−(h(x)e
ikθ) = e−(1+k)λ∂z̄(he

kλ)ei(k−1)θ, (6.1.8)

where h = h(x1, x2) and ∂z, ∂z̄ are as in (6.1.16.1.1).

Exercise 6.1.9. Prove Lemma 6.1.86.1.8 by using Lemma 3.5.63.5.6 and the

definitions of η±.

We next consider the decomposition u = u+ + u− of u into its even

and odd parts with respect to the antipodal map (x, v) 7→ (x,−v).
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Definition 6.1.10. The even and odd parts of u with respect to v are

given by

u+(x, v) :=
1

2
(u(x, v) + u(x,−v)),

u−(x, v) :=
1

2
(u(x, v)− u(x,−v)).

This decomposition can be expressed in terms of Fourier coefficients:

Lemma 6.1.11 (Even and odd parts). One has

u+ =
∑
k even

uk, u− =
∑
k odd

uk.

Exercise 6.1.12. Prove Lemma 6.1.116.1.11 by using the special coordinates

(x, θ).

Exercise 6.1.13. Show that X and X⊥ map even functions to odd

functions and odd functions to even functions. Show that V maps even

functions to even functions and odd functions to odd functions.

The next definition introduces holomorphic and anti-holomorphic func-

tions with respect to the θ variable.

Definition 6.1.14 (Holomorphic functions). A function u : SM → C
is said to be (fibrewise) holomorphic if uk = 0 for all k < 0. Similarly, u

is said to be (fibrewise) anti-holomorphic if uk = 0 for all k > 0.

Remark 6.1.15. A quick word on the terminology. In the setting (M, g) =

(D, e) of Example 6.1.16.1.1, a function u(x, θ) = u(x, eiθ) is holomorphic if

u(x, eiθ) =

∞∑
k=0

uk(x)e
ikθ

and anti-holomorphic if

u(x, eiθ) =

0∑
k=−∞

uk(x)e
ikθ

Thus if u is holomorphic, one can define a function ŭ(x, ζ) in the unit

ball bundle M × D by

ŭ(x, ζ) =

∞∑
k=0

uk(x)ζ
k.

This function is analytic in ζ and its restriction to M × ∂D is u(x, eiθ).

Similarly, a holomorphic function u ∈ C∞(SM) can be understood as
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the restriction to the boundary of a function ŭ in the unit ball bundle,

obtained by “filling in” the unit circle SxM into the unit ball, where ŭ

is fibrewise analytic.

Exercise 6.1.16. Show that if f : S1 → C is a smooth function with

Fourier coefficients ak = 0 for k < 0, then the power series
∑∞
k=0 akz

k

defines a function f̃ in C∞(D) which is holomorphic in D. Conversely, the
restriction of any such f̃ to S1 has vanishing negative Fourier coefficients.

Remark 6.1.17. Later on we will be dealing with situations where

we have both types of holomorphicity, namely, the fibrewise described

above (vertical) and holomorphicity due to the underlying Riemann sur-

face structure of (M, g) as discussed in Section 3.43.4 (horizontal, variable

“z” above in isothermal coordinates). In most cases the type of holo-

morphicity is given by the context, but if necessary we might use the

word fibrewise to indicate that we mean the one in Definition 6.1.146.1.14.

We will use several times the next basic properties of holomorphic

functions.

Lemma 6.1.18. If u,w ∈ C∞(SM) are holomorphic (resp. anti-holomorphic),

then the functions

u+ w, uw, eu

are holomorphic (resp. anti-holomorphic).

We conclude this section by explaining an identification between ele-

ments of Ωk and smooth sections of certain vector bundles over M . For

some of the concepts related to Riemann surfaces that arise below we

refer to DonaldsonDonaldson (20112011).

As we have seen in Theorem 3.4.93.4.9, the Riemannian metric g makes

M naturally into a Riemann surface. The cotangent bundle T ∗M of M

turns into a complex line bundle over M denoted by κ and known as

the canonical line bundle. The sections of this bundle consist of (1, 0)-

forms and locally have the form w(z) dz. The conjugate bundle κ is the

complex line bundle obtained by letting the complex numbers act by

multiplication by their conjugates. The sections of κ are the (0, 1)-forms

and locally have the form w(z) dz̄.

The dual κ∗ of κ is called the anti-canonical line bundle and we shall

also denote it by κ−1. With this bundle we can make sense of tensor

powers κ⊗k for any k ∈ Z. The Riemannian metric induces a Hermitian

inner product on κ and using this inner product we can also identify κ−1

with the conjugate bundle κ.
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Lemma 6.1.19 (Ωk as smooth sections). For k ≥ 0, elements in Ωk
can be identified with smooth sections of the bundle κ⊗k. Similarly, for

k ≤ 0, elements in Ωk can be identified with smooth sections of the

bundle κ⊗−k.

Proof We only consider the proof for k ≥ 0, leaving the case k ≤ 0 as

an exercise. Let Γ(M,κ⊗k) denote the space of smooth sections of the

k-th tensor power of the canonical line bundle κ. Given a metric g on

M , there is map

φg : Γ(M,κ⊗k) → Ωk

given by restriction to SM . In other words, an element f ∈ Γ(M,κ⊗k)

gives rise to a function in SM simply by setting fx(v, . . . , v︸ ︷︷ ︸
k

). Let us

check what this map looks like in isothermal coordinates. An element

of Γ(M,κ⊗k) is locally of the form w(z) (dz)k. Any unit tangent vector

is of the form v = e−λ(cos θ ∂x1
+ sin θ ∂x2

). Hence the restriction of

w(z) (dz)k to SM is

w(z)e−kλeikθ.

Observe that φg is surjective because given u ∈ Ωk we can write it

locally as u = h(x)eikθ and the local sections hekλ (dz)k glue together to

define an element in Γ(M,κ⊗k) (see Exercise 6.1.206.1.20). Since φg is clearly

injective, it is a complex linear isomorphism.

Exercise 6.1.20. Check that in the proof above, the local sections

hekλ (dz)k glue together to define an element in Γ(M,κ⊗k).

Using the identification from the lemma, we can explicitly conjugate

η− to a ∂-operator. Similarly as for φg, there is a restriction map

ψg : Γ(M,κ⊗k ⊗ κ̄) → Ωk−1

which is an isomorphism. The restriction of w(z) (dz)k ⊗ dz̄ to SM is

w(z)e−(k+1)λei(k−1)θ,

because unit tangent vectors have the form v = e−λ(cos θ ∂x1+sin θ ∂x2).

Given any holomorphic line bundle ξ over M , there is a ∂-operator

defined on:

∂ : Γ(M, ξ) → Γ(M, ξ ⊗ κ̄).

In particular we can take ξ = κ⊗k. Combining this with (6.1.86.1.8) we derive

the following commutative diagram:
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Γ(M,κ⊗k)
φg−−−−→ Ωky∂ yη−

Γ(M,κ⊗k ⊗ κ̄)
ψg−−−−→ Ωk−1

In other words:

η− = ψg ∂ φ
−1
g . (6.1.9)

In particular, the discussion above for k = 0 gives the following lemma.

Lemma 6.1.21. A function h ∈ C∞(M) is holomorphic iff its pull-back

to SM (still denoted by h) satisfies η−h = 0.

6.2 The fibrewise Hilbert transform

The fibrewise Hilbert transform and the commutator formula for the

Hilbert transform and the geodesic vector field had a prominent role in

Pestov and UhlmannPestov and Uhlmann (20052005) and many subsequent works on geometric

inverse problems in two dimensions. In this monograph we will mostly

use the vertical Fourier expansions instead. However, on various occa-

sions the Hilbert transform will be quite helpful; an instance is given by

the Fredholm inversion formulas in Section 9.49.4.

Definition 6.2.1 (Hilbert transform). The fibrewise Hilbert transform

H : C∞(SM) → C∞(SM) is defined in terms of Fourier coefficients as

(Hu)k := −i sgn(k)uk.

Here sgn(k) is the sign of k, with the convention sgn(0) = 0.

Note that u is holomorphic iff (Id−iH)u = u0 and u is anti-holomorphic

iff (Id + iH)u = u0.

Proposition 6.2.2 (Commutator of H and X). Let (M, g) be a two

dimensional Riemannian manifold. For any smooth function u on SM

we have the identity

[H,X]u = X⊥u0 + (X⊥u)0

where

u0(x) =
1

2π

∫
Sx

u(x, v) dSx

is the average value.
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Proof It suffices to show that

[Id + iH,X]u = iX⊥u0 + i(X⊥u)0.

Since X = η++η− we need to compute [Id+ iH, η±], so let us find [Id+

iH, η+]u, where u =
∑
k uk. Recall that (Id + iH)u = u0 + 2

∑
k≥1 uk.

Since the sums converge in C∞(SM) by Lemma 6.1.36.1.3, we find that

(Id + iH)η+u = η+u−1 + 2
∑
k≥0

η+uk,

η+(Id + iH)u = η+u0 + 2
∑
k≥1

η+uk.

Thus

[Id + iH, η+]u = η+u−1 + η+u0.

Similarly we find

[Id + iH, η−]u = −η−u0 − η−u1.

Therefore using that iX⊥ = η+ − η− we obtain

[Id + iH,X]u = iX⊥u0 + i(X⊥u)0

as desired.

Exercise 6.2.3. Let S be the holomorphic projection operator, i.e.

Su =
∑∞
k=0 uk. Show that

[X,S]u = η−u0 − η+u−1.

6.3 Symmetric tensors as functions on SM

In order to prepare for the results on tensor tomography, we discuss an

identification between symmetric tensor fields and certain functions on

SM . Let (M, g) be any compact Riemannian manifold. We denote by

C∞(Sm(T ∗M)) the set of smooth complex-valued covariant symmetric

tensor fields of rank m. There is a natural map

ℓm : C∞(Sm(T ∗M)) → C∞(SM)

given by

ℓm(h)(x, v) = hx(v, . . . , v︸ ︷︷ ︸
m times

).
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If h is a tensor field of rank m, its total covariant derivative ∇h induced

by the Levi-Civita connection ∇ is an (m + 1)-tensor field defined as

follows:

∇h(Z, Y1, . . . , Ym) = Z(h(Y1, . . . , Ym))−
m∑
i=1

h(Y1, . . . ,∇ZYi, . . . , Ym).

However, if h is symmetric, ∇h is in general not symmetric. We can

make it symmetric by applying the symmetrization operator σ, defined

as

σ(∇h)(Y1, . . . , Ym+1) =
1

(m+ 1)!

∑
σ∈Sm+1

∇h(Yσ(1), . . . , Yσ(m+1))

where Sm+1 is the set of permutations of {1, 2, . . . ,m+ 1}.

Definition 6.3.1. The inner derivative on symmetric m-tensor fields is

the map

ds := σ ◦ ∇ : C∞(Sm(T ∗M)) → C∞(Sm+1(T ∗M)).

The next lemma shows that the maps ℓm intertwine ds and X:

Lemma 6.3.2. For any p ∈ C∞(Sm−1(T ∗M)) we have Xℓm−1p =

ℓmdsp.

Proof By definition

ℓm(dsp)(x, v) = (dsp)x(v, . . . , v) = (∇p)x(v, . . . , v)

since all entries in the tensor ∇p are the same and hence symmetrization

is innocuous. Writing γ(t) = γx,v(t) and using that ∇γ̇x,v
γ̇x,v = 0, we

have

(∇p)x(v, . . . , v) =
d

dt
(pγ(t)(γ̇(t), . . . , γ̇(t)))

∣∣∣
t=0

= Xℓmp.

Suppose from now on that dimM = 2. We would like to understand

the relationship between the maps ℓm and the vertical Fourier decom-

position introduced above. We will use the following terminology:

Definition 6.3.3 (Finite degree). We say that a function u ∈ L2(SM)

has degree m if uk = 0 for |k| ≥ m + 1. We say that u has finite degree

if it has degree m for some m ≥ 0.

Lemma 6.3.4 (Tensor fields have finite degree). Given h ∈ C∞(Sm(T ∗M)),

the function ℓmh ∈ C∞(SM) has degree m. Moreover, if m is even (resp.

odd), ℓmh is an even (resp. odd) function on SM .
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Proof Indeed, observe that in the special coordinates (x, θ) in Lemma

3.5.63.5.6 one has

ℓmh(x, θ)

= hx(e
−λ((cos θ)∂x1

+ (sin θ)∂x2
), . . . , e−λ((cos θ)∂x1

+ (sin θ)∂x2
)).

Thus the function ℓmh is a trigonometric polynomial of degree ≤ m,

hence all its Fourier coefficients are zero for |k| ≥ m+ 1. The last claim

is obvious.

The next proposition identifies symmetric tensor fields of orderm with

even/odd functions on SM of degree m. A more precise version of this

will be given in Proposition 6.3.96.3.9.

Proposition 6.3.5 (Identification of symmetric tensors). Let m = 2N

be even. Then the map

ℓm : C∞(Sm(T ∗M)) →
N⊕

j=−N
Ω2j

is a linear isomorphism. Similarly, if m = 2N + 1 is odd, the map

ℓm : C∞(Sm(T ∗M)) →
N⊕

j=−N−1

Ω2j+1

is a linear isomorphism.

The following lemma will be used in the proof.

Lemma 6.3.6. Whenever k ≥ 0 and f ∈ Ωk ⊕ Ω−k, there is a unique

Fk ∈ C∞(Sk(T ∗M)) with ℓkFk = f . If (x, θ) are the special coordinates

on SM in Lemma 3.5.63.5.6 and if f(x, θ) = f̃k(x)e
ikθ + f̃−k(x)e

−ikθ, then

Fk is locally given by

Fk = ekλ(x)(f̃k(x)(dz)
k + f̃−k(x)(dz̄)

k) (6.3.1)

where z = x1 + ix2.

Proof Clearly ℓk is injective, since any covariant symmetric k-tensor is

determined by its values on k-tuples of the form (v, . . . , v). Thus it is

enough to prove that there is some Fk with ℓkFk = f . The case k = 0 is

clear. For k ≥ 1 consider the function f = fk + f−k. If x = (x1, x2) are

isothermal local coordinates on M and (x, θ) are corresponding special

coordinates on SM , we have

fk + f−k = f̃k(x)e
ikθ + f̃−k(x)e

−ikθ
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for some functions f̃±k. In these coordinates we define the tensor field

Fk by (6.3.16.3.1). It follows that

ℓkFk(x, v)

= (Fk)x(e
−λ((cos θ)∂x1 + (sin θ)∂x2), . . . , e

−λ((cos θ)∂x1 + (sin θ)∂x2))

= fk + f−k.

These local expressions glue together to yield a symmetric k-tensor field

Fk on M such that

ℓkFk = fk + f−k.

A similar argument appears in Lemma 6.1.196.1.19. To see this, note that

if Fk is defined in an open set U ⊂ M and F̃k in Ũ where U ∩ Ũ ̸=
∅, and if ℓkFk = fk + f−k in SU and ℓkF̃k = fk + f−k in SŨ , then

ℓk(Fk − F̃k)|S(U∩Ũ) = 0 and hence Fk = F̃k in U ∩ Ũ by the injectivity

of ℓk. This concludes the proof.

For the proof of Proposition 6.3.56.3.5 we also introduce the following

operator.

Definition 6.3.7 (The operator κ). For any m ≥ 0, define

κ : C∞(Sm(T ∗M)) → C∞(Sm+2(T ∗M)), κ(h) = σ(h⊗ g).

In other words, κ raises the degree of h by two by first tensoring with

the metric g and then symmetrizing the result.

Proof of Proposition 6.3.56.3.5 We do the proof for m even; the proof for

m odd is analogous. We first observe that Lemma 6.3.46.3.4 shows that ℓm
indeed maps into the given space, and as observed in Lemma 6.3.66.3.6 ℓm
is injective. Hence we need to show it is also surjective.

Suppose that we are given a smooth function f ∈ C∞(SM) such that

fk = 0 for |k| ≥ m + 1. For 1 ≤ k ≤ m, let Fk ∈ C∞(Sk(T ∗M)) be as

in Lemma 6.3.66.3.6 so that ℓkFk = fk + f−k. For k = 0 let F0 = f0. Finally,

define

F := Fm + κFm−2 + . . .+ κm/2F0. (6.3.2)

This is a symmetric m-tensor field. Note also that for any symmetric

k-tensor field Gk one has

ℓk+2(κGk) = (σ(Gk⊗g))(v, . . . , v) = (Gk⊗g)(v, . . . , v) = ℓkGk (6.3.3)
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since g restricts as the constant function 1 to SM . It follows that

ℓmF =

m∑
k=−m

fk = f

and thus ℓm is surjective.

We can refine Proposition 6.3.56.3.5 by considering trace-free tensor fields.

For m ≥ 2, define the trace (with respect to the last two indices)

trg : C
∞(Sm(T ∗M)) → C∞(Sm−2(T ∗M)),

trg(h)x(v1, . . . , vm−2) =

2∑
j=1

hx(v1, . . . , vm−2, ej , ej) (6.3.4)

where {e1, e2} is an orthonormal basis of TxM . Note that the definition

is independent of the choice of basis, and since h is symmetric we could

have used any pair of indices in the definition above. If h is an m-tensor

field with m = 0, 1 we define trg(h) = 0.

We will also need an L2 inner product on Sm(T ∗M), defined via

(f, h)L2(M) =

∫
M

⟨f, h̄⟩ dV (6.3.5)

where ⟨f, h⟩ = gj1k1 · · · gjmkmfj1···jmhk1···km is the inner product on ten-

sors induced by g.

Proposition 6.3.8 (Identification of trace-free tensors). The map

ℓm : {h ∈ C∞(Sm(T ∗M)) : trg(h) = 0} → Ωm ⊕ Ω−m

is a linear isomorphism, which is an L2 isometry in the sense that

∥ℓmh∥2L2(SM) =
π

2m−1
∥h∥2L2(M), when trg(h) = 0.

Proposition 6.3.9 (Identification of symmetric tensors, version 2). Any

h ∈ C∞(Sm(T ∗M)) has a unique L2-orthogonal decomposition

h =

[m/2]∑
j=0

κjhm−2j

where each hm−2j ∈ C∞(Sm−2j(T ∗M)) is trace-free. The corresponding

function on SM is given by

ℓmh =

[m/2]∑
j=0

ℓm−2jhm−2j .
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Conversely, given any f =
∑[m/2]
j=0 (fm−2j+f−(m−2j)) with fk ∈ Ωk there

is a unique h ∈ C∞(Sm(T ∗M)) with ℓmh = f given by

h =

[m/2]∑
j=0

κjℓ−1
m−2j(fm−2j + f−(m−2j)).

There is Cm > 0 so that for any h ∈ C∞(Sm(T ∗M)) one has

1

Cm
∥h∥L2(M) ≤ ∥ℓmh∥L2(SM) ≤ Cm∥h∥L2(M). (6.3.6)

For the proof we need a lemma.

Lemma 6.3.10. If h ∈ C∞(Sm(T ∗M)), then

trg(κh) =
4

m+ 2
h+

m(m− 1)

(m+ 1)(m+ 2)
κtrg(h).

Moreover, for any j ≥ 1

trg(κ
jh) =

4j(m+ j)

(m+ 2j)(m+ 2j − 1)
κj−1h+ cm,jκ

jtrg(h)

for some constants cm,j ≥ 0.

Proof Using the definitions and (6.3.36.3.3), we have

ℓm(trg(κh))(x, v)

= (κh)x(v, . . . , v, v, v) + (κh)x(v, . . . , v, v
⊥, v⊥)

= ℓm(h)(x, v) + (σ(h⊗ g))x(v, . . . , v, v
⊥, v⊥).

The last term is

1

(m+ 2)!

∑
σ∈Sm+2

(h⊗ g)x(wσ(1), . . . , wσ(m+2))

where wj = v for j ≤ m and wj = v⊥ for j > m. We divide permutations

in Sm+2 in three categories and evaluate (h⊗ g)x(wσ(1), . . . , wσ(m+2)):

• If σ(m+ 1) ≤ m and σ(m+ 2) ≤ m, then

(h⊗ g)x(· · · ) = hx(v, . . . , v, v
⊥, v⊥) = trg(h)x(v, . . . , v)− hx(v, . . . , v)

since h is symmetric.

• If σ(m+ 1), σ(m+ 2) ≥ m+ 1 then (h⊗ g)x(· · · ) = hx(v, . . . , v).

• For all other permutations σ one has (h ⊗ g)x(· · · ) = 0 because

g(v, v⊥) = 0.
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There are m(m−1)(m!) permutations in the first category and 2 ·1 ·(m!)

permutations in the second one. It follows that

ℓm(trg(κh))

=

(
1− (m!)(m(m− 1)− 2)

(m+ 2)!

)
ℓm(h) +

m(m− 1)(m!)

(m+ 2)!
ℓm−2(trg(h))

=
4

m+ 2
ℓm(h) +

m(m− 1)

(m+ 1)(m+ 2)
ℓm−2(trg(h)).

Since ℓm is injective and ℓm−2(trg(h)) = ℓm(κtrg(h)) by (6.3.36.3.3), the first

result follows. The second statement follows by induction.

Proof of Proposition 6.3.86.3.8 If f = fm + f−m ∈ Ωm ⊕ Ω−m, the corre-

sponding tensor Fm with ℓmFm = f as in (6.3.16.3.1) is trace-free since (dz)m

and (dz̄)m are trace-free (and this in turn follows from the m = 2 case).

Conversely, let h be a trace-free symmetric m-tensor where we assume

m even (the case where m is odd is analogous). If f = ℓmh, we have as

in (6.3.26.3.2) that f = ℓmF where

F = Fm + κFm−2 + . . .+ κm/2F0

and where each Fk is a symmetric trace-free tensor of rank k. Since ℓm is

injective we have h = F . By Lemma 6.3.106.3.10, since F and Fk are trace-free

one has

0 = trg(F ) = c1Fm−2 + . . .+ cm/2κ
m/2−1F0

where cj > 0. Taking further traces eventually gives 0 = cF0 where c > 0,

showing that F0 = 0. Repeating this argument gives F2 = . . . = Fm−2 =

0. Hence h = Fm, which proves that ℓmh = fm + f−m ∈ Ωm ⊕ Ω−m.

It remains to prove the statement on L2 norms. Using the special

coordinates (x, θ) in Lemma 3.5.63.5.6 and (3.5.13.5.1), this reduces to showing

that ∫
S1

|ℓmh(x, θ)|2 dθ =
π

2m−1
|hx|2g

for any x. Writing ℓmh = f̃m(x)eimθ + f̃−m(x)e−imθ, we have∫
S1

|ℓmh(x, θ)|2 dθ = 2π(|f̃m(x)|2 + |f̃−m(x)|2).

On the other hand, we have h = emλ(x)(f̃m(x)(dz)m + f̃−m(x)(dz̄)m)
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with z = x1 + ix2 by (6.3.16.3.1), which implies that

|hx|2g = |f̃m(x)(dz)m + f̃−m(x)(dz̄)m|2e
= |(dz)m|2(|f̃m(x)|2 + |f̃−m(x)|2)

where e is the Euclidean metric (we used that ⟨(dz)m, (dz)m⟩e = 0 and

|(dz)m|e = |(dz̄)m|e; recall that ⟨·, ·⟩e is complex linear in both entries).

The claim follows since |(dz)m|2e = 2m.

Exercise 6.3.11. Prove Proposition 6.3.96.3.9. For the fact that the de-

composition h =
∑[m/2]
j=0 κjhm−2j is L2-orthogonal, note that trg is the

adjoint of κ in the L2 inner product and by Lemma 6.3.106.3.10 the differ-

ent terms in the decomposition for h belong to different eigenspaces of

trg ◦ κ.

6.4 The X-ray transform on tensors

Let (M, g) be a compact non-trapping manifold with strictly convex

boundary. Recall the operator

ℓm : C∞(Sm(T ∗M)) → C∞(SM)

which identifies symmetric m-tensor fields on M with even/odd func-

tions of degree m on SM (see Proposition 6.3.56.3.5). The geodesic X-ray

transform on tensor fields is defined as follows.

Definition 6.4.1. The geodesic X-ray transform acting on symmetric

m-tensor fields is the operator

Im : C∞(Sm(T ∗M)) → C∞(∂+SM)

defined by Imf := I(ℓmf), i.e.

Imf(x, v) =

∫ τ(x,v)

0

fγx,v(t)(γ̇x,v(t), . . . , γ̇x,v(t)) dt.

In local coordinates, if f = fj1···jm(x) dxj1 ⊗ · · · ⊗ dxjm , one has

Imf(x, v) =

∫ τ(x,v)

0

fj1···jm(γx,v(t))γ̇
j1(t) · · · γ̇jm(t) dt.

The most important special cases are m = 0, 1, 2. For example, recall

from the preface that I0 arises as the linearization of the boundary rigid-

ity problem in a fixed conformal class, I1 arises in the scattering rigidity

problem for connections, and I2 is the linearization of the boundary
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rigidity problem (see Section 11.111.1). The operator I4 describes the per-

turbation of travel times of compressional waves propagating in slightly

anisotropic elastic media; see (SharafutdinovSharafutdinov, 19941994, Chapter 7).

When m ≥ 1 the transform Im always has a nontrivial kernel:

Lemma 6.4.2. If m ≥ 1 and p ∈ C∞(Sm−1(T ∗M)) is such that p|∂M =

0, then

Im(dsp) = 0.

Proof By Lemma 6.3.26.3.2, we have Im(dsp) = I(ℓmdsp) = I(Xℓm−1p) =

0.

Tensors of the form dsp are called potential tensors. The tensor to-

mography problem asks if these are the only elements in the kernel of

Im. We will show below in Theorem 6.4.76.4.7 that any symmetric m-tensor

f has the decomposition

f = fs + dsp

where fs is a so called solenoidal tensor field, and p satisfies p|∂M = 0.

This means that one can only expect to recover the solenoidal part fs

of f from the knowledge of Imf .

Definition 6.4.3. The transform Im is solenoidal injective, or s-injective,

if any h ∈ C∞(Sm(T ∗M)) with Imh = 0 is a potential tensor, i.e. of the

form h = dsp for some p ∈ C∞(Sm−1(T ∗M)) with p|∂M = 0. We say

that I0 is s-injective if it is injective, i.e. any f ∈ C∞(M) with I0f = 0

must satisfy f = 0.

The problem of s-injectivity of Im can be reduced to a correspond-

ing question for the transport equation. This reduction for m = 0 was

already given in Proposition 4.3.14.3.1.

Proposition 6.4.4. Let (M, g) be a compact non-trapping surface with

strictly convex boundary, and let m ≥ 1. The following are equivalent.

(a) Im is s-injective.

(b) If u ∈ C∞(SM) satisfies Xu = −f in SM and u|∂SM = 0, where f

has degree m and f is even/odd if m is even/odd, then u has degree

m− 1.

Proof (a) =⇒ (b): Suppose that Im is s-injective, and assume that u

satisfies the conditions in (b). Since u|∂−SM = 0, one must have u = uf

(see Lemma 4.2.24.2.2(a)) and hence If = u|∂+SM = 0. By Proposition

6.3.56.3.5 there is a unique h ∈ C∞(Sm(T ∗M)) so that f = ℓmh, and one
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has Imh = I(ℓmh) = If = 0. Since Im was assumed to be s-injective,

h = dsp for some p ∈ C∞(Sm−1(T ∗M)) with p|∂M = 0. Then by Lemma

6.3.26.3.2

X(u+ ℓm−1p) = −f + ℓmdsp = −f + f = 0.

Since both u and ℓm−1p vanish on ∂SM , we have u = −ℓm−1p. Thus u

has degree m− 1.

(b) =⇒ (a): Suppose that the statement in (b) holds and let Imh = 0.

Writing f = ℓmh we have that If = 0, and by Proposition 6.3.56.3.5 f has

degree m and f is even/odd if m is even/odd. By Proposition 4.2.44.2.4 there

is u ∈ C∞(SM) with Xu = −f and u|∂SM = 0. By the statement in (b)

we know that u has degree m − 1 and f = −Xu. Applying ℓ−1
m to the

last equation we get h = dsℓm−1(−u) where p := ℓm−1(−u) vanishes on
∂M , showing that Im is s-injective.

We now discuss the solenoidal decomposition of symmetric m-tensor

fields (see SharafutdinovSharafutdinov (19941994)). This is a natural decomposition that

generalizes the Helmholtz decomposition of vector fields.

The inner derivative on symmetric m-tensor fields was the operator

ds = σ ◦ ∇ : C∞(Sm(T ∗M)) → C∞(Sm+1(T ∗M)).

We consider its formal adjoint δs, which is a divergence type opera-

tor. We recall from (6.3.56.3.5) the L2 inner product on Sm(T ∗M), and

consider the corresponding L2 space L2(Sm(T ∗M)) and Sobolev space

Hk(Sm(T ∗M)) for any k ≥ 0.

Definition 6.4.5. Let m ≥ 1. The divergence on symmetric m-tensor

fields is the operator

δs : C
∞(Sm(T ∗M)) → C∞(Sm−1(T ∗M))

defined via the formula

(δsf, h)L2 = (f, dsh)L2

where f ∈ C∞(Sm(T ∗M)) and h ∈ C∞(Sm−1(T ∗M)) vanish on ∂M . A

symmetric tensor field f is called solenoidal if δsf = 0.

The operator δs has the following local coordinate expression, which

shows that it is indeed a divergence type operator.

Lemma 6.4.6. One has

δsf = −trg(∇f) = −gklfj1···jm−1k;l dx
j1 ⊗ · · · ⊗ dxjm−1



6.4 The X-ray transform on tensors 165

where trg is the g-trace with respect to the last two indices from (6.3.46.3.4),

and fj1···jm;l := ∂xl
fj1···jm −

∑m
r=1 fj1···jr−1qjr+1···jmΓqljr are the compo-

nents of ∇f .

We can now state the solenoidal decomposition of symmetricm-tensor

fields. In the case m = 1 this is just the Helmholtz decomposition of a

vector field into divergence free and potential parts.

Theorem 6.4.7 (Solenoidal decomposition). Let (M, g) be a compact

oriented manifold with smooth boundary, let m ≥ 1 and let k ≥ 1. Given

any f ∈ Hk(Sm(T ∗M)), there is a unique L2-orthogonal decomposition

f = fs + dsh

where fs ∈ Hk(Sm(T ∗M)) is solenoidal and h ∈ Hk+1(Sm−1(T ∗M))

satisfies h|∂M = 0. One has

∥fs∥Hk + ∥h∥Hk+1 ≤ C∥f∥Hk

where C is independent of f . If f is C∞, then also fs and h are C∞.

The proofs of Lemma 6.4.66.4.6 and Theorem 6.4.76.4.7 may be found in

(SharafutdinovSharafutdinov, 19941994, Section 3.3), but for completeness they are also

given here.

Proof of Lemma 6.4.66.4.6 Suppose that f ∈ C∞(Sm(T ∗M)) and h ∈ C∞(Sm−1(T ∗M))

are supported in a coordinate patch. Then ds(hk1···km−1
dxk1 ⊗ · · · ⊗

dxkm−1) is the symmetrization of hk1···km−1;km dxk1 ⊗ · · · ⊗ dxkm . Since

symmetric tensor fields are orthogonal to antisymmetric ones, we have

(f, dsh)L2 =

∫
M

gj1k1 · · · gjmkmfj1···jmhk1···km−1;km |g|1/2 dx.

Integrating by parts and using that f and h vanish on ∂M , we see that

δsf = (−gjmkm∂xkm
fj1···jm + rj1···jm−1

) dxj1 ⊗ · · · ⊗ dxjm−1

where each term rj1···jm−1 contains a Christoffel symbol or first order

derivative of gpq or |g|1/2. If we fix a point of interest x and choose a

normal coordinate system there, the terms rj1···jm−1
vanish at x. We

thus have

δsf = −gjmkmfj1···jm;km dxj1 ⊗ · · · ⊗ dxjm−1

at x. Both sides are invariantly defined (the right hand side is −trg(∇f)).
In particular the last identity is valid in any local coordinate system.
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Proof of Theorem 6.4.76.4.7 Since fs and dsh are L2-orthogonal, the de-

composition is unique. To show that it exists, it is enough to find h ∈
Hk+1(Sm−1(T ∗M)) solving

δsdsh = δsf, h|∂M = 0.

We need to show that the operator δsds, acting on sections of the vector

bundle Sm−1(T ∗M), is strongly elliptic in the sense of (TaylorTaylor, 20112011,

formula (11.79) in Section 5.11). Then the map{
Hk+1(Sm−1(T ∗M)) ∩H1

0 (S
m−1(T ∗M)) → Hk−1(Sm−1(T ∗M)),

u 7→ δsdsu
(6.4.1)

will be Fredholm with index zero by (TaylorTaylor, 20112011, exercise 3 in Section

5.11). If we can also prove that the map (6.4.16.4.1) has trivial kernel, then

this map will be a linear isomorphism. This proves the theorem.

To show that δsds is strongly elliptic, we observe that the principal

symbol p(x, ξ) of ds acting on C∞(Sm(T ∗M)) is given by

p(x, ξ)u = σ(u⊗ ξ)

where u is a symmetric m-tensor on TxM . Assume that p(x, ξ)u = 0

where ξ ̸= 0. Let ε1, . . . , εn be an orthonormal basis of T ∗
xM such that

ε1 = ξ/|ξ|, and write

u = uj1···jmε
j1 ⊗ · · · ⊗ εjm .

Evaluating the tensor p(x, ξ)u = σ(u⊗ξ) at (v1, . . . , vm+1) where ⟨vj , ξ⟩ =
0 for 1 ≤ j ≤ m and vm+1 = ξ gives that

uj1···jm = 0 unless at least one of j1, . . . , jm is 1.

Repeating this argument with vm = vm+1 = ξ shows that uj1···jm = 0

unless at least two of j1, . . . , jm are 1. Continuing in this way gives that

u = aξ⊗ · · ·⊗ ξ, and evaluating at v1 = . . . = vm+1 = ξ gives u = 0. We

have proved that ds has injective principal symbol p(x, ξ). Hence δsds
has invertible principal symbol p(x, ξ)∗p(x, ξ), and since p is real valued

we have p(x, ξ)∗p(x, ξ) ≥ c|ξ|2 proving strong ellipticity.

Let us next show that the map (6.4.16.4.1) has trivial kernel. By elliptic

regularity any element in the kernel is smooth. Now if δsdsu = 0 and

u|∂M = 0, then also dsu = 0. By Lemma 6.3.26.3.2, when u is considered as a

function on SM , one has Xu = 0 and u|∂SM = 0. For any x ∈ M int let

z be a closest point on ∂M to x and let γ be the geodesic starting at z in

the direction of the inner unit normal ν(z) of ∂M . Then γ reaches x in
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some finite time t0 (actually t0 = d(x, ∂M)), see e.g. (Katchalov et al.Katchalov et al.,

20012001, Lemma 2.10). Write v0 = −γ̇(t0). Then the geodesics γx,v for

v ∈ SxM close to v0 reach ∂M in finite time. Since u is constant along

geodesics and u|∂SM = 0, it follows that u(x, v) = 0 for v close to v0.

Finally, since u has finite degree the function u(x, v) is polynomial in

v, which implies that u ≡ 0. This shows that the kernel is trivial and

concludes the proof.

6.5 Guillemin-Kazhdan identity

Throughout this section, we assume that (M, g) is a compact oriented

two-dimensional Riemannian manifold with smooth boundary. We begin

with an important energy identity involving the operators η+ and η−.

Lemma 6.5.1 (Guillemin-Kazhdan identity). One has the identity

∥η−u∥2 = ∥η+u∥2 −
i

2
(KV u, u)− (η−u, µ−1u)∂SM + (η+u, µ1u)∂SM

for any u ∈ C∞(SM). In particular, for u|∂SM = 0 one has

∥η−u∥2 = ∥η+u∥2 −
i

2
(KV u, u).

Proof Lemma 6.1.56.1.5 gives integration by parts formulas for η± as well

as the commutator formula

[η+, η−] =
i

2
KV.

This implies that for u ∈ C∞(SM) one has

∥η−u∥2 − ∥η+u∥2 = ([η−, η+]u, u)

− (η−u, µ−1u)∂SM + (η+u, µ1u)∂SM .

This gives the required result.

In fact the identity above (for u|∂SM = 0) is equivalent to the Pestov

identity in Proposition 4.3.24.3.2: we will show at the end of this section that

Lemma 6.5.16.5.1 is just the Pestov identity applied to u ∈ Ωk, and on the

other hand summing the Guillemin-Kazhdan identities over all k ∈ Z
gives back the Pestov identity. The Guillemin-Kazhdan identity turns

out to be very convenient in cases where one wishes to exploit frequency

localization.

We next state a useful immediate consequence of the Guillemin-Kazhdan

identity:
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Proposition 6.5.2 (Beurling weak contraction property). Suppose that

(M, g) has Gaussian curvature satisfying K ≤ −κ0 on M , where κ0 ≥ 0

is a constant. For any k ≥ 0 one has

∥η−uk∥2 +
κ0
2
k∥uk∥2 ≤ ∥η+uk∥2, uk ∈ Ωk, uk|∂SM = 0.

Similarly, for any k ≤ 0 one has

∥η+uk∥2 +
κ0
2
|k| ∥uk∥2 ≤ ∥η−uk∥2, uk ∈ Ωk, uk|∂SM = 0.

It is important that there is no (large) constant on the right hand

side of the inequalities above; non-positive curvature ensures that the

constant is 1.

The name for Proposition 6.5.26.5.2 comes from the fact that it is related

to the weak L2 contraction property of the Beurling transform B± in

Proposition 6.5.36.5.3 below, i.e. the fact that ∥B±∥L2→L2 ≤ 1 when the cur-

vature is non-positive. For completeness we will next give the basic facts

on the Beurling transform following (Paternain et al.Paternain et al., 2015a2015a, Appendix

B). However, these facts will not be used later in this book.

Proposition 6.5.3 (Beurling transform). For k ≥ 0, there is an oper-

ator

B+ : Ωk → Ωk+2, fk 7→ fk+2,

where fk+2 ∈ Ωk+2 is the unique solution of η−fk+2 = −η+fk in SM

with minimal L2(SM) norm. Similarly, for k ≤ 0 there is an operator

B− : Ωk → Ωk−2, fk 7→ fk−2,

where fk−2 ∈ Ωk−2 is the unique solution of η+fk−2 = −η−fk in SM

with minimal L2(SM) norm.

If (M, g) has Gaussian curvature ≤ 0, then one has the norm estimates

∥B±fk∥L2(SM) ≤ ∥fk∥L2(SM), fk ∈ Ωk, ±k ≥ 0.

Note that by the local coordinate formulas in Lemma 6.1.86.1.8, η− is a ∂z̄
type operator and η+ is a ∂z type operator. Now the operator B+ may

formally be written as B+ = −η−1
− η+, which is similar to the classical

Beurling operator ∂−1
z̄ ∂z in complex analysis. This explains the name.

The proof of Proposition 6.5.36.5.3 is based on the following three lemmas.

Lemma 6.5.4 (Solvability for η−η+). Given any f ∈ Ωk, there is a

unique w ∈ Ωk solving

η−η+w = f in SM, w|∂SM = 0. (6.5.1)
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Proof We first assume that one has global isothermal coordinates on

(M, g). The local coordinate formulas for η± in Lemma 6.1.86.1.8 give that

η−η+(h(x)e
ikθ) = e−(2+k)λ∂z̄(e

2kλ∂z(he
−kλ))eikθ.

Since 4∂z̄∂z = ∂2x1
+ ∂2x2

, the operator η−η+ acting on Ωk is a Laplace

type operator. Moreover, it has trivial kernel: if h ∈ Ωk satisfies η−η+h =

0 and h|∂SM = 0, then ∥η+h∥2 = (η−η+h, h) = 0 and hence η+h = 0.

The local coordinate expression for η+h implies that h satisfies a ∂z
equation with vanishing boundary values, showing that h = 0. Then

(6.5.16.5.1) reduces to a Dirichlet problem in the disk for a Laplace type

equation with trivial kernel, and hence (6.5.16.5.1) has a unique solution w.

In the general case we may identify Ωk with sections of the vector

bundle κ⊗k as in Lemma 6.1.196.1.19. The local coordinate computation above

shows that η−η+ is a uniformly elliptic operator on this vector bundle,

and that any h ∈ Ωk solving η−η+h = 0 with h|∂SM = 0 satisfies

h = 0. By (TaylorTaylor, 20112011, Section 5.11) the Dirichlet boundary condition

is elliptic in this setting, and since the kernel is trivial we obtain the

unique solvability of (6.5.16.5.1).

Lemma 6.5.5 (Decomposition of Ωk). Given any u ∈ Ωk, there is a

unique L2(SM)-orthogonal decomposition

u = η+w + q

where w ∈ Ωk−1 satisfies w|∂SM = 0, and q ∈ Ωk satisfies η−q = 0.

Proof It is enough to use Lemma 6.5.46.5.4 and find w ∈ Ωk−1 solving

η−η+w = η−u with w|∂SM = 0. Then q := u − η+w ∈ Ker(η−). The

decomposition is clearly L2-orthogonal and hence unique.

Lemma 6.5.6 (Solvability for η−). Given any f ∈ Ωk, there is u ∈ Ωk+1

satisfying

η−u = f in SM.

The solution u is unique under any of the following equivalent conditions:

(a) u is the solution with minimal L2(SM) norm.

(b) u is L2-orthogonal to Ker(η−).

(c) u = η+w for some w ∈ Ωk with w|∂SM = 0.

Proof By Lemma 6.5.46.5.4 there exists a unique solution u satisfying (c).

It remains to prove the equivalence of (a)–(c). By Lemma 6.5.56.5.5 any

solution u ∈ Ωk+1 of η−u = f can be decomposed as u = η+w + q with
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w|∂SM = 0 and η−q = 0. Then η+w is also a solution, and since this

solution is unique it follows that it must be the minimal norm solution

as well as the only solution L2-orthogonal to Ker(η−).

Proof of Proposition 6.5.36.5.3 The fact thatB+ is well defined follows from

Lemma 6.5.66.5.6. The corresponding result for B− follows by taking complex

conjugates (recall that 2η± = X±iX⊥). We now assume thatK ≤ 0 and

prove the inequality for B+. Let k ≥ 0, let f = fk, and let u = B+fk.

Then η−u = −η+f , and by Lemma 6.5.66.5.6 u = η+w for some w ∈ Ωk+1

with w|∂SM = 0. We have

∥u∥2 = (u, η+w) = −(η−u,w) = (η+f, w) = −(f, η−w).

By Cauchy-Schwarz and Theorem 6.5.26.5.2, we have

∥u∥2 ≤ ∥f∥ ∥η−w∥ ≤ ∥f∥ ∥η+w∥ = ∥f∥ ∥u∥.

This shows that ∥u∥ ≤ ∥f∥ as required.

To conclude this section, we now show that the Pestov identity in

Proposition 4.3.24.3.2 applied to u ∈ Ωk is just the Guillemin-Kazhdan iden-

tity in Lemma 6.5.16.5.1 for u ∈ Ωk with u|∂SM = 0. Indeed, we compute

∥V Xu∥2 = ∥V η+u∥2 + ∥V η−u∥2 = (k + 1)2∥η+u∥2 + (k − 1)2∥η−u∥2

and

∥XV u∥2 − (KV u, V u) + ∥Xu∥2

= k2(∥η+u∥2 + ∥η−u∥2) + ik(KV u, u) + ∥η+u∥2 + ∥η−u∥2.

The Pestov identity and simple algebra show that

2k(∥η+u∥2 − ∥η−u∥2) = ik(KV u, u)

This is the Guillemin-Kazhdan identity if k ̸= 0.

In the converse direction, assume that we know the Guillemin-Kazhdan

identity for each Ωk,

∥η+uk∥2 − ∥η−uk∥2 =
i

2
(KV uk, uk), u ∈ Ωk with u|∂SM = 0.

Multiplying by 2k and summing gives∑
2k(∥η+uk∥2 − ∥η−uk∥2) =

∑
ik(KV uk, uk).
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On the other hand, the Pestov identity for u =
∑∞
k=−∞ uk reads∑

k2∥η+uk−1 + η−uk+1∥2

=
∑

(∥η+(V uk−1)+η−(V uk+1)∥2+ik(KV uk, uk)+∥η+uk−1+η−uk+1∥2).

Notice that

k2∥η+uk−1+η−uk+1∥2 = k2(∥η+uk−1∥2+∥η−uk+1∥2)+2k2Re(η+uk−1, η−uk+1)

and

∥η+(V uk−1) + η−(V uk+1)∥2 + ∥η+uk−1 + η−uk+1∥2

= (k2−2k+2)∥η+uk−1∥2+(k2+2k+2)∥η−uk+1∥2+2k2Re(η+uk−1, η−uk+1).

Thus the Pestov identity is equivalent with∑[
(2k − 2)∥η+uk−1∥2 − (2k + 2)∥η−uk+1∥2

]
=
∑

ik(KV uk, uk).

This becomes the summed Guillemin-Kazhdan identity after relabeling

indices.

6.6 The higher dimensional case

In this section we explain how to extend some of the results in this chap-

ter to any dimension n ≥ 2. The main change is that instead of consid-

ering Fourier series u =
∑∞
k=−∞ uk where uk(x, θ) = ũk(x)e

ikθ, we need

to consider spherical harmonics expansions u =
∑∞
l=0 ul where ul(x, v)

is a spherical harmonic of degree l with respect to v as was first done

in Guillemin and KazhdanGuillemin and Kazhdan (1980b1980b). We refer to Paternain et al.Paternain et al. (2015a2015a)

and Dairbekov and SharafutdinovDairbekov and Sharafutdinov (20102010) for more detailed treatments.

Let (M, g) be a compact oriented manifold having smooth boundary,

with n = dimM ≥ 2. Given any fixed x ∈ M , there is an Rieman-

nian isometry between (Sn−1, e) where e denotes the round metric and

(SxM, gx), given by

ω 7→ g(x)−1/2ω

where g(x) = (gjk(x)) is the metric in some local coordinates, and

(y1, . . . , yn) ∈ Rn is identified with yj∂xj
∈ TxM . Using this isome-

try we can identify a function v 7→ u(x, v) on SxM with a function on

Sn−1, and then everything reduces to spherical harmonics expansions

on Sn−1.
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Recall (see e.g. (Stein and WeissStein and Weiss, 19711971, Chapter IV)) that the spher-

ical Laplacian −∆S on L2(Sn−1) has eigenvalues {λl}∞l=0 with

λl = l(l + n− 2).

The λl-eigenspace of −∆S consists of the restrictions to Sn−1 of homo-

geneous harmonic polynomials of degree l in Rn, and its elements are

called spherical harmonics of degree l. This space has dimension 1 when

l = 0, dimension n when l = 1, and dimension(
l + n− 1

l

)
−
(
l + n− 3

l − 2

)
when l ≥ 2.

Any function f ∈ L2(Sn−1) has a unique L2-orthogonal spherical har-

monics expansion

f(ω) =

∞∑
l=0

fl(ω).

Here fl is the projection of f to the λl-eigenspace of −∆S .

The isometry between Sn−1 and SxM , where x varies over points in

M , takes the spherical Laplacian ∆S to the vertical Laplacian, which is

the operator
v

∆ :=
v

div
v

∇ : C∞(SM) → C∞(SM).

The operators
v

div and
v

∇ were defined in Section 4.74.7. This leads to an

invariant form of the spherical harmonics expansion.

Definition 6.6.1. For any integer l ≥ 0 define

El = {u ∈ L2(SM) : −
v

∆u = λlu},

Θl = {u ∈ C∞(SM) : −
v

∆u = λlu}.

Lemma 6.6.2 (Spherical harmonics expansions). Any u ∈ L2(SM) has

a unique L2-orthogonal decomposition

u =

∞∑
l=0

ul

where ul ∈ El. If u ∈ C∞(SM), then ul ∈ Θl and the sum converges in

C∞(SM).

Example 6.6.3. If n = 2, then
v

∆ = V 2 and one has

Θ0 = Ω0, Θl = Ωl ⊕ Ω−l for l ≥ 1.
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Next we discuss an analogue of the two-dimensional decomposition

X = η+ + η− where η± = 1
2 (X ± iX⊥) are the Guillemin-Kazhdan

operators. If u ∈ Ωl and x0 ∈M is fixed, and if x are normal coordinates

at x0 and (x, v) are associated coordinates on SM near x0, then one has

Xu(x0, v) = vj∂xj
u(x0, v).

The function vj is a spherical harmonic of degree one, and ∂xj
u(x0, v)

is a spherical harmonic of degree l with respect to v. It is a basic fact

that then the product vj∂xj
u(x0, v) is the sum of spherical harmonics of

degree l + 1 and l − 1. This proves the mapping property

X : Θl → Θl+1 ⊕Θl−1

where we understand that Θ−1 = {0}. The corresponding decomposition

of X is as follows.

Lemma 6.6.4 (The operators X±). One has X = X+ +X−, where for

u ∈ C∞(SM)

X±u :=

∞∑
l=0

Pl±1(XPlu)

and Pl denotes the orthogonal projection from L2(SM) to El. The op-

erators X± : C∞(SM) → C∞(SM) satisfy for any l ≥ 0

X± : Θl → Θl±1.

The formal adjoint of X± in the L2(SM) inner product is −X∓.

Example 6.6.5. When n = 2, one hasX+|Ω0
= η++η− andX−|Ω0

= 0.

When l ≥ 1 one has

X+(fl + f−l) = η+fl + η−f−l, X−(fl + f−l) = η−fl + η+f−l

for fl ∈ Ωl and f−l ∈ Ω−l.

Note that the operators X± are not vector fields, unlike η±. Using the

identification of Θl with trace-free symmetric tensor fields of rank l given

below, one can think ofX+|Θl
as an overdetermined elliptic operator and

of X−|Θl
as a divergence type operator between vector bundles having

different ranks. There is no obvious analogue in dimensions n ≥ 3 of

fibrewise holomorphic functions in Definition 6.1.146.1.14, or of the fibrewise

Hilbert transform in Section 6.26.2, at least in a form that would be useful

for our purposes. This is just an indication that some complex analysis

notions are special to two dimensions.
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Next we discuss symmetric tensor fields on SM . The identification

with finite degree functions on SM , using the map

ℓm : C∞(Sm(T ∗M)) → C∞(SM), ℓm(h)(x, v) = hx(v, . . . , v︸ ︷︷ ︸
m times

)

holds in any dimension. We have the following counterpart of the results

in Section 6.36.3 (see Dairbekov and SharafutdinovDairbekov and Sharafutdinov (20102010)).

Proposition 6.6.6 (Identification of tensors). For any m ≥ 0, the map

ℓm induces linear isomorphisms

ℓm : C∞(Sm(T ∗M)) →
[m/2]⊕
j=0

Θm−2j ,

ℓm : {h ∈ C∞(Sm(T ∗M)) : trg(h) = 0} → Θm.

Any h ∈ C∞(Sm(T ∗M)) has a unique L2-orthogonal decomposition

h =

[m/2]∑
j=0

κjhm−2j

where each hm−2j ∈ C∞(Sm−2j(T ∗M)) is trace-free. The corresponding

function on SM is given by

ℓmh =

[m/2]∑
j=0

ℓm−2jhm−2j

where ℓm−2jhm−2j ∈ Θm−2j. Conversely, given any f =
∑[m/2]
j=0 fm−2j

with fm−2j ∈ Θm−2j there is a unique h ∈ C∞(Sm(T ∗M)) with ℓmh = f

given by

h =

[m/2]∑
j=0

κjℓ−1
m−2jfm−2j .

There is C = Cm,n > 0 so that for any h ∈ C∞(Sm(T ∗M)) one has

1

C
∥h∥L2(M) ≤ ∥ℓmh∥L2(SM) ≤ C∥h∥L2(M),

and there is c = cm,n > 0 so that for any h ∈ C∞(Sm(T ∗M)) with

trg(h) = 0 one has

∥ℓmh∥L2(SM) = c∥h∥L2(M).
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The solenoidal decomposition of symmetric tensor fields and the other

results in Section 6.46.4 are valid in any dimension. It remains to study

the higher dimensional version of the Guillemin-Kazhdan identity in

Lemma 6.5.16.5.1. As explained in Section 6.56.5, this identity can be obtained

by restricting the Pestov identity to Θl. The higher dimensional Pestov

identity was given in Proposition 4.7.44.7.4. The corresponding Guillemin-

Kazhdan type identity was proved in Paternain and SaloPaternain and Salo (20182018). We

state the version of this identity with boundary term given in (Paternain and SaloPaternain and Salo,

20212021, Proposition 4.1).

Proposition 6.6.7 (Guillemin-Kazhdan identity). For any ℓ ≥ 0, one

has the identity

αl−1∥X−u∥2 − (R
v

∇u,
v

∇u) + ∥Z(u)∥2 + (Tu,
v

∇u)∂SM = βl+1∥X+u∥2

for any u ∈ Θl, where

αl = λl

[(
1 +

1

l + n− 2

)2

− 1

]
+ (n− 1),

βl = λl

[
1−

(
1− 1

l

)2
]
− (n− 1)

with the convention α−1 = 0, T = µ
h

∇u−Xu
v

∇µ, and Z(u) is the
v

div-free

part of
h

∇u.

As an immediate consequence, we have the Beurling weak contraction

property on manifolds with nonpositive sectional curvature:

Proposition 6.6.8 (Beurling weak contraction property). Suppose that

all sectional curvatures of (M, g) satisfy K ≤ −κ0 on M , where κ0 ≥ 0

is a constant. For any l ≥ 0 one has

αl−1∥X−u∥2 + κ0λl∥u∥2 + (Tu,
v

∇u)∂SM ≤ βl+1∥X+u∥2

whenever u ∈ Θl.

In particular, if u|∂SM = 0 the last result implies that

∥X−u∥2 + κ0
λl
αl−1

∥u∥2 ≤ βl+1

αl−1
∥X+u∥2

for u ∈ Θl. It is easy to check that the constants satisfy λl

αl−1
∼ l and

βl+1

αl−1
∼ 1 (with βl+1

αl−1
≤ 1 in most cases). Thus formally this result states
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that on nonpositively curved manifolds the Beurling transform X−X
−1
+

on Θl is a contraction (has norm ≤ 1) with respect to the L2 norm in

most cases.



This material has been published by Cambridge University Press & Assessment as
Geometric inverse problems, with emphasis on two dimensionsGeometric inverse problems, with emphasis on two dimensions. This version is free to

view and download for personal use only. Not for re-distribution, re-sale or use in
derivative works. © 2022 Gabriel P. Paternain, Mikko Salo, Gunther Uhlmann.

7

The X-ray transform in non-positive
curvature

Consider the geodesic X-ray transform Im acting on symmetricm-tensor

fields. We have proved in Theorem 4.4.14.4.1 that I0 is injective on any

simple surface. It follows from Theorem 4.4.24.4.2 that also I1 is solenoidal

injective. In this chapter we make the additional assumption that (M, g)

has nonpositive Gaussian curvature, and prove the classical result of

Pestov and SharafutdinovPestov and Sharafutdinov (19871987) that Im is solenoidal injective for any

m. The proof at this point follows easily from the vertical Fourier analysis

and the Guillemin-Kazhdan identity in Chapter 66. We will prove later

in Chapter 1010 the solenoidal injectivity of Im on any simple surface, but

this requires additional technology.

We will also use the assumption of non-positive curvature to improve

the H1 stability estimate for I0 given in Theorem 4.6.44.6.4 to a sharper H
1/2
T

estimate, which parallels the classical Radon transform estimate in The-

orem 1.1.81.1.8. A similar stability estimate will be given for Im. Finally, on

simple surfaces with strictly negative Gaussian curvature, we give rather

strong Carleman estimates which in particular imply the injectivity of

the attenuated geodesic X-ray transform. All these results are based on

the Guillemin-Kazhdan identity, considered as a frequency localized ver-

sion of the Pestov identity and shifted to a different Sobolev scale. The

stability estimates were first given in Paternain and SaloPaternain and Salo (20212021) and the

Carleman estimates in Paternain and SaloPaternain and Salo (20182018).

7.1 Tensor tomography

Recall from Section 6.46.4 that the geodesic X-ray transform Im acting on

symmetricm-tensor fields is said to be s-injective if any h ∈ C∞(Sm(T ∗M))

with Imh = 0 is a potential tensor, i.e. h = dsp where p ∈ C∞(Sm−1(T ∗M))

177
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with p|∂M = 0. The following result settles the uniqueness question for

Im on simple surfaces with nonpositive curvature.

Theorem 7.1.1. Let (M, g) be a simple surface with non-positive cur-

vature. Then Im is s-injective for any m ≥ 0.

The case m = 0 was already established in Theorem 4.4.24.4.2 so we will

assume thatm ≥ 1. Using the reduction to a transport equation problem

given in Proposition 6.4.46.4.4, it is sufficient to prove the following result.

Theorem 7.1.2. Let (M, g) be a simple surface with non-positive cur-

vature. If u ∈ C∞(SM) satisfies Xu = f in SM and u|∂SM = 0, and if

f has degree m ≥ 1, then u has degree m− 1.

The proof relies on the following basic fact stating that the equation

Xu = f can be written in terms of the Fourier coefficients of u and f

using the splitting X = η+ + η−.

Lemma 7.1.3 (Fourier coefficients of Xu). Let (M, g) be a compact

oriented surface with smooth boundary, and let u ∈ C∞(SM) satisfy

Xu = f . Then

η+uk−1 + η−uk+1 = fk, k ∈ Z.

In particular, if f has degree m, then

η+uk−1 + η−uk+1 = 0, |k| ≥ m+ 1.

Proof We use the following facts from Lemma 6.1.36.1.3 and Lemma 6.1.56.1.5:

• u =
∑∞
k=−∞ uk with convergence in C∞(SM);

• Xu = η+u+ η−u where η± : Ωk → Ωk±1;

• f =
∑∞
k=−∞ fk with convergence in C∞(SM).

Using these facts and collecting terms of the same order, the equation

Xu = f implies that

η+uk−1 + η−uk+1 = fk.

The result follows.

The main result now follows by using the Guillemin-Kazhdan iden-

tity, or more precisely its consequence (Beurling contraction property)

in Proposition 6.5.26.5.2.
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Proof of Theorem 7.1.27.1.2 By Lemma 7.1.37.1.3 one has

η+uk−1 + η−uk+1 = 0, |k| ≥ m+ 1. (7.1.1)

Assume first that k ≥ m + 1. Since the Gaussian curvature is non-

positive, the Beurling contraction property (Theorem 6.5.26.5.2) implies that

∥η−uk−1∥ ≤ ∥η+uk−1∥.

Combining this with (7.1.17.1.1) yields

∥η−uk−1∥ ≤ ∥η−uk+1∥, k ≥ m+ 1. (7.1.2)

Iterating (7.1.27.1.2) N times yields

∥η−uk−1∥ ≤ ∥η−uk−1+2N∥, k ≥ m+ 1.

We now note that since u ∈ C∞(SM), one has η−u ∈ L2(SM). This

implies that
∑

∥η−ul∥2 < ∞, which in particular gives ∥η−ul∥ → 0 as

l → ±∞. We can thus let N → ∞ above to obtain that

η−uk−1 = 0, k ≥ m+ 1. (7.1.3)

We may combine (7.1.37.1.3) and (7.1.17.1.1) to obtain that

η−ul = η+ul = 0, l ≥ m.

Since X = η+ + η−, we thus have for l ≥ m that

Xul = 0, ul|∂SM = 0.

This shows that ul is constant along geodesics and vanishes at the bound-

ary. Thus we must have

ul = 0, l ≥ m.

A similar argument for k ≤ −m− 1, using the second part of Theorem

6.5.26.5.2, yields that

ul = 0, l ≤ −m.

This concludes the proof.

Remark 7.1.4. The proof above has historical significance as it is virtu-

ally identical to the original proof in Guillemin and KazhdanGuillemin and Kazhdan (1980a1980a) of

solenoidal injectivity for closed surfaces of negative curvature. Guillemin

and Kazhdan were originally interested in the problem of infinitesimal

spectral rigidity.
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7.2 Stability for functions

Let (M, g) be a compact simple surface, and let I0 be the geodesic X-ray

transform. Recall from Theorem 4.6.44.6.4 that the X-ray transform enjoys

the stability estimate

∥f∥L2(M) ≤ C∥I0f∥H1(∂+SM)

for any f ∈ C∞(M). We compare this with the stability estimate for

the Radon transform in R2 from Theorem 1.1.81.1.8, which states that

∥f∥L2(R2) ≤
1√
2
∥Rf∥

H
1/2
T (R×S1)

for f ∈ C∞
c (R2). Note that the estimate for Rf is stated in parallel-beam

geometry, whereas the estimate for I0f is stated in fan-beam geometry.

There are two important differences between the above stability es-

timates: the latter estimate involves an H1/2 norm instead of H1, and

the H
1/2
T norm is only taken with respect to the s-variable in Rf(s, ω)

in the sense that

∥Rf∥
H

1/2
T (R×S1)

= ∥(1 + σ2)1/4(Rf )̃ (σ, ω)∥L2(R×S1).

In this section we will improve the stability estimate for I0f and replace

the H1 norm with a suitable H
1/2
T norm. This will be done by using

vertical Fourier expansions and the Guillemin-Kazhdan identity. How-

ever, we will need the additional assumption that (M, g) has non-positive

curvature.

We introduced in Section 4.54.5 the vector field T that is tangent to

∂SM . Define the H1
T (∂SM) norm via

∥w∥2H1
T (∂SM) = ∥w∥2L2(∂SM) + ∥Tw∥2L2(∂SM).

Note that this is different from the H1(∂SM) norm, which was given by

∥w∥2H1(∂SM) = ∥w∥2L2(∂SM) + ∥Tw∥2L2(∂SM) + ∥V w∥2L2(∂SM).

Thus the H1
T norm only involves the horizontal tangential derivatives

along ∂M , but not the vertical derivatives.

The space H
1/2
T (∂SM) is defined as the complex interpolation space

between L2(∂SM) andH1
T (∂SM) (for interpolation spaces, see Bergh and LöfströmBergh and Löfström

(19761976)). The spaces H1
T (∂+SM) and H

1/2
T (∂+SM) are defined in a simi-

lar way. The following stability estimate is the main result in this section.
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Theorem 7.2.1. Let (M, g) be a compact simple surface with non-

positive Gaussian curvature. Then

∥f∥L2(M) ≤
1√
2π

∥I0f∥H1/2
T (∂+SM)

, f ∈ C∞(M).

The first step in the proof is to rewrite the boundary term in the

Guillemin-Kazhdan identity in terms of the tangential vector field T

from Definition 4.5.24.5.2.

Proposition 7.2.2. Let (M, g) be a compact surface with smooth bound-

ary. For any u ∈ C∞(SM) one has

∥η−u∥2 = ∥η+u∥2 −
i

2
(KV u, u) +

i

2
(Tu, u)∂SM .

Proof From Lemma 6.5.16.5.1 we have

∥η−u∥2 = ∥η+u∥2 −
i

2
(KV u, u)− (η−u, µ−1u)∂SM + (η+u, µ1u)∂SM .

Since µ = ⟨v, ν⟩ and V µ = −⟨v⊥, ν⟩, so that µ±1 = 1
2 (µ ∓ iV µ), the

boundary terms become

1

2
[(η+u, (µ− iV µ)u)∂SM − (η−u, (µ+ iV µ)u)∂SM ] .

Using that η± = 1
2 (X ± iX⊥), the boundary terms further simplify to

1

2
[−(Xu, i(V µ)u)∂SM + i(X⊥u, µu)∂SM ] =

i

2
((V µ)Xu+µX⊥u, u)∂SM .

By Lemma 4.5.44.5.4 the last expression is equal to i
2 (Tu, u)∂SM .

Next we consider a version of the Beurling contraction property with

boundary terms on surfaces with non-positive curvature.

Proposition 7.2.3. Let (M, g) be a compact surface with smooth bound-

ary. Suppose that K ≤ −κ0 for some κ0 ≥ 0, and let u ∈ Ωk. If k ≥ 0

then

∥η−u∥2 +
κ0
2
k∥u∥2 ≤ ∥η+u∥2 +

i

2
(Tu, u)∂SM ,

whereas if k ≤ 0 one has

∥η+u∥2 +
κ0
2
|k|∥u∥2 ≤ ∥η−u∥2 −

i

2
(Tu, u)∂SM .

Proof This follows directly from Proposition 7.2.27.2.2.
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Given f ∈ C∞(M), we wish to apply the Beurling contraction prop-

erty to the Fourier coefficients of uf . The function uf is not in general in

C∞(SM), so we will work in slightly smaller sets as in Section 4.54.5. Let

ρ ∈ C∞(M) satisfy ρ(x) = d(x, ∂M) near ∂M with ρ > 0 in M int and

∂M = ρ−1(0). Define ν(x) = ∇ρ(x) for x ∈ M , let µ(x, v) := ⟨v, ν(x)⟩
for (x, v) ∈ SM , and define

T := (V µ)X + µX⊥.

Thus T extends the tangential vector field from ∂SM into SM . By Exer-

cise 4.5.64.5.6 it satisfies [V, T ] = 0 in SM . DefineMε := {x ∈M ; ρ(x) ≥ ε}.
We start the proof of Theorem 7.2.17.2.1 with the following result, which

estimates f in terms of an inner product on ∂SM involving uf |∂SM ,

the tangential vector field T , and the fibrewise Hilbert transform H (see

Section 6.26.2). Recall that in (4.5.14.5.1) we proved the estimate

∥f∥2L2(SM) ≤ −(Tuf , V uf )∂SM .

The estimate below is better, since the right hand side does not involve

vertical derivatives of u.

Lemma 7.2.4. Let (M, g) be a compact simple surface with non-positive

curvature. For any f ∈ C∞(M), one has

∥f∥2L2(SM) ≤ (Tuf , Huf )∂SM .

Proof Let f ∈ C∞(M) and let u = uf , so that Xu = −f and u is

smooth in SMε for ε > 0 small. Since the curvature is non-positive, for

any k ≥ 0 Proposition 7.2.37.2.3 gives that

∥η−uk∥2SMε
≤ ∥η+uk∥2SMε

+
i

2
(Tuk, uk)∂SMε . (7.2.1)

Notice also that the equation Xu = −f gives η+uk + η−uk+2 = 0 for

k ≥ 0 (see Lemma 7.1.37.1.3). Combining this with the inequality above

yields

∥η−uk∥2SMε
≤ ∥η−uk+2∥2SMε

+
i

2
(Tuk, uk)∂SMε . (7.2.2)

We iterate (7.2.27.2.2) for k = 1, 3, 5, . . . and use the fact that ∥η−ul∥SMε
→

0 as l → ∞ (which follows since η−u ∈ L2(SMε)). This gives that

∥η−u1∥2SMε
≤ i

2

∞∑
j=0

(Tu1+2j , u1+2j)∂SMε
.
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A similar argument for k ≤ −1, using the second part of Proposition

7.2.37.2.3, shows that

∥η+u−1∥2SMε
≤ − i

2

∞∑
j=0

(Tu−1−2j , u−1−2j)∂SMε
.

Combining the above estimates and using the equation Xu = −f again

gives

∥f∥2SMε
= ∥η−u1 + η+u−1∥2SMε

≤ 2(∥η−u1∥2SMε
+ ∥η+u−1∥2SMε

)

≤ i
∑
k odd

(Tuk, wk)∂SMε

where

wk := iHuk =

{
uk, k > 0,

−uk, k < 0.

We next use the fact that [T, V ] = 0, which implies that T maps Ωk to

Ωk. Hence the estimate for f may be rewritten as

∥f∥2SMε
≤ (Tu,Hu)∂SMε

.

Since uf |∂+SM = I0f and uf |∂−SM = 0, one has u|∂SM ∈ L2(∂SM).

By Corollary 4.5.84.5.8 one also has Tuf |∂SM ∈ L2(∂SM). In particular

u|∂SM ∈ H1
T (∂SM). One also has Hu|∂SM ∈ H1

T (∂SM), since

∥Hu∥2∂SM ≤
∑

∥uk∥2∂SM = ∥u∥2∂SM , (7.2.3)

∥Hu∥2H1
T (∂SM) ≤

∑
(∥uk∥2∂SM + ∥Tuk∥2∂SM ) = ∥u∥2H1

T (∂SM). (7.2.4)

The last identity used again that [V, T ] = 0. Taking the limit as ε → 0

as in Exercise 4.5.94.5.9 gives that

∥f∥2SM ≤ (Tu,Hu)∂SM .

Next we give an estimate for the right hand side of the previous lemma.

Lemma 7.2.5. Let (M, g) be a compact surface with smooth boundary.

For any u,w ∈ H1
T (∂SM) one has

|(Tu,Hw)∂SM | ≤ ∥u∥
H

1/2
T (∂SM)

∥w∥
H

1/2
T (∂SM)

.

Proof Given s > 0, let H−s
T (∂SM) be the dual space of Hs

T (∂SM). We

first use the estimate

|(Tu,Hw)∂SM | ≤ ∥Tu∥
H

−1/2
T (∂SM)

∥Hw∥
H

1/2
T (∂SM)
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Interpolating (7.2.37.2.3) and (7.2.47.2.4) shows that H satisfies

∥Hw∥
H

1/2
T (∂SM)

≤ ∥w∥
H

1/2
T (∂SM)

.

It remains to estimate the norm of Tu. First note that

∥Tu∥L2(∂SM) ≤ ∥u∥H1
T (∂SM).

Next we estimate theH−1
T norm using that T is skew-adjoint (see Lemma

4.5.44.5.4):

∥Tu∥H−1
T (∂SM) = sup

∥w∥
H1

T
=1

(Tu,w)∂SM = − sup
∥w∥

H1
T
=1

(u, Tw)∂SM

≤ ∥u∥L2(∂SM).

Interpolating the two estimates above gives

∥Tu∥
H

−1/2
T (∂SM)

≤ ∥u∥
H

1/2
T (∂SM)

as required.

Combining Lemma 7.2.47.2.4 and Lemma 7.2.57.2.5, we obtain a stability esti-

mate for f in terms of uf :

Lemma 7.2.6. Let (M, g) be a compact simple surface with non-positive

curvature. For any f ∈ C∞(M), one has

∥f∥L2(SM) ≤ ∥uf∥
H

1/2
T (∂SM)

.

We can now prove the main stability result.

Proof of Theorem 7.2.17.2.1 Recall that uf |∂+SM = I0f and uf |∂−SM = 0.

Thus uf |∂SM = E0(I0f) where E0 is the operator that extends a function

by zero from ∂+SM to ∂SM . It follows from Lemma 7.2.67.2.6 that

∥f∥L2(SM) ≤ ∥E0(I0f)∥H1/2
T (∂SM)

. (7.2.5)

We clearly have

∥E0h∥L2(∂SM) ≤ ∥h∥L2(∂+SM), h ∈ L2(∂+SM).

LetH1
T,0(∂+SM) be the closure of C∞

c ((∂+SM)int) inH1
T (∂+SM). Then

∥E0h∥H1
T (∂SM) ≤ ∥h∥H1

T,0(∂+SM)

first for h ∈ C∞
c ((∂+SM)int) and then for h ∈ H1

T,0(∂+SM) by density.
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LetH
1/2
T,0 (∂+SM) be the complex interpolation space between L2(∂+SM)

and H1
T,0(∂+SM). Interpolation gives that

∥E0h∥H1/2
T (∂SM)

≤ ∥h∥
H

1/2
T,0 (∂+SM)

.

Since I0f ∈ H1
0 (∂+SM) by Proposition 4.1.34.1.3, it follows in particular

that I0f ∈ H
1/2
T,0 (∂+SM). Thus

∥E0(I0f)∥H1/2
T (∂SM)

≤ ∥I0f∥H1/2
T (∂+SM)

. (7.2.6)

Combining (7.2.57.2.5) and (7.2.67.2.6) gives the desired estimate
√
2π∥f∥L2(M) = ∥f∥L2(SM) ≤ ∥I0f∥H1/2

T (∂+SM)
.

7.3 Stability for tensors

We will now give a stability estimate for Im where m ≥ 1. Recall that

solenoidal injectivity of Im means that the only symmetricm-tensors sat-

isfying Imf = 0 are of the form f = dsh where h ∈ C∞(Sm−1(T ∗M))

and h|∂M = 0. This means that from the knowledge of Imf one only

expects to recover the solenoidal part fs of f (see Theorem 6.4.76.4.7). The

following result gives a stability estimate for this problem. A very sim-

ilar estimate was obtained in Boman and SharafutdinovBoman and Sharafutdinov (20182018) for Eu-

clidean domains, but phrased using parallel-beam geometry.

Theorem 7.3.1. Let (M, g) be a compact simple surface with non-

positive Gaussian curvature. For any m ≥ 1 one has

∥fs∥L2(M) ≤ C∥Imf∥H1/2
T (∂+SM)

, f ∈ C∞(Sm(T ∗M)).

The proof will be similar to that of Theorem 7.2.17.2.1. As in Section 6.36.3, it

will be convenient to identify a symmetric m-tensor field f on M with a

function f ∈ C∞(SM) having degree m and to work with the transport

equation Xuf = −f in SM . We begin with an analogue of Lemma 7.2.47.2.4

for m-tensors.

Lemma 7.3.2. Let (M, g) be a compact simple surface with non-positive

curvature. For any f ∈ C∞(SM) having degree m ≥ 1, one has

∥f +X(u−(m−1) + . . .+ um−1)∥2L2(SM) ≤
1

2
(Tu,Hu)∂SM .

where u = uf .
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Proof We work in a slightly smaller set Mε as in the proof of Lemma

7.2.47.2.4, so that u is smooth in SMε. Since Xu = −f and f has degree m,

one has η+uk + η−uk+2 = 0 for k ≥ m. Thus from (7.2.17.2.1) we obtain an

analogue of (7.2.27.2.2):

∥η−uk∥2SMε
≤ ∥η−uk+2∥2SMε

+
i

2
(Tuk, uk)∂SMε

, k ≥ m.

Iterating this for k = m,m+2, . . . and using that η−uk → 0 in L2(SMε)

as k → ∞ gives

∥η−um∥2SMε
≤ i

2

∞∑
j=0

(Tum+2j , um+2j)∂SMε
.

Starting with k = m + 1 instead and adding the resulting estimates

yields that

∥η−um∥2SMε
+ ∥η−um+1∥2SMε

≤ i

2

∞∑
j=0

(Tum+j , um+j)∂SMε
.

A similar argument for k ≤ −m, using the second part of Proposition

7.2.37.2.3, shows that

∥η+u−m∥2SMε
+ ∥η+u−m−1∥2SMε

≤ − i

2

∞∑
j=0

(Tu−m−j , u−m−j)∂SMε .

The equation Xu = −f , where f has degree m, and the fact that both

T and H map Ωk to Ωk imply that

∥f +X(u−(m−1) + . . .+ um−1)∥2SMε

= ∥η−um∥2SMε
+ ∥η−um+1∥2SMε

+ ∥η+u−m∥2SMε
+ ∥η+u−m−1∥2SMε

≤ 1

2
(Tu,Hu)∂SMε

.

Taking the limit as ε→ 0 as in the end of proof of Lemma 7.2.47.2.4 proves

the result.

Combining Lemma 7.3.27.3.2 and Lemma 7.2.57.2.5 gives the desired stability

estimate for f in terms of uf :

Lemma 7.3.3. Let (M, g) be a compact simple surface with non-positive

curvature. For any f ∈ C∞(SM) having degree m ≥ 1, one has

∥f +X(u−(m−1) + . . .+ um−1)∥L2(SM) ≤
1√
2
∥u∥

H
1/2
T (∂SM)

where u = uf .
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Theorem 7.3.17.3.1 will now follow by rewriting the above estimate in a

form that involves the solenoidal part fs.

Proof of Theorem 7.3.17.3.1 Given f ∈ C∞(Sm(T ∗M)), we will use the

isomorphism ℓm in Proposition 6.3.56.3.5 and write f̃ := ℓmf , ũ := uf̃ and

q̃ := −
∑

|k|≤m−1
k is odd/even

ũk (7.3.1)

where the sum is over odd k if m is even, and over even k if m is odd.

Using Lemma 7.3.37.3.3 and the parity of f̃ and Xq̃, we have

∥f̃ −Xq̃∥2 ≤ ∥f̃ +X(ũ−(m−1) + . . .+ ũm−1)∥2 ≤ 1

2
∥ũ∥2

H
1/2
T (∂SM)

.

Let q = ℓ−1
m−1q̃, so that Xq̃ = ℓmdsq by Lemma 6.3.26.3.2. Using (6.3.66.3.6), we

obtain that

∥f − dsq∥L2(M) ≤ Cm∥f̃ −Xq̃∥L2(SM) ≤ Cm∥ũ∥
H

1/2
T (∂SM)

. (7.3.2)

Let f have solenoidal decomposition f = fs+dsp. Writing w := p−q,
we have

∥f − dsq∥2 = ∥fs + dsw∥2 = ∥fs∥2 + 2Re(fs, dsw) + ∥dsw∥2.

Since fs is symmetric and solenoidal and p|∂M = 0, an integration by

parts gives that

(fs, dsw) = (fs,∇w) = (iνf
s, q)∂M

where iνf
s(v1, . . . , vm−1) := fs(v1, . . . , vm−1, ν). Thus

∥f − dsq∥2 ≥ ∥fs∥2 − 2|(iνfs, q)∂M |.

Combining this with (7.3.27.3.2) and using Young’s inequality with ε > 0

yields that

∥fs∥2L2(M) ≤ C∥ũ∥2
H

1/2
T (∂SM)

+ ε∥iνfs∥2H−1/2(∂M) +
1

ε
∥q∥2H1/2(∂M).

By Lemma 7.3.47.3.4 we have ∥iνfs∥H−1/2(∂M) ≤ C∥fs∥L2(M), and choosing

ε > 0 small enough allows us to absorb this term to the left hand side.

In addition, using Lemma 7.3.57.3.5 gives that

∥fs∥L2(M) ≤ C∥ũ∥
H

1/2
T (∂SM)

.

It remains to note that ũ|∂SM = E0(Imf) where E0 denotes extension

by zero from ∂+SM to ∂SM . Using (7.2.67.2.6) with I0f replaced by Imf

concludes the proof.



188 The X-ray transform in non-positive curvature

Lemma 7.3.4. If (M, g) is compact with smooth boundary and f ∈
C∞(Sm(T ∗M)) is solenoidal, then

∥iνf∥H−1/2(∂M) ≤ C∥f∥L2(M).

Proof The idea is that since f solves δsf = 0 in M , the boundary

value iνf |∂M can be interpreted weakly as an element of H−1/2(∂M).

Let E : H1/2(∂M) → H1(M) be a bounded extension operator on

tensors (such a map can be constructed from a corresponding extension

map for functions by working in local coordinates and using a partition

of unity). Then, since δsf = 0,

∥iνf∥H−1/2(∂M) = sup
∥r∥

H1/2(∂M)=1

(iνf, r)∂M

= sup
∥r∥

H1/2(∂M)=1

−(f,∇Er)M

≤ sup
∥r∥

H1/2(∂M)=1

∥f∥L2∥Er∥H1 ≤ C∥f∥L2 .

Lemma 7.3.5. If q = ℓ−1
m−1q̃ where q̃ is defined by (7.3.17.3.1), then

∥q∥H1/2(∂M) ≤ C∥ũ∥
H

1/2
T (∂SM)

.

Proof We prove the statement by interpolation. Since q̃ = ℓm−1q,

(6.3.66.3.6) and orthogonality imply that

∥q∥2L2(∂M) ≤ C∥q̃∥2L2(∂SM) ≤ C∥ũ∥2L2(∂SM). (7.3.3)

Consider now the H1(∂M) norm. In local coordinates we may write

q = qj1···jm−1
dxj1 ⊗ · · · ⊗ dxjm−1 , and the H1(∂M) norm involves the

L2(∂M) norms of the components qj1···jm−1
and ∂T qj1···jm−1

, where ∂T
is the tangential derivative. Locally q̃ = qj1···jm−1

vj1 · · · vjm−1 . By Defi-

nition 4.5.24.5.2, we have

T q̃ = (∂T qj1···jm−1
)vj1 · · · vjm−1 + . . .

where . . . denotes terms whose L2 norms can be controlled by ∥q∥L2(∂M).

Thus, using (6.3.66.3.6) again,

∥q∥H1(∂M) ≤ C∥q̃∥H1
T (∂SM).

Finally, by Lemma 4.5.44.5.4, the operators V and T commute on ∂SM . This

implies that (Twk, Twl)∂SM = 0 if wk ∈ Ωk, wl ∈ Ωl and k ̸= l. Thus

∥T q̃∥2L2(∂SM) =
∑

|k|≤m−1
k is odd/even

∥T ũk∥2L2(∂SM) ≤ ∥T ũ∥2L2(∂SM).
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Using the definition of the H1
T norm, this shows that

∥q̃∥2H1
T (∂SM) ≤ ∥ũ∥2H1

T (∂SM).

Thus we have proved that

∥q∥H1(∂M) ≤ C∥ũ∥H1
T (∂SM). (7.3.4)

Interpolating (7.3.37.3.3) and (7.3.47.3.4) proves the statement.

7.4 Carleman estimates

In the previous sections, we used the Guillemin-Kazhdan identity to

prove uniqueness and stability results for the X-ray transform on simple

surfaces with nonpositive Gaussian curvature. Here we show that if the

curvature is strictly negative, one can apply weights to the Guillemin-

Kazhdan identity and obtain stronger Carleman estimates that are ro-

bust under certain perturbations. We will use this to prove uniqueness

for an attenuated X-ray transform.

Let (M, g) be a simple surface, and let A ∈ C∞(SM). In Section 5.35.3

we introduced the attenuated X-ray transform of f ∈ C∞(SM) as

IAf = uf |∂+SM

where uf is the solution of

Xu+Au = −f in SM, u|∂−SM = 0.

Clearly IA is the standard geodesic X-ray transform when A = 0. We

will specialize to the case where f = f(x) ∈ C∞(M), so that IA is acting

on 0-tensors, and

A = a−1 + a0 + a1 ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

Thus the attenuation A is the sum of a scalar function a0(x) and a

1-form a1 + a−1.

Theorem 7.4.1. Let (M, g) be a simple surface with negative Gaussian

curvature. If A = a−1 + a0 + a1 with ak ∈ Ωk, then IA is injective on

C∞(M).

This is a consequence of the following energy estimate:
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Theorem 7.4.2. Let (M, g) be a simple surface with Gaussian curvature

K ≤ −κ0 for some κ0 > 0. For any m ≥ 0 and τ ≥ 1, one has∑
|k|≥m

|k|2τ∥uk∥2 ≤ 2

κ0τ

∑
|k|≥m+1

|k|2τ∥(Xu)k∥2

whenever u ∈ C∞(SM) with u|∂SM = 0.

The previous theorem involves a large parameter τ , and the constant

on the right is of the form C/τ which becomes very small when τ is

chosen large. As discussed in Paternain and SaloPaternain and Salo (20182018) this behaviour

is typical of Carleman estimates, and in fact the weights |k|2τ can be

written as e2τφ(k) where φ(k) = log |k| corresponds to a logarithmic

Carleman weight. Adjusting the parameter τ > 0 will allow us to deal

with a possibly large attenuation and prove injectivity of the attenuated

X-ray transform. The estimate in Theorem 7.4.27.4.2 can also be understood

as a version of the Pestov identity shifted to a different vertical Sobolev

scale.

This argument based on Carleman estimates is quite robust and it

immediately extends to complex matrix valued attenuations (even some

nonlinear ones) and tensor fields. However, it requires the additional

assumption that the Gaussian curvature is negative. We will remove

this curvature assumption later in Chapter 1212 (in the scalar case) and

Chapters 1313–1414 (in the matrix case).

Proof of Theorem 7.4.17.4.1 Let f ∈ C∞(M) satisfy IAf = 0. By Theorem

5.3.65.3.6 one has u := uf ∈ C∞(SM), and u solves the equation

Xu+Au = −f in SM, u|∂SM = 0. (7.4.1)

Note that for |k| ≥ 1, since f = f(x) one has

∥(Xu)k∥ = ∥(Au)k∥ = ∥a1uk−1 + a0uk + a−1uk+1∥
≤ C(∥uk−1∥+ ∥uk∥+ ∥uk+1∥).

We now insert u in the estimate of Theorem 7.4.27.4.2, which yields that∑
|k|≥m

|k|2τ∥uk∥2 ≤ C

τ

∑
|k|≥m+1

|k|2τ (∥uk−1∥2 + ∥uk∥2 + ∥uk+1∥2)

≤ C

τ

∑
|k|≥m

(|k|+ 1)2τ∥uk∥2.

If we additionally assume that m ≥ 2τ , then for |k| ≥ m one has

(|k|+ 1)2τ = |k|2τ (1 + 1/|k|)2τ ≤ e|k|2τ .
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Thus, whenever m ≥ 2τ we have∑
|k|≥m

|k|2τ∥uk∥2 ≤ C1

τ

∑
|k|≥m

|k|2τ∥uk∥2

where C1 is independent of τ and u. Choosing τ so that τ ≥ 2C1 implies

that

uk = 0, |k| ≥ 4C1.

It follows that u must have finite degree.

Finally we need to show that u ≡ 0. Suppose that u has degree l ≥ 0.

Then uk = 0 for k ≥ l + 1. Using the equation (7.4.17.4.1), ul satisfies

η+ul + a1ul = 0, ul|∂SM = 0.

Using the special coordinates (x, θ) and Lemma 6.1.86.1.8, so that M = D,
we have ul(x, θ) = ũl(x)e

ilθ and a1 = ã1(x)e
iθ where ũl ∈ C∞(D) solves

the equation

e(l−1)λ∂z(ũle
−lλ) + ã1ũl = 0 in D, ũl|∂D = 0.

We choose an integrating factor h ∈ C∞(D) (for instance by using the

Cauchy transform) that solves

∂zh = eλã1 in D.

Then

∂z(e
hũle

−lλ) = 0 in D, ũl|∂D = 0.

The only solution of this equation is ũl = 0. Thus we must have ul ≡ 0.

This argument shows that uk = 0 for k ≥ 0, and similarly one obtains

that uk = 0 for k ≤ 0.

Proof of Theorem 7.4.27.4.2 Let u ∈ C∞(SM) with u|∂SM = 0. We begin

with the Guillemin-Kazhdan identity: for any k ≥ 0, Proposition 6.5.26.5.2

gives that

∥η−uk∥2 +
κ0
2
k∥uk∥2 ≤ ∥η+uk∥2.

In order to get the term ∥(Xu)k+1∥2 on the right, we write

∥η+uk∥2 = ∥(Xu)k+1 − η−uk+2∥2

= ∥(Xu)k+1∥2 − 2Re((Xu)k+1, η−uk+2) + ∥η−uk+2∥2

≤
(
1 +

1

εk

)
∥(Xu)k+1∥2 + (1 + εk)∥η−uk+2∥2
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where the parameter εk > 0 will be chosen soon. Inserting this estimate

in the previous inequality yields that

∥η−uk∥2 +
κ0
2
k∥uk∥2 ≤

(
1 +

1

εk

)
∥(Xu)k+1∥2 + (1 + εk)∥η−uk+2∥2.

We multiply this inequality with a weight γk > 0, which will be fixed

later, and add up the resulting inequalities over k ≥ m. This shows that

∞∑
k=m

γk

(
∥η−uk∥2 +

κ0
2
k∥uk∥2

)
≤

∞∑
k=m

γk

((
1 +

1

εk

)
∥(Xu)k+1∥2 + (1 + εk)∥η−uk+2∥2

)
. (7.4.2)

In order to get an estimate with only ∥(Xu)k+1∥2 terms on the right,

we would like to absorb the ∥η−uk+2∥2 terms from the right to the left.

This is possible if the parameters are chosen so that

(1 + εk)γk ≤ γk+2.

In particular, we need to assume γk+2 > γk for this to work. To keep the

weights γk(1 +
1
εk
) on the right as small as possible, we fix the choice

εk =
γk+2 − γk

γk
.

With this choice, (7.4.27.4.2) takes the form

∞∑
k=m

κ0
2
kγk∥uk∥2 ≤

∞∑
k=m

(
1 +

1

εk

)
γk∥(Xu)k+1∥2

=

∞∑
k=m+1

γk+1γk−1

γk+1 − γk−1
∥(Xu)k∥2. (7.4.3)

The estimate (7.4.37.4.3) is true for any weights γk > 0 with γk+2 > γk,

and by taking limits also whenever γk ≥ 0 and γk+2 > γk. However, the

weights can grow at most polynomially if we want the left hand side to

be well defined (recall that Xu ∈ C∞, so V N (Xu) ∈ L2 showing that∑
|k|2N∥(Xu)k∥2 is finite for N > 0). We let s > 0 and fix the choice

γk = ks.

To estimate the coefficient γk+1γk−1

γk+1−γk−1
, we note the following elementary

bounds for t ∈ (0, 1):

log(1 + t) ≥ t log(2), log(1− t) ≤ −t ≤ −t log(2).
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Hence

(1 + t)s − (1− t)s ≥ 2 sinh(st log(2)) ≥ 2 log(2)st ≥ st.

This yields for k ≥ 1 the bound

γk+1γk−1

γk+1 − γk−1
=

(k2 − 1)s

ks((1 + 1/k)s − (1− 1/k)s)
≤ 1

s
ks+1.

Using the last estimate in (7.4.37.4.3) gives that

κ0
2

∞∑
k=m

ks+1∥uk∥2 ≤ 1

s

∞∑
k=m+1

ks+1∥(Xu)k∥2.

Analogously, using the second part of Proposition 6.5.26.5.2 gives the esti-

mate

κ0
2

−m∑
k=−∞

|k|s+1∥uk∥2 ≤ 1

s

−m−1∑
k=−∞

|k|s+1∥(Xu)k∥2.

Combining these two estimates and setting 2τ = s+ 1 proves the theo-

rem.

7.5 The higher dimensional case

The results in this chapter were proved by using vertical Fourier analysis

and the Beurling contraction property, which was a consequence of the

Guillemin-Kazhdan identity. Since these results have higher dimensional

counterparts as described in Section 6.66.6, all the results in this chapter

extend to higher dimensional manifolds whose sectional curvatures are

non-positive. We state the results below and refer to Paternain and SaloPaternain and Salo

(20212021, 20182018) for the proofs.

Let (M, g) be a compact simple manifold of dimension n ≥ 2. The

first result gives the solenoidal injectivity of the X-ray transform Im on

symmetric m-tensor fields.

Theorem 7.5.1. Let (M, g) be a simple manifold with non-positive sec-

tional curvature. Then Im is s-injective for any m ≥ 0.

In order to state the stability results we need to discuss the H
1/2
T

space in higher dimensions. Given u ∈ C∞(SM), we first define the full

horizontal gradient
h

∇u :=
h

∇u+ (Xu)v.
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Note that
h

∇u is the horizontal part of ∇SMu (the gradient of u with

respect to Sasaki metric) in the splitting ξ = (ξH , ξV ) for ξ ∈ TSM

given in (3.6.13.6.1). The tangential part of
h

∇u on ∂SM is defined by
h

∇∥u :=
h

∇u− ⟨
h

∇u, ν⟩ν

where ν is the inner unit normal for ∂M . Next we define the H1
T norm

on ∂+SM by

∥u∥2H1
T (∂+SM) = ∥u∥2L2(∂+SM) + ∥

h

∇∥u∥2L2(∂+SM).

The space H
1/2
T (∂+SM) is defined as the complex interpolation space

halfway between L2(∂+SM) and H1
T (∂+SM).

The following result states the stability estimates for the X-ray trans-

form on tensor fields.

Theorem 7.5.2. Let (M, g) be a simple manifold with non-positive sec-

tional curvature. Then

∥f∥L2(M) ≤ C∥I0f∥H1/2
T (∂+SM)

, f ∈ C∞(M).

For any m ≥ 1 one has

∥fs∥L2(M) ≤ C∥Imf∥H1/2
T (∂+SM)

, f ∈ C∞(Sm(T ∗M)).

The injectivity result for the attenuated X-ray transform takes the

following form. We consider attenuations A that are sums of scalar func-

tions and 1-forms, which is written as A ∈ Θ0 ⊕ Θ1 in the notation of

Section 6.66.6.

Theorem 7.5.3. Let (M, g) be a simple manifold whose sectional cur-

vatures are all negative. If A = a0+a1 with ak ∈ Θk, then IA is injective

on C∞(M).

The Carleman estimate required for proving the previous theorem is

as follows.

Theorem 7.5.4. Let (M, g) be a simple manifold whose sectional cur-

vatures satisfy K ≤ −κ0 for some κ0 > 0. For any m ≥ 1 and τ ≥ 1,

one has
∞∑
l=m

l2τ∥ul∥2 ≤ (n+ 4)2

κ0τ

∞∑
l=m+1

l2τ∥(Xu)l∥2

whenever u ∈ C∞(SM) with u|∂SM = 0.
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8

Microlocal aspects, surjectivity of I∗0

This chapter provides the key microlocal input of the monograph. We

will prove that on a simple manifold M the normal operator I∗0 I0 is an

elliptic pseudodifferential operator of order −1 in the interior ofM , thus

establishing an analogue of Theorem 1.3.161.3.16 for the Radon transform in

the plane. Combining this result with the injectivity of I0 we will prove

a surjectivity result for the adjoint I∗0 . This surjectivity result may be

rephrased as an existence result for first integrals of the geodesic flow

with prescribed zero Fourier modes and it will play a prominent role in

subsequent chapters. At the end of the chapter we shall extend these

properties to include matrix weights and attenuations.

8.1 The normal operator

Let (M, g) be a compact non-trapping manifold with strictly convex

boundary, and let I0 be the geodesic X-ray transform acting on C∞(M).

By (4.1.14.1.1) I0 is a bounded operator L2(M) → L2
µ(∂+SM), and Lemma

4.1.44.1.4 states that the adjoint of this operator is given by

(I∗0h)(x) =

∫
SxM

h♯(x, v) dSx(v).

We will consider the normal operator

N := I∗0 I0 : L2(M) → L2(M).

The following result is an analogue of the fact proved in Theorem

1.3.161.3.16 that the normal operator of the Radon transform in the plane is

an elliptic pseudodifferential operator (ΨDO) of order −1. For our ge-

ometric setting this can be traced back to (Guillemin and SternbergGuillemin and Sternberg,

195
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19771977, Section 6.3) and Stefanov and UhlmannStefanov and Uhlmann (20042004). The reference

Guillemin and SternbergGuillemin and Sternberg (19771977) states the property under the so called

Bolker condition, which is seen to be equivalent in our case to the absence

of conjugate points. The references Stefanov and UhlmannStefanov and Uhlmann (20042004) and

(Pestov and UhlmannPestov and Uhlmann, 20052005, Lemma 3.1) provide a more recent version

of this result fitting with our presentational aims.

Theorem 8.1.1 (The normal operator is elliptic). Let (M, g) be a simple

manifold. Then N = I∗0 I0 is a classical elliptic ΨDO on M int of order

−1 with principal symbol

σpr(N ) = cn|ξ|−1
g .

.

We discussed ΨDOs in Rn in Section 1.31.3. ΨDOs on manifolds can

be defined in terms of local coordinates. See (HörmanderHörmander, 1983–19851983–1985,

Section 18.1) for the following facts.

Definition 8.1.2 (ΨDOs on manifolds). Let Z be a smooth manifold

without boundary and let A : C∞
c (Z) → C∞(Z) be a linear operator.

We say that A is a ΨDO of order m, written A ∈ Ψm(Z), if for any local

coordinate chart κ : U → Ũ where U ⊂ Z and Ũ ⊂ Rn are open sets the

operator

Aκ : S (Rn) → S (Rn), Aκf = (ψA(ϕ(f ◦ κ))) ◦ κ−1

is in Ψm(Rn) whenever ϕ, ψ ∈ C∞
c (U). We say that A is a classical ΨDO,

denoted by A ∈ Ψmcl (Z), if each Aκ is in Ψmcl (Rn).

We also need the notion of ellipticity. For the case of Ψm(Rn) we gave
a definition involving the full symbol. On manifolds we need to deal with

fact that the full symbol is not invariant under changes of coordinates.

However, for classical ΨDOs the principal symbol can be invariantly

defined as a smooth function on T ∗Z that is homogeneous in ξ.

Proposition 8.1.3 (Principal symbol). For any m ∈ R, there is a linear

map

σpr : Ψ
m
cl (Z) → C∞(T ∗Z \ {0})

such that σpr(A) is homogeneous of degree m in ξ and σpr(A) = 0 iff

A ∈ Ψm−1
cl (Z). Moreover, if A ∈ Ψmcl (Z) and B ∈ Ψm

′

cl (Z) then AB ∈
Ψm+m′

cl (Z) and

σpr(AB) = σpr(A)σpr(B).
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Definition 8.1.4 (Ellipticity). An operator A ∈ Ψmcl (Z) is elliptic if its

principal symbol σpr(A) is nonvanishing on T ∗Z \ {0}.

To motivate the proof of Theorem 8.1.18.1.1, note that from the Schwartz

kernel theorem we know that the bounded operator N : L2(M) →
L2(M) must have a Schwartz kernel K(x, y) so that

(N f)(x) =

∫
M

K(x, y)f(y) dV n(y). (8.1.1)

For general operators K could be very singular, in general it is just

a distribution on M int ×M int, but ΨDOs are characterized by having

kernels of a very special type, namely K is what is called a conormal

distribution with respect to the diagonal ofM int×M int. This means that

it is smooth off the diagonal and at the diagonal, it has a singularity of

a special type. We refer to (HörmanderHörmander, 1983–19851983–1985, Section 18.2) for

further details.

Our first task is then to find out what the Schwartz kernel K of N
looks like. We begin by deriving an integral expression for N .

Lemma 8.1.5 (First expression for N ). Let (M, g) be a compact non-

trapping manifold with strictly convex boundary. Then

(N f)(x) = 2

∫
SxM

∫ τ(x,v)

0

f (γx,v(t)) dt dSx(v). (8.1.2)

Proof From the definitions we have∫
SxM

(I0f)
♯(x, v) dSx(v) =

∫
SxM

∫ τ(x,v)

−τ(x,−v)
f(γx,v(t)) dt dSx(v).

Thus

(N f)(x) =

∫
SxM

∫ τ(x,v)

0

f(γx,v(t)) dt dSx(v)

+

∫
SxM

∫ 0

−τ(x,−v)
f(γx,v(t)) dt dSx(v).

The result follows after performing the change of variables (t, v) 7→
(−t,−v) in the second integral.

The next example determines the Schwartz kernel K when M is a

Euclidean domain.

Example 8.1.6 (N in the Euclidean case). LetM = Ω where Ω ⊂ Rn is

a bounded domain with strictly convex smooth boundary, and let g = e
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be the Euclidean metric. Extend f by zero to Rn. Then the formula

(8.1.28.1.2) becomes

(N f)(x) = 2

∫ ∞

0

∫
Sn−1

f(x+ tv) dS(v) dt.

Let x be fixed. It is natural to change to polar coordinates, i.e. consider

y = x + tv where t ≥ 0 and v ∈ Sn−1. This requires that we introduce

the Jacobian tn−1 as follows:

(N f)(x) = 2

∫ ∞

0

∫
Sn−1

f(x+ tv)

tn−1
tn−1 dS(v) dt = 2

∫
Rn

f(y)

|x− y|n−1
dy.

We have proved that the Schwartz kernel of N has the simple form

K(x, y) =
2

|x− y|n−1
.

We would like to determine K(x, y) in a similar way for more general

manifolds (M, g). First we show that one can always change to polar

coordinates in TxM . Recall from Proposition 3.7.103.7.10 the notation

Dx = {tv ∈ TxM : v ∈ SxM, t ∈ [0, τ(x, v)]}.

Also recall that TxM has metric g|x whose volume form is denoted by

dTx.

Lemma 8.1.7 (Second expression for N ). Let (M, g) be a compact non-

trapping manifold with strictly convex boundary. Then

(N f)(x) = 2

∫
Dx

f(expx(w))

|w|n−1
g

dTx(w). (8.1.3)

The proof uses the following basic result.

Lemma 8.1.8 (Change of variables). Let (M, g) and (N,h) be oriented

Riemannian manifolds and let Φ :M → N be a diffeomorphism. Then∫
N

f dVh =

∫
M

(f ◦ Φ)|det dΦ| dVg

where

det dΦ|p := det(⟨fj , dΦ|pek⟩h)

where (ek) and (fj) are positively oriented orthonormal bases of TpM

and TΦ(p)N , respectively (the definition of det dΦ is independent of the

choice of such bases).

Exercise 8.1.9. Prove Lemma 8.1.88.1.8.
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Proof of Lemma 8.1.78.1.7 Fix x ∈M int. We will change variables in (8.1.28.1.2)

from (t, v) ∈ D̃x := (0, τ(x, v)]× SxM to w = tv ∈ TxM . In fact, define

q : D̃x → Dx \ {0}, q(t, v) = tv.

Then q is a diffeomorphism. Noting that the manifold D̃x carries the

metric dt2 + gx and volume form dt ∧ dSx, we can write (8.1.28.1.2) as

(N f)(x) = 2

∫
D̃x

f(expx(q(t, v))) dt ∧ dSx.

We wish to use Lemma 8.1.88.1.8, which involves the Jacobian det dq|(t,v).
For v ∈ SxM let {e1 = v, e2, . . . , en} be a positive orthonormal basis of

TxM . Then {∂t, e2, . . . , en} is a positive orthonormal basis of T(t,v)D̃x.

Moreover, {e1, e2, . . . , en} is a positive orthonormal basis of TtvDx ≈
TxM with metric gx and volume form dTx. Now dq|(t,v)(∂t) = v = e1
and dq|(t,v)(ej) = tej for 2 ≤ j ≤ n. This shows that

det dq|(t,v) = tn−1.

We can now change variables using Lemma 8.1.88.1.8:

(N f)(x) = 2

∫
D̃x

f(expx(q(t, v)))

tn−1
tn−1 dt ∧ dSx

= 2

∫
Dx

f(expx(w))

|w|n−1
g

dTx(w).

Finally, to determine the Schwartz kernel of N we would like to make

another change of coordinates y = expx(w) in (8.1.38.1.3). This boils down

to the property that the exponential map

expx : Dx →M

should be a diffeomorphism ontoM for any fixed x ∈M . By Proposition

3.8.53.8.5 this always happens (M, g) is a simple manifold.

Lemma 8.1.10 (Schwartz kernel of N ). Let (M, g) be a simple mani-

fold. Then

(N f)(x) =

∫
M

2a(x, y)

dg(x, y)n−1
f(y) dV n(y)

where the function

a(x, y) :=
1

det(d expx |exp−1
x (y))

is smooth and positive in M ×M and satisfies a(x, x) = 1.
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Proof Since expx : Dx →M is a diffeomorphism when (M, g) is simple

by Proposition 3.8.53.8.5, we can change variables y = expx(w) in (8.1.38.1.3)

using Lemma 8.1.88.1.8. Since |w|g = dg(x, y), we obtain the formula

(N f)(x) =

∫
M

2a(x, y)

dg(x, y)n−1
f(y) dV n(y)

where a(x, y) has the given expression. Now expx is an orientation pre-

serving diffeomorphism, so det d expx |w is a smooth positive function of

w ∈ Dx and it also depends smoothly on x ∈ M . Since d expx |0 = id,

we obtain that a(x, x) = 1.

Remark 8.1.11. The function a(x, y) in Lemma 8.1.108.1.10 can be studied

further by using the fact that d expx can be expressed in terms of Jacobi

fields. In fact, let (e1 = v, e2, . . . , en) be a positive orthonormal basis of

TxM . Proposition 3.7.103.7.10 implies that

d expx |tv(e1) = γ̇x,v(t),

d expx |tv(tek) = Jk(t) for 2 ≤ k ≤ n

where Jk(t) is the Jacobi field along γx,v with initial conditions Jk(0) =

0 and DtJk(0) = ek. Note that {e1(t) = γ̇x,v(t), e2(t), . . . , en(t)} is a

positive orthonormal basis of Texpx(tv)
M if we let ej(t) be the parallel

transport of ej along γx,v. Thus we obtain from Lemma 8.1.88.1.8 that

tn−1 det d expx |tv = det(⟨ej(t), Jk(t)⟩)nj,k=2 =: Ax(v, t).

The last expression is an ubiquitous quantity in Riemannian geometry

as it dictates how to compute the volume of balls in M of radius r

by integrating over SxM × [0, r]. Note that since M is simple, expx is

an orientation preserving diffeomorphism and therefore Ax > 0 for all

(t, v) ∈ D̃x.

We have now proved that on simple manifolds, the Schwartz kernel of

the normal operator N has a singularity at the diagonal that behaves

like 1
dg(x,y)n−1 . At this point we shall need the following lemma:

Lemma 8.1.12. In local coordinates, there are smooth functions Gjk(x, y)

such that Gjk(x, x) = gjk(x) and

[dg(x, y)]
2 = Gjk(x, y)(x− y)j(x− y)k.

Exercise 8.1.13. Prove the lemma. Hint: do a Taylor expansion at x

of the function f(y) = |exp−1
x (y)|2g.
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To show that we have a ΨDO, by Definition 8.1.28.1.2 we need to localize

matters by considering two cut-off functions ψ(x) and ϕ(y) supported

in a chart of M int (since M is simple, M int is in fact diffeomorphic to a

ball so one chart will do). Working in local coordinates, if we let

K̃(x, y) := ψ(x)K(x, y)
√
det g(y)ϕ(y)

we need to show that the operator whose Schwartz kernel is K̃ is a ΨDO

in Rn. (Recall that in local coordinates dV n =
√

det g(y) dy.)

By Lemmas 8.1.108.1.10 and 8.1.128.1.12, one has

K̃(x, y) := ψ(x)
2a(x, y)

(Gjk(x, y)(x− y)j(x− y)k)
n−1
2

√
det g(y)ϕ(y).

Since a(x, y) and Gjk(x, y) are smooth and ϕ and ψ have compact sup-

port, the kernel k(x, z) := K̃(x, x− z) satisfies estimates of the form

|∂αx ∂βz k(x, z)| ≤ Cαβ |z|−n+1−|β|.

By the next result (see (SteinStein, 19931993, VI.4 and VI.7.4)) this implies that

the operator with Schwartz kernel K̃ is a ΨDO of order −1.

Proposition 8.1.14 (Schwartz kernel of a ΨDO in Rn). Let m < 0. If

k ∈ C∞(Rn × (Rn \ {0})) satisfies

|∂αx ∂βz k(x, z)| ≤ CαβN |z|−n−m−|β|−N (8.1.4)

whenever n+m+ |β|+N > 0, then the operator A defined by

Af(x) =

∫
Rn

k(x, x− y)f(y) dy

belongs to Ψm(Rn) and its full symbol a ∈ Sm(Rn) is given by

a(x, ξ) =

∫
Rn

e−iz·ξk(x, z) dz.

Conversely, if A ∈ Ψm(Rn) and if K(x, y) is the Schwartz kernel of A,

then k(x, z) := K(x, x− z) satisfies (8.1.48.1.4).

We have now proved that N ∈ Ψ−1(M int). The last part of the proof

consists in proving ellipticity, which requires that we compute the prin-

cipal symbol of N . We first show that N ∈ Ψ−1
cl (M int). It is enough to

compute a corresponding expansion in local coordinates. Write

K̃(x, y) = |x− y|−(n−1)h̃

(
x, |x− y|, x− y

|x− y|

)
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where

h̃(x, r, ω) = ψ(x)
2a(x, x− rω)

√
det g(x− rω)

(Gjk(x, x− rω)ωjωk)
n−1
2

ϕ(x− rω).

Then h̃ is smooth in Rn× [0,∞)×Sn−1 (this uses the support properties

of ϕ and ψ). Taylor expanding h̃ at r = 0 leads to the formula

K̃(x, y) =

N∑
j=0

K̃−1−j(x, y) +RN (x, y)

where

K̃−1−j(x, y) = |x− y|−n+j+1
∂jrh

(
x, 0, x−y|x−y|

)
j!

.

By Proposition 8.1.148.1.14, K̃−1−j is the Schwartz kernel of some ΨDO

with symbol ã−1−j ∈ S−1−j(Rn) and RN corresponds to a symbol in

S−N−2(Rn). This shows that N is a classical ΨDO, and its principal

symbol in local coordinates (computed in the set where ϕ = ψ = 1) is

ã−1(x, ξ) =

∫
Rn

e−iz·ξK̃−1(x, x− z) dz

=

∫
Rn

e−iz·ξ
2
√

det g(x)

(gjk(x)zjzk)
n−1
2

dz

=

∫
Rn

e−iz·g(x)
−1/2ξ 2

|z|n−1
dz

= cn|ξ|−1
g .

Here we used the change of variables z 7→ g(x)−1/2z and the fact that the

Fourier transform of z 7→ 2|z|1−n is cn|ξ|−1. Thus the principal symbol

of N is cn|ξ|−1
g and N is elliptic. This concludes the proof of Theorem

8.1.18.1.1.

8.2 Surjectivity of I∗0

Let (M, g) be a compact simple manifold. In this section we prove a

fundamental surjectivity result for I∗0 which underpins the successful

solution of many geometric inverse problems in two dimensions. Recall

from Theorem 5.1.15.1.1 the space

C∞
α (∂+SM) = {h ∈ C∞(∂+SM) : h♯ ∈ C∞(SM)}.
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Recall the notation ℓ0 in Exercise 4.1.54.1.5. Since

(I∗0h)(x) =

∫
SxM

h♯(x, v) dSx(v) = (ℓ∗0h
♯)(x),

we see that I∗0 maps C∞
α (∂+SM) to C∞(M).

Theorem 8.2.1. Let (M, g) be a simple manifold. Then the operator

I∗0 : C∞
α (∂+SM) → C∞(M)

is surjective.

We can reformulate the result in another very useful form. Recall from

Lemma 6.1.36.1.3 that ℓ∗0w = 2πw0 where w0 is the zeroth Fourier mode of

w ∈ C∞(SM).

Theorem 8.2.2 (Invariant functions with prescribed zeroth Fourier

mode). Let (M, g) be a manifold with I∗0 surjective. Given any f ∈
C∞(M), there is w ∈ C∞(SM) so that

Xw = 0 in SM, ℓ∗0w = f.

Proof Given f ∈ C∞(M), use surjectivity of I∗0 to find h ∈ C∞
α (∂+SM)

with I∗0h = f . Writing w = h♯, we have w ∈ C∞(SM) since h ∈
C∞
α (∂+SM). Clearly Xw = 0, and ℓ∗0w = ℓ∗0h

♯ = I∗0h = f .

The proof of Theorem 8.2.18.2.1 is based on the following two facts:

• I0 is injective.

• I∗0 I0 is an elliptic ΨDO.

Here I0 is a linear operator between infinite dimensional spaces, and in

general surjectivity of the adjoint I∗0 would follow from injectivity of I0
combined with a suitable closed range condition for I0. The ellipticity of

the normal operator ensures the closed range condition. In the argument

below it is convenient to extend I∗0 I0 to an elliptic operator P in a closed

manifold and use the fact that P has closed range.

As usual, we consider (M, g) isometrically embedded into a closed

manifold (N, g). Since M is simple, by Proposition 3.8.73.8.7 there is an

open neighborhood U1 of M in N such that its closure M1 := U1 is

a compact simple manifold. Let I0,1 denote the geodesic ray transform

associated to (M1, g) and let N1 = I∗0,1I0,1.

As in Pestov and UhlmannPestov and Uhlmann (20052005) we may cover (N, g) with finitely

many simple open sets Uk with M ⊂ U1, M ∩ U j = ∅ for j ≥ 2, and

consider a partition of unity {φk} subordinate to {Uk} so that φk ≥
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0, suppφk ⊂ Uk and
∑
φ2
k = 1. We pick φ1 such that φ1 ≡ 1 on a

neighborhood of M and compactly supported in U1. Hence, for I0,k the

ray transform associated to (Uk, g), we can define

Pf :=
∑
k

φk(I
∗
0,kI0,k)(φkf), f ∈ C∞(N). (8.2.1)

Lemma 8.2.3. P is an elliptic ΨDO of order −1 in N .

Proof Each operator Nk := I∗0,kI0,k : C∞
c (Uk) → C∞(Uk) is an elliptic

ΨDO of order −1 with principal symbol cn|ξ|−1. By Proposition 8.1.38.1.3,

the operator P has principal symbol

σpr(P ) =
∑
k

φkσpr(I
∗
0,kI0,k)φk = cn|ξ|−1

∑
k

φ2
k = cn|ξ|−1.

Thus also P is elliptic.

Having P defined on a closed manifold is convenient, since one can use

standard mapping properties for ΨDOs without having to worry about

boundary behaviour. For instance for P defined by (8.2.18.2.1) we have

P : Hs(N) → Hs+1(N) for all s ∈ R,

where Hs(N) denotes the standard L2 Sobolev space of the closed man-

ifold N .

Remark 8.2.4. There are other natural ways of producing an ambient

operator P with the desired properties. Let ψ be a smooth function on

N with support contained in U1 and such that it is equal to 1 near M .

Let ∆g denote the Laplacian of (N, g). Define

P := ψN1ψ + (1− ψ)(1−∆g)
−1/2(1− ψ).

As we have already mentioned, N1 is an elliptic ΨDO of order −1 on

U1 and thus P is also an elliptic ΨDO of order −1 in N . Instead of

(1−∆g)
−1/2 we could have used any other invertible self-adjoint elliptic

ΨDO of order −1.

Lemma 8.2.5. The operator P is injective. Moreover, P : C∞(N) →
C∞(N) is a bijection.

The proof follows from the injectivity of I0 (Theorem 4.4.14.4.1) together

with basic properties of elliptic ΨDOs which we recall next. Part (a) gives

the existence of a parametrix (approximate inverse), part (b) is elliptic

regularity, and parts (c) and (d) are related to Fredholm properties.
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Proposition 8.2.6. Let N be a closed manifold and let A ∈ Ψmcl (N) be

elliptic.

(a) There is an elliptic B ∈ Ψ−m
cl (N) so that

AB = Id +R1,

BA = Id +R2,

where Rj are smoothing operators, i.e. they have C∞ integral kernels

and map Hs(N) to Ht(N) boundedly for any s, t ∈ R.
(b) If Au = f and f ∈ Hs(N), then u ∈ Hs+m(N).

(c) Ker(A) = {u ∈ C∞(N) : Au = 0} is finite dimensional.

(d) Given f ∈ C∞(N), the equation

Au = f

has a solution u ∈ C∞(N) iff (f, w)L2(N) = 0 for all w ∈ Ker(A∗).

Proof Part (a) is a standard parametrix construction for elliptic ΨDOs

(HörmanderHörmander, 1983–19851983–1985, Section 18.1). Let us show how the other parts

follow from this.

To prove (b), note that if Au = f then by (a)

Bf = BAu = u+R2u.

Thus u = Bf − R2u where Bf ∈ Hs+m(N) and R2u ∈ C∞(N), so

u ∈ Hs+m(N).

To prove (c), note that if Au = 0 then by (a)

0 = BAu = (Id +R2)u.

Now R2 is compact on L2(N) (it is bounded L2(N) → H1(N) and the

embedding H1(N) → L2(N) is compact). Thus the kernel of Id+R2 on

L2(N) is finite dimensional, and hence so is Ker(A).

Finally, to prove (d) consider the operator A acting between the spaces

A : Hm(N) → Y := {f ∈ L2(N) : (f, w)L2(N) = 0 for all w ∈ Ker(A∗)}.

Equip Y with the L2(N) norm. If u ∈ Hm(N) then Au is indeed in Y ,

since (Au,w)L2(N) = (u,A∗w)L2(N) = 0 for any w ∈ Ker(A∗). We wish

to prove that A is surjective.

• A has dense range: if f ∈ Y satisfies (Au, f)L2(N) = 0 for all u ∈
Hm(N), then (u,A∗f)L2(N) = 0 for u ∈ Hm(N) which yields A∗f = 0.

Thus f ∈ Ker(A∗), and by the definition of Y one has (f, f)L2(N) = 0

showing that f = 0.
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• A has closed range: if uj ∈ Hm(N) and Auj → f in Y , then by (a)

one has uj +R2uj → Bf in Hm(N). Since R2 is compact on Hm(N),

some subsequence (R2ujk) converges in H
m(N). Then (ujk) converges

in Hm(N) to some u ∈ Hm(N). It follows that f = Au.

By the above two points A : Hm(N) → Y is surjective. Part (d) follows

from this and part (b).

Proof of Lemma 8.2.58.2.5 Since P is elliptic, any element in the kernel of

P must be smooth. Let f be such that Pf = 0 and write

0 = (Pf, f)L2(N) =
∑
k

(I∗0,kI0,k(φkf), φkf)L2(Uk)

=
∑
k

∥I0,k(φkf)∥2L2
µ(∂+SUk)

.

Hence I0,k(φkf) = 0 for each k. Using injectivity of I0 on simple mani-

folds it follows that φkf = 0 for each k and thus f = 0.

We have proved that P is injective. Since P is self-adjoint, P ∗ is also

injective. Then surjectivity follows from Proposition 8.2.68.2.6(d).

Exercise 8.2.7. Prove that P : Hs(N) → Hs+1(N) is a homeomor-

phism for all s ∈ R.

We are now ready to prove the main result of this section.

Proof of Theorem 8.2.18.2.1 Let h ∈ C∞(M) be given and extend it smoothly

to a smooth function in N , still denoted by h. By Lemma 8.2.58.2.5 there is

a unique f ∈ C∞(N) such that Pf = h. Let w1 := I0,1(φ1f). Clearly

w♯1|SM ∈ C∞(SM) and we let w := w♯1|∂+SM . We must have

w♯ = w♯1|SM

since both functions are constant along geodesics and they agree on

∂+SM . Hence w ∈ C∞
α (∂+SM). To complete the proof we must check
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that I∗0w = h. To this end, we write for x ∈M :

(I∗0w)(x) =

∫
SxM

w♯(x, v) dSx(v)

=

∫
SxM

w♯1(x, v) dSx(v)

= (I∗0,1w1)(x)

= I∗0,1I0,1(φ1f)(x)

= Pf(x)

= h(x),

where in the penultimate line we used (8.2.18.2.1) and that x ∈M .

Remark 8.2.8. It turns out that it is possible to give a proof of Theorem

8.2.18.2.1 without the need to extend the normal operator to a larger closed

manifold N . In order to do this, one requires finer mapping properties

for N . Let ρ denote a positive boundary defining function; it was shown

in (Monard et al.Monard et al., 20192019, Theorem 4.4) that

N : ρ−1/2C∞(M) → C∞(M)

is a bijection. This can be combined with an additional mapping property

for I established in Monard et al.Monard et al. (2021b2021b) for any non-trapping manifold

with strictly convex boundary, namely

I : ρ−1/2C∞(SM) → C∞
α (∂+SM).

These two assertions show that given h ∈ C∞(M), the function

w := I0N−1h ∈ C∞
α (∂+SM)

and satisfies I∗0w = h. Knowing the precise mapping properties of N
and when it can be inverted is of fundamental importance when ad-

dressing statistical questions about inversion. We refer to Monard et al.Monard et al.

(20192019, 2021b2021b) for more details. For the purposes of this text the proof

of Theorem 8.2.18.2.1 as presented is more than sufficient.

8.3 Stability estimates based on the normal operator

In this section we will explain how we can derive stability estimates for

the normal operator N using some of the tools developed, in particular

the existence of a parametrix as in Proposition 8.2.68.2.6. We will keep the
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notation and set up from the previous section, so that (M, g) is a compact

simple manifold and U1 is an open neighborhood of M in the closed

manifold N whose closure U1 is a compact simple manifold.

We start by noticing that a forward estimate for N follows easily from

the mapping properties of the ΨDO P . Indeed, let rM : L2(N) → L2(M)

denote restriction to M and let eM : L2(M) → L2(N) denote extension

by zero. Both operators are bounded and dual to each other. From (8.1.28.1.2)

one easily obtains the following truncation formula

N = rMPeM in L2(M). (8.3.1)

Exercise 8.3.1. Prove (8.3.18.3.1)

Since P : L2(N) → H1(N) and rM : H1(N) → H1(M), this gives

immediately the mapping property

N : L2(M) → H1(M)

and hence a forward estimate ∥N f∥H1(M) ≤ C∥f∥L2(M).

In order to derive the stability estimate for the normal operator there

is a small price to pay: we shall measure the L2-norm of f on M , but

we shall consider the H1-norm of the normal operator N1 defined on

the slightly larger manifold U1. This is to avoid the boundary effects

as described in Remark 8.2.88.2.8 and the need to use Hörmander spaces

adapted to the appropriate transmission condition (cf. Monard et al.Monard et al.

(20192019)). We will prove:

Theorem 8.3.2 (Stefanov and UhlmannStefanov and Uhlmann (20042004)). There is a constant

C > 0 such that for any function f ∈ L2(M),

C−1∥f∥L2(M) ≤ ∥N1f∥H1(U1) ≤ C∥f∥L2(M).

Here we regard N1 : L2(M) → H1(U1) simply extending f by zero to

U1.

Proof We have already proved the inequality on the right, so we now

focus on the stability estimate on the left. The injectivity of I0 implies

that P : Hs(N) → Hs+1(N) is a homeomorphism simply by extending

the proof of Lemma 8.2.58.2.5 to Sobolev spaces, cf. Exercise 8.2.78.2.7. Thus

∥f∥L2(M) ≲ ∥Pf∥H1(N).

But from the definition of P in (8.2.18.2.1) we see that

Pf = φ1 N1f,
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where φ1 is such that φ1 ≡ 1 on a neighborhood of M and compactly

supported in U1 (with f extended by zero). It follows that

∥Pf∥H1(N) ≲ ∥N1f∥H1(U1)

and the theorem is proved.

It was shown in Stefanov and UhlmannStefanov and Uhlmann (20042004), Sharafutdinov et al.Sharafutdinov et al.

(20052005) that for a simple manifold s-injectivity of Im implies stability

estimates for the normal operator. As before, this is based on the fact

that Nm := I∗mIm is an elliptic pseudodifferential operator acting on

solenoidal tensor fields. We shall not prove these results here; instead

we give a brief account of them. Since I1 is always s-injective for simple

manifolds we have:

Theorem 8.3.3. Let (M, g) be simple. There is a constant C > 0 such

that for any 1-form f in L2(S1(T ∗M)) we have

C−1 ∥fs∥L2(S1(T∗M)) ≤ ∥N 1
1 f∥H1(U1) ≤ C ∥fs∥L2(S1(T∗M)) .

A sharp stability estimate for N 2, assuming that I2 is known to be

s-injective, was proved in StefanovStefanov (20082008):

Theorem 8.3.4. Let (M, g) be simple and assume that I2 is s-injective.

There is a constant C > 0 such that for any symmetric 2-tensor field f

in L2(S2(T ∗M)),

C−1∥fs∥L2(S2(T∗M)) ≤ ∥N 2
1 f∥H1(U1) ≤ C∥fs∥L2(S2(T∗M)).

We refer to Assylbekov and StefanovAssylbekov and Stefanov (20202020) for recent sharp stability

estimates for Im using these results.

Remark 8.3.5. One can also consider the normal operator and stability

on compact non-trapping surfaces with strictly convex boundary, but

when conjugate points are present. This situation is studied in detail in

Monard et al.Monard et al. (20152015). It turns out that I0 is a Fourier integral operator of

order −1/2, but if there is a pair of interior conjugate points then I∗0 I0 is

not a pseudodifferential operator anymore. Moreover, I0 has an infinite-

dimensional microlocal kernel, and some singularities of functions f in

the microlocal kernel cannot be recovered from the knowledge of I0f .

This implies that even if I0 were injective (like it is for radial sound

speeds satisfying the Herglotz condition by Theorem 2.4.12.4.1), the recovery

of f from I0f will be highly unstable if conjugate points are present. The

instability issue is also discussed in Koch et al.Koch et al. (20212021).
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8.4 The normal operator with a matrix weight

Virtually everything that we have done in this chapter so far can be

upgraded to include an invertible matrix weight. Let (M, g) be a compact

non-trapping manifold with strictly convex boundary and letW : SM →
GL(m,C) be a smooth invertible matrix function, called a weight.

Recall from Definition 5.4.55.4.5 that the geodesic X-ray transform with

matrix weight W is the operator IW : C∞(SM,Cm) → C∞(∂+SM,Cm)

defined by

IWf(x, v) =

∫ τ(x,v)

0

(Wf)(φt(x, v)) dt, (x, v) ∈ ∂+SM.

By Remark 5.4.75.4.7, IW is bounded L2(SM,Cm) → L2(∂+SM,Cm). To

compute the adjoint we use the L2
µ space: the adjoint of

IW : L2(SM,Cm) → L2
µ(∂+SM,Cm)

is the bounded operator I∗W : L2
µ(∂+SM,Cm) → L2(SM,Cm) given by

(see Remark 5.4.75.4.7):

I∗Wh = W∗h♯.

We will be interested on the weighted transform IW,0 acting on 0-tensors.

Definition 8.4.1. The matrix weighted X-ray transform on 0-tensors

is the operator

IW,0 : C∞(M,Cm) → C∞(∂+SM,Cm), IW,0 := IW ◦ ℓ0.

As in Lemma 4.1.44.1.4 one has

(I∗W,0h)(x) =

∫
SxM

W∗h♯(x, v) dSx(v).

The normal operator

NW := I∗W,0IW,0 : L2(M,Cm) → L2(M,Cm)

is now an elliptic ΨDO.

Theorem 8.4.2 (NW is an elliptic ΨDO). Let (M, g) be a simple mani-

fold and let W ∈ C∞(SM,GL(m,C)). Then NW = I∗W,0IW,0 is a classical

elliptic ΨDO on M int of order −1.
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Proof We follow the argument in Section 8.18.1. From the definitions

NWf(x) =

∫
SxM

W∗(x, v)(IW,0f)
♯(x, v) dSx(v)

=

∫
SxM

W∗(x, v)

∫ τ(x,v)

−τ(x,−v)
W(φt(x, v))f(γx,v(t)) dt dSx(v)

=

∫
SxM

∫ τ(x,v)

0

W∗(x, v)W(φt(x, v))f(γx,v(t)) dt dSx(v)

+

∫
SxM

∫ τ(x,v)

0

W∗(x,−v)W(φ−t(x,−v))f(γx,v(t)) dt dSx(v).

Following the arguments in Lemmas 8.1.78.1.7 and 8.1.108.1.10, we have

NWf(x) =

∫
Dx

W∗(x, w|w| )W(φ|w|(x,
w
|w| ))f(expx(w))

|w|n−1
dTx(w)

+

∫
Dx

W∗(x,− w
|w| )W(φ−|w|(x,− w

|w| ))f(expx(w))

|w|n−1
dTx(w)

=

∫
M

AW(x, v(x, y), y, w(x, y))

dg(x, y)n−1
f(y) dV n(y)

where AW(x, v, y, w) (with v ∈ SxM and w ∈ SyM) is the matrix func-

tion

AW(x, v, y, w) :=
W∗(x, v)W(y, w) +W∗(x,−v)W(y,−w)

det(d expx |exp−1
x (y))

and

v(x, y) :=
exp−1

x (y)

| exp−1
x (y)|

, w(x, y) := ∇ydg(x, y).

Here AW ∈ C∞(SM × SM), which shows that AW(x, v(x, y), y, w(x, y))

is bounded in M int ×M int and smooth away from the diagonal.

Having computed the Schwartz kernel of NW, we move to local coor-

dinates and choose cutoff functions ϕ, ψ ∈ C∞
c (M int). After multiplying

by cutoffs, the Schwartz kernel of NW has the expression

K̃W(x, y) =
ψ(x)AW(x, v(x, y), y, w(x, y))

√
det g(y)ϕ(y)

(Gjk(x, y)(x− y)j(x− y)k)
n−1
2

= |x− y|−(n−1)h̃W

(
x, |x− y|, x− y

|x− y|

)
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where

h̃W(x, r, ω) = ψ(x)×

AW(x, v(x, x− rω), x− rω,w(x, x− rω))
√
det g(x− rω)

(Gjk(x, x− rω)ωjωk)
n−1
2

ϕ(x− rω).

We claim that h̃W is smooth in Rn × [0,∞) × Sn−1. To prove this,

it is enough to show that the functions ṽ(x, r, ω) = v(x, x − rω) and

w̃(x, r, ω) = w(x, x− rω) are smooth up to r = 0.

Let U ⊂ Rn be the open subset where the local coordinates are defined

and let g also denote the Riemannian metric on U . Fix x ∈ U ; we are

interested in the behaviour of y = expx(tv̂) = γx,v̂(t) for small |t|, where
v̂ ∈ SxU . Note that the map (t, v̂) 7→ y is smooth. Hence, the function

m(t, v̂;x) := (γx,v̂(t)− x)/t with m(0, v̂;x) = v̂ is also smooth. We may

introduce new variables (r, ω) ∈ R× Sn−1 such that

r = t|m(t, v̂;x)| and ω = − m(t, v̂;x)

|m(t, v̂;x)|
.

Then x− rω = γx,v̂(t). It is straightforward to check that the Jacobian

of the change of coordinates (t, v̂) 7→ (r, ω) is non-zero for t = 0 and

thus by the inverse function theorem and the fact that (0, v̂) 7→ (0, ω)

is injective (cf. Lemma 11.2.611.2.6 for a related formulation) there is δ small

enough such that this change of coordinates is a diffeomorphism from

(−δ, δ) × SxU onto its image. Thus we have smooth inverse functions

t(r, ω) and v̂(r, ω) for r small enough and ω ∈ Sn−1.

To complete the proof that h̃W is smooth observe that ṽ(x, r, ω) =

v̂(r, ω) and

w̃(x, r, ω) = d expx |t(r,ω)v̂(r,ω)(v̂(r, ω))

and thus both are smooth as functions of (r, ω) as desired. Now the same

argument as in the end of Section 8.18.1 implies that NW ∈ Ψ−1
cl (M int).

Ellipticity follows from Exercise 8.4.38.4.3 below.

Exercise 8.4.3. Show that the principal symbol of NW in local coordi-

nates as above is given by

σpr(NW)(x, ξ) =

∫
Rn

e−iz·ξ
√
det g(x)

|z|n−1
g

×

(W∗(x, z/|z|g)W(x, z/|z|g) +W∗(x,−z/|z|g)W(x,−z/|z|g)) dz.

Using that W is invertible conclude that NW is elliptic. What happens
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if W is not invertible? Show that if W takes values in the unitary group,

the principal symbol is cn|ξ|−1
g Id.

With this result in hand, Theorem 8.2.18.2.1 can be upgraded to:

Theorem 8.4.4. Let (M, g) be a simple manifold. Then IW,0 is injective

on L2(M,Cm) if and only if

I∗W,0 : C∞
α (∂+SM,Cm) → C∞(M,Cm)

is surjective.

Proof Let f ∈ L2(M,Cm) be such that IW,0f = 0. Consider a slightly

larger simple manifold M̃ engulfing M and extend W smoothly to it.

Extending f by zero to M̃ we see that

IW̃,0f = 0

and thus NW̃f = 0. By Theorem 8.4.28.4.2, NW̃ is elliptic and hence f is

smooth in the interior of M̃ and hence on M . Assume now that I∗W,0 is

surjective. Then there exists h ∈ C∞
α (∂+SM,Cm) such that I∗W,0h = f .

Now write

0 = (IW,0f, h) = (f, I∗W,0h) = (f, f)

and thus f = 0.

Assume now that IW,0 is injective. We wish to show that I∗W,0 is sur-

jective. This part of the proof proceeds exactly as the proof of Theorem

8.2.18.2.1. We construct an elliptic operator P : C∞(N,Cm) → C∞(N,Cm)

and we show it is a bijection by showing first that it has trivial kernel.

The surjectivity of P implies the surjectivity of I∗W,0 exactly as in the

proof of Theorem 8.2.18.2.1.

Exercise 8.4.5. Fill in the details of the proof of Theorem 8.4.48.4.4.

Let us state explicitly the following rephrasing of Theorem 8.4.48.4.4 that

will be useful later on.

Corollary 8.4.6. Let (M, g) be a simple manifold with IW,0 injective.

Given f ∈ C∞(M,Cm) there exists u ∈ C∞(SM,Cm) such that{
Xu+Au = 0,

ℓ∗0u = f

where A = −X(W∗)(W∗)−1 and ℓ∗0u =
∫
SxM

u(x, v) dSx(v).
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Proof By Theorem 8.4.48.4.4 there is h ∈ C∞
α (∂+SM,Cm) such that ℓ∗0W∗h♯ =

f . We let u := W∗h♯ ∈ C∞(SM,Cm). Since Xh♯ = 0, the function u

satisfies

Xu = X(W∗)h♯ = −Au

and the corollary follows.



This material has been published by Cambridge University Press & Assessment as
Geometric inverse problems, with emphasis on two dimensionsGeometric inverse problems, with emphasis on two dimensions. This version is free to

view and download for personal use only. Not for re-distribution, re-sale or use in
derivative works. © 2022 Gabriel P. Paternain, Mikko Salo, Gunther Uhlmann.

9

Inversion formulas and range

Let (M, g) be a simple two-dimensional manifold, and let f ∈ C∞(M).

We already know that f is determined by its geodesic X-ray transform

uniquely and stably. In this chapter we will discuss the issues of recon-

struction and range characterization, i.e. how to determine f from I0f

in a constructive way and how to decide which functions in ∂+SM are

of the form I0f for some f .

In fact we will prove reconstruction formulas that allow one to ex-

actly recover f from I0f when (M, g) has constant curvature, and lead

to approximate recovery with error terms given by Fredholm operators

when (M, g) is a general simple surface. For the unit disk in the plane,

the reconstruction formula is equivalent to the filtered backprojection

formula (Theorem 1.3.31.3.3) after a suitable transformation is applied.

9.1 Motivation

This section motivates the derivation of the reconstruction formulas and

introduces the operator W that will appear. Let (M, g) be a simple

surface and let f ∈ C∞(M) be real valued. We would like to reconstruct

the function f in M from the knowledge of its geodesic X-ray transform

I0f on ∂+SM . Recall from Lemma 4.2.24.2.2 that the X-ray transform is

characterized as I0f = uf |∂+SM where uf solves the transport equation

Xuf = −f in SM, uf |∂−SM = 0.

The function uf has the minor problem of not being smooth near ∂0SM ,

but this can be rectified by considering its odd part uf−. Since f is even,

uf− is in C∞(SM) by Theorem 5.1.25.1.2, and it satisfies

Xuf− = −f in SM, uf−|∂SM = (I0f)−
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where (I0f)− is the odd part of the zero extension of I0f to ∂SM , i.e.

(I0f)−(x, v) :=

{
1
2I0f(x, v), (x, v) ∈ ∂+SM,

− 1
2I0f(x,−v), (x, v) ∈ ∂−SM.

(9.1.1)

Now, if we could determine the solution uf− in SM from the knowl-

edge of its boundary value (I0f)− on ∂SM , then we could reconstruct f

just by using the equation f = −Xuf−. Of course an arbitrary solution

of Xu = −f is not determined uniquely by its boundary values (the

solution u is only unique up to adding solutions of Xr = 0, i.e. invari-

ant functions). However, uniqueness may follow if we impose additional

conditions on u. One useful condition is that u is holomorphic in the

angular variable.

We consider the following scheme:{
Produce a holomorphic odd function u∗ ∈ C∞(SM) so that

Xu∗ = −f in SM and u∗|∂SM is determined by I0f .

(9.1.2)

If such a function u∗ could be found, we could reconstruct a real f

from u∗|∂SM as follows: since X(Im(u∗)) = 0, the function Im(u∗) is

determined in SM by the boundary values u∗|∂SM . By holomorphicity

u∗ is determined by Im(u∗) (in principle up to a real additive constant,

but the fact that u∗ is odd implies that u∗0 = 0 so this constant does not

appear). We could then recover f from the equation f = −Xu∗.
Recall that uf− is a smooth odd solution of Xu = −f and that uf−|∂SM

is determined by I0f . The first naive attempt to implement (9.1.29.1.2) would

be to choose u∗ to be (twice) the holomorphic projection of uf−, i.e.

u∗ := (Id + iH)uf− = 2(uf1 + uf3 + uf5 + . . .). (9.1.3)

It turns out that this attempt already works if (M, g) has constant cur-

vature. We formulate a related lemma.

Lemma 9.1.1 (Holomorphic projection of uf−). Let (M, g) be a compact

non-trapping surface with strictly convex boundary. If f ∈ C∞(M), then

u∗ := (Id + iH)uf− ∈ C∞(SM) satisfies

Xu∗ = −f − iWf

where W is the operator

W : C∞(M) → C∞(M), Wf = (X⊥u
f )0.

Proof To see this, recall from Definition 6.1.46.1.4 the Guillemin-Kazhdan
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operators η± = 1
2 (X ± iX⊥) that satisfy η± : Ωk → Ωk±1. Using the

decompositions

X = η+ + η−, iX⊥ = η+ − η−

together with the equation Xuf− = −f , we see that

Xu∗ = 2η−u
f
1 = (η−u

f
1 + η+u

f
−1) + (η−u

f
1 − η+u

f
−1)

= −f − iWf.

Th operator W will be important for the reconstruction formulas. We

will prove that it has the following three properties:

(1) If (M, g) has constant curvature, then W ≡ 0.

(2) If g is C3-close to a metric of constant curvature, then W has small

norm (KrishnanKrishnan, 20102010).

(3) If (M, g) is a general simple surface, then W is a smoothing operator

(Pestov and UhlmannPestov and Uhlmann, 20042004).

By (1) we see that if (M, g) has constant curvature, then Wf = 0 and

Xu∗ = −f . Therefore the scheme (9.1.29.1.2) with the choice of u∗ given

in (9.1.39.1.3) allows us to reconstruct f from I0f . In the general case Wf

is an error term. We may iterate the construction once more using the

anti-holomorphic function

u∗∗ := (Id− iH)uf+iWf
− = 2(uf+iWf

−1 + uf+iWf
−3 + . . .).

Note that X(u∗ − uf+iWf ) = 0, and u∗ − uf+iWf |∂−SM = u∗|∂−SM is

determined by I0f . Thus I0f determines uf+iWf |∂SM and hence also

u∗∗|∂SM . Now a computation as above yields that

Xu∗∗ = −f −W 2f.

It follows that the function f +W 2f can be reconstructed from I0f .

In the following sections we will prove the properties (1)–(3) of the

operator W in detail. We will give a slightly different argument for re-

constructing f + W 2f from I0f , based on using the fibrewise Hilbert

transform H and the commutator formula [H,X]u = X⊥u0 + (X⊥u)0.

To conclude this section, it is instructive to see why W ≡ 0 in the

Euclidean case.

Example 9.1.2 (W in the Euclidean case). Let (M, g) be the Euclidean

unit disk and let f ∈ C∞
c (M int). Then we may write

uf (x, θ) =

∫ ∞

0

f(x+ tvθ) dt
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where vθ = (cos θ, sin θ). Since X⊥ = (vθ)⊥ · ∇x, we have

X⊥u
f (x, θ) =

∫ ∞

0

(vθ)⊥ · ∇xf(x+ tvθ) dt.

We may then compute

Wf(x) = (X⊥u
f )0(x) =

1

2π

∫ 2π

0

∫ ∞

0

(vθ)⊥ · ∇xf(x+ tvθ) dt dθ

= − 1

2π
lim
ε→0

∫ ∞

ε

∫ 2π

0

∂θ(f(x+ tvθ))

t
dθ dt.

One has Wf(x) ≡ 0 since
∫ 2π

0
∂θ(f(x+ tvθ)) dθ = 0.

9.2 Properties of solutions of the Jacobi equation

Let (N, g) be a closed oriented two-dimensional manifold. We have seen

in Section 3.7.23.7.2 that Jacobi fields on N are completely described by the

smooth functions a, b : SN ×R → R that satisfy the Jacobi equation in

the t-variable,

ä+K(γx,v(t))a = 0, b̈+K(γx,v(t))b = 0,

with initial conditions a(x, v, 0) = 1, ȧ(x, v, 0) = 0, and b(x, v, 0) = 0,

ḃ(x, v, 0) = 1.

The functions a and b have the following properties.

Proposition 9.2.1. There exist smooth functions R,P ∈ C∞(TN) such

that

a(x, v, t) = 1 + t2R(x, tv), (9.2.1)

b(x, v, t) = t+ t3P (x, tv). (9.2.2)

Moreover, we have

b(x, v, t) = t det(d expx |tv).

Proof We first consider a(x, v, t). The initial conditions a(x, v, 0) = 1

and ȧ(x, v, 0) = 0 together with Taylor’s formula imply that

a(x, v, t) = 1 + t2c(x, v, t) (9.2.3)

where c ∈ C∞(SN × R). By differentiating the equation ä + Ka = 0
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repeatedly we obtain

∂k+2
t a(x, v, 0) = −

k∑
j=0

(
k

j

)
(XjK)(x, v)∂k−jt a(x, v, 0)

where Xj is the geodesic vector field applied j times. Using induction

and the fact that 1 = gjkv
jvk, we see that ∂k+2

t a(x, v, 0) is a homo-

geneous polynomial of degree k in v. Thus by (9.2.39.2.3), ∂kt c(x, v, 0) is a

homogeneous polynomial of degree k in v.

We use Borel summation and define

c1(x, v, t) :=

∞∑
k=0

∂kt c(x, v, 0)

k!
tkχ(t/εk) (9.2.4)

where χ ∈ C∞
c (R) satisfies 0 ≤ χ ≤ 1, χ = 1 for |t| ≤ 1/2, and χ = 0 for

|t| ≥ 1, and εk are chosen so that c1 ∈ C∞(SN × R). Then c = c1 + c2
where c2 ∈ C∞(SN × R) satisfies

∂kt c2(x, v, 0) = 0, k ≥ 0. (9.2.5)

The formula (9.2.49.2.4) together with the fact that ∂kt c(x, v, 0) is a homo-

geneous polynomial of order k in v shows that c1(x, v, t) = R1(x, tv)

where R1 ∈ C∞(TN). Moreover, using (9.2.59.2.5) one can directly check

that R2(x,w) := c2(x,w/|w|, |w|) is smooth in TN with vanishing Tay-

lor series when w = 0. Thus we have

a(x, v, t) = 1 + t2R(x, tv)

where R := R1 +R2 ∈ C∞(TN).

The proof for b(x, v, t) is analogous. First we observe that b(x, v, t) =

t+ t3d(x, v, t) where d is smooth. By induction ∂k+3
t b(x, v, 0), and hence

also ∂kt d(x, v, 0), is a homogeneous polynomial of degree k in v. Thus

d(x, v, t) = P (x, tv) where P is smooth in TN . The formula b(x, v, t) =

t det(d expx |tv) follows from Remark 8.1.118.1.11 and Lemma 3.7.73.7.7.

Remark 9.2.2. By differentiating the equations ä + Ka = 0 and b̈ +

Kb = 0, it is easy to obtain the expansions

a = 1− 1

2
Kt2 − 1

6
dK|x(v)t3 +O(t4),

b = t− 1

6
Kt3 +O(t4).

We also recall from Section 3.7.23.7.2 that the Jacobi equation ÿ+K(t)y =
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0 determines the differential of the geodesic flow φt: if we fix (x, v) ∈ SM

and T(x,v)(SM) ∋ ξ = −ξ1X⊥ + ξ2V then

dφt(ξ) = −y(t)X⊥(φt(x, v)) + ẏ(t)V (φt(x, v)), (9.2.6)

where y(t) is the unique solution to the Jacobi equation with initial

conditions y(0) = ξ1 and ẏ(0) = ξ2 and K(t) = K(π ◦ φt(x, v)) (cf.

Subsection 3.7.23.7.2). The differential of the geodesic flow thus determines

an SL(2,R)-cocyle Ψ over φt with infinitesimal generator

A :=

(
0 −1

K 0

)
.

This means that Ψ is the solution of the matrix ODE

d

dt
Ψ(x, v, t) +A(φt(x, v))Ψ(x, v, t) = 0, Ψ(x, v, 0) = Id,

and satisfies the cocycle property

Ψ(x, v, t+ s) = Ψ(φt(x, v), s)Ψ(x, v, t)

for all (x, v) ∈ SN and s, t ∈ R. We may write Ψ using the functions

a, b above as

Ψ(x, v, t) =

(
a b

ȧ ḃ

)
.

Clearly the cocycle Ψ can be identified with dφt acting on the kernel of

the contact 1-form of the geodesic flow (i.e. the 2-plane spanned by X⊥
and V ).

9.3 The smoothing operator W

Let (M, g) be a non-trapping surface with strictly convex boundary. We

consider as usual (M, g) sitting inside a closed oriented surface (N, g). We

shall define an operatorW : C∞(M) → C∞(M) following our discussion

at the begining of the chapter. This operator will have the property that

it extends as a smoothing operator W : L2(M) → C∞(M) when M

is free of conjugate points, and it will play an important role in the

Fredholm inversion formulas in the next section.

Given f ∈ C∞(M) define for any x ∈M

(Wf)(x) := (X⊥u
f )0(x) =

1

2π
ℓ∗0(X⊥u

f )(x).
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In the definition above we may replace uf by uf− and we have seen that

the latter is smooth (cf. Theorem 5.1.25.1.2). Hence we have

Wf = (X⊥u
f
−)0 ∈ C∞(M).

Exercise 9.3.1. Show that Wf = i(η−u
f
1 − η+u

f
−1).

We now give an integral representation for W when (M, g) is a simple

surface. We will use the functions a and b introduced in the previous

section. Note that (M, g) has no conjugate points iff b(x, v, t) ̸= 0 for

t ∈ [−τ(x,−v), τ(x, v)], t ̸= 0 and (x, v) ∈ SM .

Proposition 9.3.2. Let (M, g) be a simple surface. The function

w(x, v, t) := V

(
a(x, v, t)

b(x, v, t)

)
is smooth for (x, v) ∈ SM and t ∈ [−τ(x,−v), τ(x, v)], and has the form

w(x, v, t) = tQ(x, tv)

where Q is smooth. The operator W has the expression

(Wf)(x) =
1

2π

∫
SxM

∫ τ(x,v)

0

w(x, v, t)f(γx,v(t)) dt dSx(v).

The function w = w(x, v, t) also has the formula

w = − 1

b(t)2

∫ t

0

g(t, s)b(s) [a(s)b(t)− b(s)a(t)] dK|γx,v(s)(γ̇x,v(s)
⊥) ds,

with a(t) = a(x, v, t), b(t) = b(x, v, t), g(t, s) = b(γx,v(s), γ̇x,v(s), t − s).

In particular, W ≡ 0 if (M, g) has constant curvature.

Proof By simplicity b(x, v, t) ̸= 0 for t ∈ [−τ(x,−v), τ(x, v)] and t ̸= 0.

Thus w is smooth for t ̸= 0. Using the definition of w we have that

w(x, v, t) =
V (a)

b
− aV (b)

b2
.

Proposition 9.2.19.2.1 gives that

a(x, v, t) = 1 + t2R(x, tv),

b(x, v, t) = t+ t3P (x, tv),

where R and P are smooth. Since V = (0, v⊥) in the splitting (3.6.13.6.1),
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we have in the notation of Section 3.63.6 and in terms of the Sasaki metric

on TM that

V (R(x, tv)) = ⟨∇R|(x,tv), (0, tv⊥)⟩ = ⟨K(∇R|(x,tv)), tv⊥⟩
= ⟨K(∇R|(x,tv))⊥, tv⟩.

Doing a similar computation for V (P (x, tv)), it follows that

V (a) = t2R̂(x, tv),

V (b) = t3P̂ (x, tv),

where R̂ and P̂ are smooth (and R̂(x, 0) = P̂ (x, 0) = 0). Since b =

t det(d expx |tv), we have that V (a)/b and aV (b)/b2 are of the form

tS(x, tv) for some smooth S (for the latter we also use t2 = gjktv
jtvk).

It follows that

w(x, v, t) = tQ(x, tv)

for some smooth Q.

To derive the integral formula for W we use its definition and write

(Wf)(x) =
1

2π

∫
SxM

X⊥

[∫ τ(x,v)

0

f(γx,v(t)) dt

]
dSx(v). (9.3.1)

Let us assume first that f has compact support contained in the interior

of M . Then:

X⊥

∫ τ(x,v)

0

f(γx,v(t)) dt =

∫ τ(x,v)

0

X⊥(f(γx,v(t))) dt.

Now observe that

X⊥(f(γx,v(t))) = df ◦ dπ ◦ dφt(X⊥(x, v))

and similarly

V (f(γx,v(t))) = df ◦ dπ ◦ dφt(V (x, v)).

But by (9.2.69.2.6)

dπ ◦ dφt(X⊥(x, v)) = −aγ̇x,v(t)⊥

and

dπ ◦ dφt(V (x, v)) = bγ̇x,v(t)
⊥,

therefore for t ̸= 0

X⊥(f(γx,v(t)) = df(−aγ̇x,v(t)⊥) = −a
b
V (f(γx,v(t)).
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Inserting the last expression into (9.3.19.3.1) we derive

(Wf)(x) =
1

2π
lim
ε→0

∫
SxM

∫ τ(x,v)

ε

−a
b
V (f(γx,v(t))) dt dSx(v).

Since ∫
SxM

V

(∫ τ(x,v)

ε

a

b
f(γx,v(t)) dt

)
dSx(v) = 0

and since V (a/b) is smooth, we finally obtain

(Wf)(x) =
1

2π

∫
SxM

∫ τ(x,v)

0

V
(a
b

)
f(γx,v(t)) dt dSx(v)

as desired.

Next, differentiating the ODEs for a(t) = a(x, v, t) and b(t) = b(x, v, t)

yields

(V a)′′(t) +K(γx,v(t))V a(t) = −dK|γx,v(t)(dπ ◦ dφt(V (x, v)))a(t),

(V b)′′(t) +K(γx,v(t))V b(t) = −dK|γx,v(t)(dπ ◦ dφt(V (x, v)))b(t).

But we saw that dπ ◦ dφt(V (x, v)) = b(t)γ̇x,v(t)
⊥. Duhamel’s principle

gives

V a(t) = −
∫ t

0

b(γx,v(s), γ̇x,v(s), t− s)a(s)b(s)dK|γx,v(s)(γ̇x,v(s)
⊥) ds,

V b(t) = −
∫ t

0

b(γx,v(s), γ̇x,v(s), t− s)b(s)b(s)dK|γx,v(s)(γ̇x,v(s)
⊥) ds.

Now

w(x, v, t) = V

(
a(x, v, t)

b(x, v, t)

)
=

(V a)b− a(V b)

b2

and the required formula for w(x, v, t) follows.

The proof above was done assuming that f ∈ C∞
c (M int) but we could

have carried out the same proof with f ∈ C∞(M), i.e. smooth and

supported all the way to the boundary. This would have produced two

additional boundary terms:

X⊥(τ)f(γx,v(τ(x, v))) and V (τ)
a(x, v, τ(x, v))

b(x, v, τ(x, v))
f(γx,v(τ(x, v))).

However these two terms cancel out due to the following fact that is

easily checked:

a(x, v, τ(x, v))V (τ) + b(x, v, τ(x, v))X⊥(τ) = 0. (9.3.2)

Hence we get the same integral formula for f ∈ C∞(M).
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Exercise 9.3.3. Prove identity (9.3.29.3.2).

Exercise 9.3.4. Use Proposition 9.3.29.3.2 to show that if g is sufficiently

C3-close to a metric of constant curvature, then ∥W∥L2 < 1 (cf. KrishnanKrishnan

(20102010)).

Exercise 9.3.5. Let F := b2w. Show that F satisfies the ODE (in time)
...
F + 4K(γx,v(t))Ḟ + 2dK(γ̇x,v(t))F = −2V (K(γx,v(t)).

Show that W = 0 iff K is constant.

We now prove that W is smoothing on simple surfaces.

Proposition 9.3.6. Let (M, g) be a simple surface. The operator W

extends to a smoothing operator W : L2(M) → C∞(M).

Proof We will make a change of variables that transforms the integral

expression for W into something of the form

(Wf)(x) =

∫
M

k(x, y)f(y) dV 2(y)

with k smooth. The change of variables is exactly the same we used in

the proof of Theorem 8.1.18.1.1. We set ψx(v, t) := y = expx(tv) and we see

that

(Wf)(x) =

∫
M

k(x, y)f(y) dV 2(y)

where

k(x, y) :=
w(x, ψ−1

x (y))

b(x, ψ−1
x (y))

.

Using Proposition 9.3.29.3.2 we can rewrite this as

k(x, y) =
Q(x, exp−1

x (y))

det(d expx |exp−1
x (y))

that clearly exhibits k as a smooth function.

9.3.1 The adjoint W ∗

The adjoint of W with respect to the L2-inner product of M can be

easily computed:

Lemma 9.3.7. Given h ∈ C∞
c (M int) we have

W ∗h =
(
uX⊥h

)
0
.
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Before proving the lemma we establish an auxiliary result that holds

in any dimensions.

Lemma 9.3.8. If f ∈ L2(SM) is even and g ∈ L2(SM) is odd, then

(If, Ig)L2
µ
= 0.

Proof It suffices to check the claim when f and g are smooth and with

compact support in M int. We have

(If, Ig)L2
µ
=

∫
∂+SM

µ If Ig dΣ2n−2 = 2

∫
∂SM

µuf+u
g
− dΣ

2n−2.

Since Xuf+ = Xug− = 0 we have X(uf+u
g
−) = 0 and using Proposition

3.5.123.5.12 we obtain ∫
∂SM

µuf+u
g
− dΣ

2n−2 = 0.

Proof of Lemma 9.3.79.3.7 Given f, h ∈ C∞
c (M int) we compute

2π(Wf, h)L2(M) = 2π((X⊥u
f )0, h)L2(M)

= (X⊥u
f , h)L2(SM)

= −(uf , X⊥h)L2(SM)

= (uf , X(uX⊥h))L2(SM)

= −(Xuf , uX⊥h)L2(SM) − (If, I(X⊥h))L2
µ

= (f, uX⊥h)L2(SM)

= 2π(f,
(
uX⊥h

)
0
)L2(M)

where in the penultimate line we used Lemma 9.3.89.3.8.

9.4 Fredholm inversion formulas

In this section we establish an inversion formula for I0 up to a Fred-

holm error using the smoothing operator W . This formula was proved

in Pestov and UhlmannPestov and Uhlmann (20042004), and we partly follow the presentation in

MonardMonard (2016b2016b). We begin by proving the following result.

Theorem 9.4.1. Let (M, g) be a compact non-trapping surface with

strictly convex boundary. Then given f ∈ C∞(M) we have

f +W 2f = −(X⊥w
♯)0
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where

w := [H (I0f)−]|∂−SM ◦ α

and (I0f)− denotes the odd part of the zero extension of I0f to ∂SM as

in (9.1.19.1.1).

Proof The proof essentially consists in applying the Hilbert transform

H twice to the equation Xuf− = −f and using Proposition 6.2.26.2.2.

Applying H once we derive (since Hf = 0):

XHuf− = −Wf (9.4.1)

since (uf−)0 = 0. Applying H again we obtain

XH2uf− + (X⊥Hu
f
−)0 = 0

and using that H2uf− = −uf− we derive

−f = Xuf− = (X⊥Hu
f
−)0. (9.4.2)

Using (9.4.19.4.1) we see that

Huf− = uWf + w♯

where w := [Huf−]|∂−SM ◦ α ∈ C∞(∂+SM). Inserting this expression

into (9.4.29.4.2) yields

−f −W 2f = (X⊥w
♯)0

and the proof is completed by observing that

uf−|∂SM = (I0f)−.

Exercise 9.4.2. Using (9.4.19.4.1) show that I0(Wf) = 0 if I0f = 0.

The term (X⊥w
♯)0 appearing in the formula in Theorem 9.4.19.4.1 can be

interpreted as the adjoint of a suitable X-ray transform.

Definition 9.4.3. Let (M, g) be a non-trapping surface with strictly

convex boundary. We set I⊥ : C∞(M) → C∞(∂+SM) as

I⊥(f) := I(X⊥ℓ0f).

Exercise 9.4.4. Let (M, g) be a simple surface. Show that I⊥(f) = 0

iff f is constant.
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By Proposition 3.5.123.5.12 we know that X∗
⊥ = −X⊥ if we let X⊥ act on

C1-functions that are zero on ∂SM . Hence the formal adjoint I∗⊥ is given

by

I∗⊥(w) = −ℓ∗0X⊥I
∗(w) = −2π(X⊥w

♯)0. (9.4.3)

Next we shall re-interpret the term

w = [H (I0f)−]|∂−SM ◦ α

using suitable boundary operators. For this we need to have a prelimi-

nary discussion on objects at the boundary.

9.4.1 Boundary operators

Let (M, g) be a non-trapping manifold with strictly convex boundary.

We introduce the operators of even and odd continuation with respect

to α:

A±w(x, v) :=

{
w(x, v) if (x, v) ∈ ∂+SM,

±w(α(x, v)) if (x, v) ∈ ∂−SM.

Recall that the operator A+ already appeared in Section 5.15.1. Clearly

A± : C(∂+SM) → C(∂SM). We will examine next the boundedness

properties of A±.

Lemma 9.4.5. A± : L2
µ(∂+SM) → L2

|µ|(∂SM) are bounded.

Proof We compute

∥A±w∥2L2
|µ|(∂SM) =

∫
∂+SM

|w|2µdΣ2n−2 +

∫
∂−SM

|α∗w|2(−µdΣ2n−2)

=

∫
∂+SM

|w|2µdΣ2n−2 +

∫
∂+SM

|w|2α∗(µdΣ2n−2).

In the second term we used that α reverses orientation. By Proposition

3.6.83.6.8 we know that

α∗(µdΣ2n−2) = µdΣ2n−2

and the lemma follows.
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The adjoint A∗
± : L2

|µ|(∂SM) → L2
µ(∂+SM) satisfies

(A±w, u)L2
|µ|(∂SM) =

∫
∂+SM

wūµ dΣ2n−2 ±
∫
∂−SM

(w ◦ α)ū(−µdΣ2n−2)

=

∫
∂+SM

w(ū± ū ◦ α)µdΣ2n−2

so

A∗
±u = (u± u ◦ α)|∂+SM . (9.4.4)

The boundary operator A∗
− can be used to give a very simple descrip-

tion of the range of I.

Proposition 9.4.6. Let (M, g) be a non-trapping surface with strictly

convex boundary. A function q ∈ C∞(∂+SM) belongs to the range of

I : C∞(SM) → C∞(∂+SM)

if and only if there is w ∈ C∞(∂SM) such that q = A∗
−w.

Proof If q ∈ C∞(∂+SM) is in the the range of I, there is a smooth

f ∈ C∞(SM) such that If = q. Using Proposition 3.3.13.3.1 we know there

is u ∈ C∞(SM) such thatXu = f and integrating this equation between

boundary points we obtain u ◦α− u = If . Thus if we set w = −u|∂SM ,

then q = If = A∗
−w.

Conversely, if q = A∗
−w for w ∈ C∞(∂SM), we extend w to a smooth

function on SM , still denoted by w. Now set f := −Xw and once again,

integrating between boundary points we see that If = A∗
−w = q as

desired.

Remark 9.4.7. Note that the previous proposition holds in any dimen-

sion with the operator A∗
− defined by (9.4.49.4.4).

9.4.2 Symmetries in data space

Let a : SM → SM denote the antipodal map on each fibre, a(x, v) :=

(x,−v). Clearly a : ∂SM → ∂SM . Define a new involution combining

the scattering relation with a as

αa := α ◦ a = a ◦ α.

From the definitions we see that

αa : ∂±SM → ∂±SM.
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Lemma 9.4.8. Let (M, g) be a non-trapping manifold with strictly con-

vex boundary and let f ∈ C∞(SM). Then

I(f) ◦ αa = I(f ◦ a).

Proof Using that a ◦ φt = φ−t ◦ a and τ ◦ αa = τ , we write for (x, v) ∈
∂+SM :

I(f) ◦ αa(x, v) =

∫ τ(αa(x,v))

0

f(φt(αa(x, v)) dt

=

∫ τ(x,v)

0

f ◦ a(φ−t ◦ α(x, v)) dt

=

∫ τ(x,v)

0

f ◦ a(φτ(x,v)−t(x, v)) dt = I(f ◦ a)(x, v)

as desired.

This lemma motivates the following decomposition in data space:

C∞(∂+SM) = V+ ⊕ V−, (9.4.5)

where

V± = {f ∈ C∞(∂+SM) : f ◦ αa = ±f}.

Lemma 9.4.9. Given h ∈ C∞(∂+SM) we have

h♯ ◦ a = (h ◦ αa)
♯.

In particular, if h ∈ V+ (V−), then the function h♯ is even (odd) in SM .

Proof Using the definition of h♯ and α we write:

(h ◦ αa)
♯ = h(α(a(φ−τ(x,−v)(x, v))))

= h(α(φτ(x,−v)(x,−v)))
= h(φ−τ(x,v)(x,−v))
= h♯ ◦ a

as claimed.

Exercise 9.4.10. Show that the decomposition (9.4.59.4.5) is orthogonal

with respect to the L2
µ-inner product on ∂+SM .

We are now ready to prove the following inversion formula up to the

Fredholm error W 2.
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Theorem 9.4.11. Let (M, g) be a compact non-trapping surface with

strictly convex boundary. Then given f ∈ C∞(M) we have

f +W 2f =
1

8π
I∗⊥A

∗
+HA−I0(f).

Proof As in Theorem 9.4.19.4.1 we let

w := α∗H(I0f)−|∂+SM .

Using Lemma 9.4.89.4.8 we see that

A−(I0(f)) = 2(I0f)− (9.4.6)

and hence by (9.4.49.4.4) we may write

w = α∗H(I0f)−|∂+SM =
1

4
(A∗

+ −A∗
−)HA−I0(f).

A simple inspection using (9.4.69.4.6) reveals that

A∗
−HA−I0(f) ∈ V+

and hence by Lemma 9.4.99.4.9 and (9.4.39.4.3) this function is annihilated by I∗⊥
(note that X⊥ maps even functions to odd functions). This yields

I∗⊥(w) =
1

4
I∗⊥A

∗
+HA−I0(f).

The claimed formula now follows from Theorem 9.4.19.4.1 and (9.4.39.4.3).

Exercise 9.4.12. Let (M, g) be a non-trapping surface with strictly

convex boundary. Show that given f ∈ C∞(M) such that f |∂M = 0, we

have

f + (W ∗)2f = − 1

8π
I∗0A

∗
+HA−I⊥(f).

Does the equation hold if we do not require f |∂M = 0? (Hint: consider

the case of the Euclidean disk.)

Remark 9.4.13. The equations in Theorem 9.4.119.4.11 and Exercise 9.4.129.4.12

provide approximate inversion formulas for I0 and I⊥. The formulas be-

come exact only in constant curvature. The boundary operator A∗
+HA−

could be interpreted as a filter that is applied to the data I0(f), before

the backprojection operation of applying I∗⊥. In this sense the anal-

ogy with the filtered backprojection formula in Theorem 1.3.31.3.3 for the

Euclidean case is evident. Note that the formulas are valid on any non-

trapping surface with strictly convex boundary. The absence of conjugate
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points (i.e. simplicity) is only used when claiming thatW is a smoothing

operator.

The fact that the formulas become exact in constant curvature, and

in particular in the case of the unit disk in the plane, raises the question

(with stentorian voice) as to how the inversion formula given by Theorem

9.4.19.4.1 relates to the filtered backprojection formula (FBP) in Theorem

1.3.31.3.3. In the next section we shall see how to derive Theorem 1.3.31.3.3 from

Theorem 9.4.19.4.1 when f is supported in the interior of the unit disk in R2.

This will be achieved by introducing a suitable transformation between

fan-beam geometry and parallel-beam geometry. But first we give some

general remarks concerning the Hilbert transform.

9.4.3 Alternative expressions for the Hilbert transform

We let (M, g) be a non-trapping surface with strictly convex boundary.

The fibrewise Hilbert transform was introduced in Definition 6.2.16.2.1. There

is an alternative way of writing the transform in terms of the principal

value of an integral over each SxM . More precisely we may write:

Hu(x,w) =
1

2π
p.v.

∫
SxM

1 + ⟨v, w⟩
⟨v, w⊥⟩

u(x, v) dSx(v). (9.4.7)

Exercise 9.4.14. Prove that (9.4.79.4.7) is equivalent to Definition 6.2.16.2.1.

The next lemma provides an integral expression for the function Huf−,

where f ∈ C∞(M). Recall that uf−|∂SM = (I0f)−.

Lemma 9.4.15. We have for (x,w) ∈ SM :

Huf−(x,w) =
1

2π
p.v.

∫
SxM

1

⟨v, w⊥⟩

(∫ τ(x,v)

0

f(γx,v(t)) dt

)
dSx(v).

Remark 9.4.16. If we use the special coordinates in Lemma 3.5.63.5.6 and

think of v as an angle θ ∈ [0, 2π] and w also as an angle η ∈ [0, 2π], we

may alternatively write

Huf−(x, η) =
1

2π
p.v.

∫ 2π

0

1

sin(η − θ)

(∫ τ(x,θ)

0

f(γx,θ(t)) dt

)
dθ.

Proof of Lemma 9.4.159.4.15 The following is true for any u:

H−u(x,w) =
1

2π
p.v.

∫
SxM

u(x, v)

⟨v, w⊥⟩
dSx(v),
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where H−u := H(u−). This follows from (9.4.79.4.7) by observing that the

kernel of the Hilbert transform splits into odd and even (in v) as

1 + ⟨v, w⟩
⟨v, w⊥⟩

=
1

⟨v, w⊥⟩
+

⟨v, w⟩
⟨v, w⊥⟩

.

The proof of the lemma is completed by recalling that

uf (x, v) =

∫ τ(x,v)

0

f(γx,v(t)) dt.

9.5 Revisiting the Euclidean case

In this section we let M = D be the closure of the unit disk in R2.

Suppose f is a smooth function supported inside the disk. We use the

notation Rf(s, w) to indicate the Radon transform of f in parallel-beam

coordinates as in Section 1.11.1. In other words

Rf(s, w) :=

∫ ∞

−∞
f(sw + tw⊥) dt,

where (s, w) ∈ R× S1. Note that Rf(s, w) = 0 for s outside [−1, 1]. We

let Hs denote the standard Hilbert transform in the variable s:

(Hsg)(s, w) =
1

π
p.v.

∫ ∞

−∞

g(t, w)

s− t
dt.

Our first task is to introduce a suitable transformation mapping from

SM (and ∂SM in particular) to the parallel-beam coordinates (s, w) ∈
[−1, 1]× S1.

Define h : SM → [−1, 1]× S1 by

h(x,w) := (⟨x,w⊥⟩, w⊥).

We also define

h := h|∂SM .

Since the geodesic flow is φt(x, v) = (x + tv, v) we see that h ◦ φt = h.

In terms of (x,w) ∈ ∂SM , we may express the scattering relation quite

nicely as

α(x,w) = (x− 2⟨x,w⟩w,w).

We may check directly that h ◦α = h (obviously it also follows from the

fact that h remains constant along geodesics).
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The next lemma is an important observation to relate the Pestov-

Uhlmann formula with the FBP formula in Theorem 1.3.31.3.3 (compare

with (Boman and StrömbergBoman and Strömberg, 20042004, equation (2.12))).

Lemma 9.5.1. We have

Huf− = −1

2
h∗HsRf.

Proof Using Lemma 9.4.159.4.15 we may write

Huf−(x,w) =
1

2π
p.v.

∫
SxM

1

⟨v, w⊥⟩

(∫ ∞

0

f(x+ tv) dt

)
dSx(v).

(9.5.1)

The key change of variables is given as follows. Given y ∈ R2 we write

it as

y = x+ tv = r1w + r2w
⊥, (9.5.2)

taking advantage of the fact that {w,w⊥} is an oriented orthonormal

basis of R2. The change of variables (t, v) 7→ (r1, r2) relates the area

elements as

t dt dSx(v) = dr1 dr2.

From (9.5.29.5.2) we see that

⟨x,w⊥⟩+ t⟨v, w⊥⟩ = r2

and thus we may transform the integral in (9.5.19.5.1) to

Huf−(x,w) =
1

2π
p.v.

∫ ∞

−∞

dr2
⟨x,w⊥⟩ − r2

(∫ ∞

−∞
f(r1w + r2w

⊥) dr1

)
=

1

2π
p.v.

∫ ∞

−∞

Rf(−r2, w⊥)

⟨x,w⊥⟩ − r2
dr2

= −1

2
HsRf(⟨x,w⊥⟩, w⊥).

Remark 9.5.2. Since h◦α = h, the formula above implies thatH(I0f)−
is invariant under α. This is a peculiarity of constant curvature since in

general XHuf− = −Wf andWf = 0 in constant curvature. (Recall that

uf−|∂SM = (I0f)−.)

9.5.1 X⊥ and d
ds

Given p ∈ C∞([−1, 1] × S1) we can pull it back via h to obtain h∗p ∈
C∞(∂SM). Moreover, (h∗p) ◦ α = h∗p and thus by Theorem 5.1.15.1.1 this
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function gives rise to a smooth first integral on SM that we denote by

(h∗p)♯. Clearly (h∗p)♯ = h∗p which is very convenient.

Lemma 9.5.3. We have

X⊥(h
∗p)♯ =

(
h∗
∂p

∂s

)♯
.

Equivalently

X⊥(h
∗p) = h∗ ∂p

∂s
.

Proof The flow of X⊥ is simply ψt(x, v) = (x+ tv⊥, v). Thus

h∗p(ψt(x, v)) = p(h(x+ tv⊥, v)) = p(⟨x, v⊥⟩+ t, v⊥).

Differentiating at t = 0 we obtain:

X⊥(h
∗p)(x, v) =

∂p

∂s
(h(x, v)) =

(
h∗ ∂p

∂s

)
(x, v)

as desired.

9.5.2 Deriving the FBP from Theorem 9.4.19.4.1

To finish off, we define w := H(I0f)−|∂SM and note that by Lemma 9.5.19.5.1

one has w = − 1
2h

∗HsRf . Defining p := − 1
2H

sRf we have w = h∗p, so

w♯ = h∗p. Now Lemma 9.5.39.5.3 gives that

X⊥w
♯ = −1

2
h∗
(
d

ds
HsRf

)
.

Theorem 9.4.19.4.1 in the constant curvature case (so that W = 0) together

with Remark 9.5.29.5.2 will tell us that

f = −(X⊥w
♯)0.

Let g := d
dsH

sRf . Then performing the fibrewise average and using the

definition of h we derive

f(x) =
1

4π

∫
SxM

g(h(x, v)) dSx(v)

=
1

4π

∫
SxM

g(⟨x, v⊥⟩, v⊥) dSx(v)

=
1

4π

∫
SxM

g(⟨x, v⟩, v) dSx(v).
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Therefore using the definition of the backprojection operator R∗ given

in Section 1.31.3 we obtain

f =
1

4π
R∗
(
d

ds
HsRf

)
(9.5.3)

which is a well-known form of the FBP formula.

Exercise 9.5.4. Show that (9.5.39.5.3) is equivalent to the FBP formula

from Theorem 1.3.31.3.3. (Hint: use that |σ| = (iσ)(sgn(σ)/i) and identify

the operators associated with each factor as Fourier multiplier.)

9.5.3 Holomorphic integrating factors

Continuing with the Euclidean unit diskM , we know from Remark 9.5.29.5.2

that in the flat case Huf− is a first integral, thus w := (I + iH)uf− has

the property that Xw = −f and moreover it is holomorphic and odd.

Similarly, w̃ = (I−iH)uf− is odd, anti-holomorphic and solvesXw̃ = −f .
Such functions are called holomorphic integrating factors. Proving their

existence in the simple case will be very important and the subject of

discussion in subsequent chapters. Here we simply wish to point out that

their existence in the Euclidean case is quite straightforward.

For completeness we note:

Lemma 9.5.5. uf+ = 1
2h

∗Rf .

Exercise 9.5.6. Prove the lemma.

Remark 9.5.7. The function g := 1
2 (I + iHs)Rf appears prominently

in the classical literature on the attenuated Radon transform. Lemmas

9.5.19.5.1 and 9.5.59.5.5 tell us that uf − w = h∗g and the holomorphicity of w

in the angular variable is extensively used, see for instance (FinchFinch, 20032003,

Lemma 2.1).

9.6 Range

We will describe the range of I0 and I⊥ following Pestov and UhlmannPestov and Uhlmann

(20042004). To do this we shall introduce a boundary operator that will

naturally appear in the discussion below.

Let (M, g) be a non-trapping surface with strictly convex boundary.

We define

P : C∞
α (∂+SM) → C∞(∂+SM)
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as

P := A∗
−HA+.

We have:

Proposition 9.6.1. Let (M, g) be a non-trapping surface with strictly

convex boundary. Then

P =
1

2π
(I⊥I

∗
0 − I0I

∗
⊥).

Proof Let w ∈ C∞
α (∂+SM) so that w♯ ∈ C∞(SM). The proof is essen-

tially a rewriting of the commutator formula between X and the Hilbert

transform H given in Proposition 6.2.26.2.2. Indeed, apply H to Xw♯ = 0 to

obtain

−XHw♯ = X⊥((w
♯)0) + (X⊥w

♯)0.

Since I∗⊥w = −2π(X⊥w
♯)0 (cf. (9.4.39.4.3)) and I∗0w = 2π(w♯)0 we deduce

−XHw♯ = 1

2π
(X⊥I

∗
0w − I∗⊥w).

Integrating this equation along a geodesic connecting boundary points

(i.e. applying the X-ray transform I) we obtain

(−Hw♯ ◦ α+Hw♯)|∂+SM =
1

2π
(I⊥I

∗
0w − I0I

∗
⊥w).

But the left hand side is A∗
−H(w♯|∂SM ) = Pw and the proposition is

proved.

It turns out that the symmetries that we have already discussed pro-

duce a further splitting of the formula above. Indeed observe that

I∗0 |V− = 0; I∗⊥|V+
= 0.

These are naturally dual to

range I0 ⊂ V+; range I⊥ ⊂ V−

thanks to Exercise 9.4.109.4.10. Also note that A∗
−u is in V+ (resp. V−) if u

is odd (resp. even) on ∂SM . Hence if we split the Hilbert transform as

H = H+ +H− where H±u = Hu± (as usual, u± denote the even and

odd parts of u with respect to a), then the formula in Proposition 9.6.19.6.1

splits as P = P+ + P− where

P− := A∗
−H−A+ = − 1

2π
I0I

∗
⊥ (9.6.1)
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and

P+ := A∗
−H+A+ =

1

2π
I⊥I

∗
0 . (9.6.2)

These formulas imply right away the following range properties for I0
and I⊥. Recall that I

∗
0 , I

∗
⊥ : C∞

α (∂+SM) → C∞(M).

Theorem 9.6.2. Let (M, g) be a non-trapping surface with strictly con-

vex boundary. Then

(i) A function h ∈ C∞(∂+SM) is in the range of I0 : range I∗⊥ →
C∞(∂+SM) iff there is w ∈ C∞

α (∂+SM) such that h = P−w.

(ii) A function h ∈ C∞(∂+SM) is in the range of I⊥ : range I∗0 →
C∞(∂+SM) iff there is w ∈ C∞

α (∂+SM) such that h = P+w.

If in addition M is simple (i.e. there are no conjugate points), then

I∗0 and I∗⊥ are surjective and the items above give full characterization

of the range of I0 and I⊥ exclusively in terms of the boundary operators

P±.

Proof Items (i) and (ii) are direct consequences of (9.6.19.6.1) and (9.6.29.6.2).

In the simple case, surjectivity of I∗0 is proved in Theorem 8.2.18.2.1 and

surjectivity of I∗⊥ will be proved in Theorem 12.3.112.3.1.

Remark 9.6.3. It is natural to ask whether the range conditions in

Theorem 9.6.29.6.2 are related to the Helgason-Ludwig range conditions as

described in Chapter 11, when one is considering compactly supported

functions in the unit disk in R2. In (MonardMonard, 2016a2016a, Theorem 3) it is

proved that these range conditions are equivalent once the transforma-

tion between fan-beam geometry and parallel-beam geometry is imple-

mented.

9.7 Numerical implementation

The Fredholm inversion formulas in Theorem 9.4.119.4.11 and Exercise 9.4.129.4.12

have been implemented in MonardMonard (20142014). In what follows we focus

exclusively on the formula in Theorem 9.4.119.4.11 and for simplicity, we let

F be the filter F := 1
8πA

∗
+HA−, so the formula becomes

f +W 2f = I∗⊥FI0(f).

From Proposition 9.3.29.3.2 we easily derive the observation that W be-

comes a contraction in L2 whenever the metric g is C3-close to a metric
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of constant curvature. Hence Id +W 2 may be inverted by a Neumann

series to obtain

f =

∞∑
k=0

(−W 2)k[I∗⊥FI0(f)].

It turns out that implementing this Neumann series does not require

implementing the operator W 2 and this is a major advantage. Indeed

writing −W 2 = Id− I∗⊥FI0, we may rewrite the Neumann series as

f =

∞∑
k=0

(Id− I∗⊥FI0)
k[I∗⊥FI0(f)].

This suggests that a good approximation for the inversion of f in terms

of I0f is given in terms of the truncated series

f ≈
N∑
k=0

(Id− I∗⊥FI0)
k[I∗⊥FI0(f)]. (9.7.1)

Note that the computation of (9.7.19.7.1) only involves solving the forward

problem iteratively and the approximate inversion given by I∗⊥F . Sev-

eral numerical experiments illustrating this inversion may be found in

MonardMonard (20142014). Here we include one as follows, kindly provided to

us by François Monard. The metric g on the unit disk has the form

e2λ(dx21 + dx22) where

5λ = exp(−((x1 − 0.3)2 + x22)/2σ
2)− exp(−((x1 + 0.3)2 + x22)/2σ

2)

with σ = 0.25. The metric is simple and has low sound speed and high

sound speed regions; geodesics emanating from different boundary points

are depicted in Figure 9.19.1.

The function f to be reconstructed is given in Figure 9.29.2 and it is a

mix of Gaussians of various widths and weights.

Figure 9.39.3 shows I0f and its filtered version FI0f . Figure 9.49.4 shows

I∗⊥FI0f and the error and finally, Figure 9.59.5 shows (9.7.19.7.1) implemented

after five iterations and the corresponding error. For more details on the

algorithm and a thorough discussion we refer to MonardMonard (20142014).
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Figure 9.1 Geodesics of g.

Figure 9.2 The function f .
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Figure 9.3 The left figure depicts I0f and the right one depicts FI0f .

Figure 9.4 Reconstruction and error after no iterations.

Figure 9.5 Reconstruction and error after five iterations.
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10

Tensor tomography

This chapter solves the tensor tomography problem for simple surfaces

following Paternain et al.Paternain et al. (20132013). We shall in fact prove a stronger result

in which the absence of conjugate points is replaced by the assumption

that I∗0 is surjective. In order to do this we introduce the notion of

holomorphic integrating factors and prove their existence, which will be

important in later chapters.

10.1 Holomorphic integrating factors

Let (M, g) be a compact non-trapping surface having strictly convex

boundary, and consider the geodesic X-ray transform Im that acts on

symmetric m-tensor fields. Recall that the solenoidal injectivity of Im is

equivalent with a uniqueness statement for the transport equation (see

Proposition 6.4.46.4.4). We will focus on proving this uniqueness statement.

Suppose that u ∈ C∞(SM) solves

Xu = −f in SM, u|∂SM = 0, (10.1.1)

where f has degree m. For simplicity, assume that f ∈ Ωm. By Lemma

6.1.36.1.3, in the special coordinates (x, θ) on SM we may write

f(x, θ) = f̃(x)eimθ.

Recall that we already know how to deal with the case where m = 0

(this is the injectivity of I0 proved in Theorem 4.4.14.4.1). Let us try to reduce

to this case simply by multiplying the equation (10.1.110.1.1) by e−imθ. This

gives a new transport equation for e−imθu:

(X + a)(e−imθu) = −f̃(x), e−imθu|∂SM = 0, (10.1.2)

241
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where a := −eimθX(e−imθ). Note that a ∈ Ω−1⊕Ω1, since X = η++η−
and

eimθη±(e
−imθ) ∈ Ω±1.

We have now reduced the equation (10.1.110.1.1), where the right hand side

has degree m, to a new transport equation (10.1.210.1.2) where the right hand

side has degree 0. However, the price to pay is that the new equation

has a nontrivial attenuation factor a. One could ask if there is another

reduction that would remove this factor. The next example gives such a

reduction in elementary ODE theory.

Example 10.1.1 (Integrating factor). Consider the ODE

u′(t) + a(t)u(t) = f(t), u(0) = 0.

The standard method for solving this ODE is to introduce the integrating

factor w(t) =
∫ t
0
a(s) ds, so that the equation is equivalent with

(ewu)′(t) = (ewf)(t), (ewu)(0) = 0.

Using an integrating factor has removed the zero order term from the

equation, which can now be solved just by integration. The solution is

u(t) = e−w(t)

∫ t

0

(ewf)(s) ds.

In geodesic X-ray transform problems, we are often dealing with equa-

tions like

Xu+ au = −f in SM, u|∂SM = 0

where a ∈ C∞(SM) is an attenuation factor and f ∈ C∞(SM). We

would like to use an integrating factor w ∈ C∞(SM) satisfying Xw = a

in SM , which reduces the equation to

X(ewu) = −ewf in SM, ewu|∂SM = 0.

This can always be done for instance by choosing w = u−a (which may

not be smooth at ∂0SM though). However, in many applications one has

special structure, in particular f often has finite degree (e.g. f = f̃(x) as

in (10.1.210.1.2)). The problem with applying an arbitrary integrating factor is

that multiplication by ew may destroy this special structure. For instance

if f = f̃(x), then ewf could have Fourier modes of all degrees.

In this section we prove an important technical result about the ex-

istence of a certain solution of the transport equation Xw = a when

a ∈ Ω−1 ⊕ Ω1 (i.e. a represents a 1-form on M), where w is fibrewise
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holomorphic in the sense of Definition 6.1.146.1.14. This provides some con-

trol on the Fourier support of ewf ; e.g. if f = f̃(x), then ewf is at least

holomorphic. This result, which goes back to Salo and UhlmannSalo and Uhlmann (20112011)

in the case of simple surfaces with a ∈ Ω0, will unlock the solution to

several geometric inverse problems in two dimensions.

Proposition 10.1.2 (Holomorphic integrating factors, part I). Let (M, g)

be a compact non-trapping surface with strictly convex boundary. As-

sume that I∗0 is surjective. Given a−1 + a1 ∈ Ω−1 ⊕ Ω1, there exists

w ∈ C∞(SM) such that w is holomorphic and Xw = a−1 + a1. Sim-

ilarly there exists w̃ ∈ C∞(SM) such that w̃ is antiholomorphic and

Xw̃ = a−1 + a1.

Proof We do the proof for w holomorphic; the proof for w̃ antiholo-

morphic is analogous (or can be obtained by conjugation).

First we note that one can find f0 ∈ C∞(M) satisfying η+f0 = −a1.
Indeed, by Remark 3.4.173.4.17 M is diffeomorphic to the closed unit disk D
and there are global special coordinates (x, θ) in SM . By Lemma 6.1.86.1.8

one has in these coordinates

η+f0 = e−λ∂z(f0)e
iθ, a1 = ã1(x1, x2)e

iθ.

Thus it is enough to find f0 ∈ C∞(D) solving the equation

∂z(f0) = −eλã1 in D.

This equation can be solved for instance by extending the function on the

right hand side smoothly as a function in C∞
c (C), and then by applying

a Cauchy transform (inverse of ∂z).

Since I∗0 is surjective, there exists q ∈ C∞(SM) such that Xq = 0 and

q0 = f0 (see Theorem 8.2.28.2.2). Recalling that X = η+ + η− and looking

at Fourier coefficients of Xq we see that η+qk−1 + η−qk+1 = 0 for all k.

Hence

X(q2 + q4 + · · · ) = η−q2 = −η+q0 = a1. (10.1.3)

Next, we solve η−g0 = a−1 and use surjectivity of I∗0 to find p ∈
C∞(SM) such that Xp = 0 and p0 = g0. Hence

X(p0 + p2 + · · · ) = η−p0 = a−1. (10.1.4)

Combining (10.1.310.1.3) and (10.1.410.1.4) and setting w =
∑
k≥0 p2k +

∑
k≥1 q2k

we see that w is holomorphic and Xw = a−1 + a1.
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10.2 Tensor tomography

Our main result gives a positive answer to the tensor tomography prob-

lem in the case of surfaces with I∗0 surjective.

Theorem 10.2.1 (Tensor tomography). Let (M, g) be a compact non-

trapping surface with strictly convex boundary and I∗0 surjective. The

transform Im is s-injective for any m ≥ 0.

We note that for the case of (M, g) simple and m = 2, solenoidal

injectivity of I2 was proved in SharafutdinovSharafutdinov (20072007) using the solution

to the boundary rigidity problem. We begin with a simple observation

that holds in any dimension.

Lemma 10.2.2. Let (M, g) be a compact non-trapping manifold with

strictly convex boundary. If I∗0 : C∞
α (∂+SM) → C∞(M) is surjective,

then I0 : C∞(M) → C∞(∂+SM) is injective.

Proof Suppose that f ∈ C∞(M) satisfies I0f = 0. If I∗0 is surjective,

there is w ∈ C∞
α (∂+SM) such that I∗0w = f . Hence we can write

∥f∥2 = (f, I∗0w)L2(M) = (I0f, w)L2
µ(∂+SM) = 0

and thus f = 0.

The next result is the master result from which tensor tomography is

derived. It asserts, in terms of the transport equation, that I|Ωm
: Ωm →

C∞(∂+SM) is injective whenever I∗0 is surjective.

Theorem 10.2.3 (Injectivity of I|Ωm
). Let (M, g) be a compact non-

trapping surface with strictly convex boundary and I∗0 surjective. Assume

that m ∈ Z, and let u ∈ C∞(SM) be such that

Xu = −f ∈ Ωm, u|∂SM = 0.

Then u = 0 and f = 0.

The proof is based on another important injectivity result, where the

fact that f has one-sided Fourier support is used to deduce that u has

one-sided Fourier support. A more precise result in this direction will be

given in Proposition 10.2.610.2.6.

Proposition 10.2.4. Let (M, g) be a compact non-trapping surface with

strictly convex boundary and I0 injective. If u ∈ C∞(SM) is odd and

satisfies

Xu = −f in SM, u|∂SM = 0,
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where f is holomorphic (resp. antiholomorphic), then u is holomorphic

(resp. antiholomorphic).

Proof We prove the case where f is holomorphic. Write q :=
∑−1
k=−∞ uk.

Since f is holomorphic, we have (Xu)k = 0 for k ≤ −1, and using the

decomposition X = η+ + η− this gives that η+uk−1 + η−uk+1 = 0 for

k ≤ −1. Thus we obtain that

Xq = η+u−1, q|∂SM = 0.

Now η+u−1 only depends on x, and hence the injectivity of I0 implies

that η+u−1 = 0. This proves that q = 0 showing that u is holomorphic.

Proof of Theorem 10.2.310.2.3 We follow the approach described at the be-

ginning of Section 10.110.1. Let r := e−imθ and observe that r−1Xr ∈
Ω−1 ⊕ Ω1 since

eimθη±(e
−imθ) ∈ Ω±1.

By Proposition 10.1.210.1.2, there is a holomorphic w ∈ C∞(SM) and anti-

holomorphic w̃ ∈ C∞(SM) such that Xw = Xw̃ = −r−1Xr. Since

r−1Xr is odd, without loss of generality we may replace w and w̃ by

their even parts so that w and w̃ are even. A simple calculation shows

that

X(ewru) = ew(X − r−1Xr)(ru) = −ewrf (10.2.1)

with a similar equation for w̃. Since rf ∈ Ω0, e
wrf is holomorphic and

ew̃rf is anti-holomorphic.

Assume now that m is even, the proof for m odd being very similar.

Then we may assume that u is odd and thus ewru and ew̃ru are odd.

By Proposition 10.2.410.2.4, since we have

X(ewru) = −ewrf, ewru|∂SM = 0,

we see that ewru is holomorphic and thus ru = e−w(ewru) is holomor-

phic. Arguing with w̃ we deduce that ru is also antiholomorphic. Thus

one must have ru ∈ Ω0. This implies that u ∈ Ωm, and using that

Xu ∈ Ωm we see that Xu = 0 and finally u = f = 0 as desired.

One can explicitly compute r−1Xr in the proof above using isothermal

coordinates in which the metric is e2λ(dx21 + dx22):

Exercise 10.2.5. Show that

r−1Xr = mη+(λ)−mη−(λ).
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By inspecting the proof of Proposition 10.1.210.1.2 show that the conclusion

of Theorem 10.2.310.2.3 still holds if we assume that I0 is injective and there

is a smooth q such that Xq = 0 with q0 = λ. Hence surjectivity of I∗0 is

only needed for the function λ!

We will give two corollaries of Theorem 10.2.410.2.4.

Proposition 10.2.6. Let (M, g) be a compact non-trapping surface with

strictly convex boundary and I∗0 surjective. Let u ∈ C∞(SM) be such that

Xu = −f, u|∂SM = 0.

Suppose fk = 0 for k ≥ m+1 for some m ∈ Z. Then uk = 0 for k ≥ m.

Similarly, if fk = 0 for k ≤ m − 1 for some m ∈ Z, then uk = 0 for

k ≤ m.

Proof Suppose fk = 0 for k ≥ m + 1. Let w :=
∑∞
m uk. Using the

equation Xu = −f and the hypothesis on f we see that

Xw = η−um + η−um+1 ∈ Ωm−1 ⊕ Ωm.

Applying Theorem 10.2.310.2.3 to the even and odd parts of w we deduce that

w = 0 and thus uk = 0 for k ≥ m. Similarly, arguing with
∑m

−∞ uk we

deduce that uk = 0 for k ≤ m if fk = 0 for k ≤ m− 1.

The next corollary is an obvious consequence of the previous propo-

sition.

Corollary 10.2.7 (Tensor tomography, transport version). Let (M, g)

be a non-trapping surface with strictly convex boundary and I∗0 surjective.

Let u ∈ C∞(SM) be such that

Xu = f, u|∂SM = 0.

Suppose fk = 0 for |k| ≥ m + 1 for some m ≥ 0. Then uk = 0 for

|k| ≥ m (when m = 0, this means u = f = 0).

By Proposition 6.4.46.4.4, the previous result also proves Theorem 10.2.110.2.1.

10.3 Range for tensors

In this section we explain how some of the ideas of the previous section

can be employed to give a description of the range for the X-ray trans-

form acting on symmetric tensors of any rank, pretty much in the spirit

of Theorem 9.6.29.6.2.
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Let (M, g) be a non-trapping surface with strictly convex boundary.

Pick a function h : SM → S1 ⊂ C such that h ∈ Ω1. Such a func-

tion always exists: for instance, in global isothermal coordinates we may

simply take h = eiθ. Our description of the range will be based on this

choice of h. Define the 1-form

A := −h−1Xh.

Observe that since h ∈ Ω1, then h
−1 = h̄ ∈ Ω−1. AlsoXh = η+h+η−h ∈

Ω2 ⊕ Ω0 which implies that A ∈ Ω1 ⊕ Ω−1. It follows that A is the

restriction to SM of a purely imaginary 1-form on M .

First we will describe the range of the geodesic ray transform I re-

stricted to Ωm:

Im := I|Ωm : Ωm → C∞(∂+SM,C).

Observe that if u solves the transport equation Xu = −f where f ∈ Ωm
and u|∂−SM = 0, then h−mu solves (X − mA)(h−mu) = −h−mf and

h−mu|∂−SM = 0. Also note that h−mf ∈ Ω0. Thus

I−mA(h
−mf) =

(
h−m|∂+SM

)
Im(f) (10.3.1)

where the left hand side is an attenuated X-ray transform with attenua-

tion −mA as given in Definition 5.3.35.3.3. The relation in (10.3.110.3.1) is telling

us that if we know how to describe the range of IA acting on C∞(M),

where A is a purely imaginary 1-form, then we would know how to de-

scribe the range of Im. It turns out that this is possible to do even in

much greater generality, namely when A is a connection (cf. Theorem

14.5.514.5.5 below). We will return to this topic in later chapters; for the time

being we content ourselves with a description of the results.

Let Qm : C(∂+SM,C) → C(∂SM,C) be given by

Qmw(x, v) :=

{
w(x, v) if (x, v) ∈ ∂+SM

(e−m
∫ τ(x,v)
0 A(φt(x,v)) dtw) ◦ α(x, v) if (x, v) ∈ ∂−SM

and let Bm : C(∂SM,C) → C(∂+SM,C) be

Bmg := [g − em
∫ τ(x,v)
0 A(φt(x,v)) dt(g ◦ α)]|∂+SM .

In other words, with I1 denoting the X-ray transform on 1-tensors, we

have

Qmw(x, v) =

{
w(x, v) if (x, v) ∈ ∂+SM

(e−mI1(A)w) ◦ α(x, v) if (x, v) ∈ ∂−SM
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and

Bmg = [g − emI1(A)(g ◦ α)]|∂+SM .

We define

Pm,− := BmH−Qm.

The following result from Paternain et al.Paternain et al. (2015b2015b) describes the range

of Im.

Theorem 10.3.1. Assume that (M, g) is a simple surface. A func-

tion u ∈ C∞(∂+SM,C) belongs to the range of Im if and only if u =(
hm|∂+SM

)
Pm,−w for w ∈ S∞

m (∂+SM,C), where this last space denotes

the set of all smooth w such that Qmw is smooth.

Suppose that F is a complex-valued symmetric tensor of order m

and denote its restriction to SM by f . Recall from Proposition 6.3.56.3.5

that there is a 1-1 correspondence between complex-valued symmetric

tensors of order m and functions in SM of the form f =
∑m
k=−m fk

where fk ∈ Ωk and fk = 0 for all k odd (resp. even) if m is even (resp.

odd).

Since

I(f) =

m∑
k=−m

Ik(fk)

we deduce directly from Theorem 10.3.110.3.1 the following.

Theorem 10.3.2. Let (M, g) be a simple surface. If m = 2l is even, a

function u ∈ C∞(∂+SM,C) belongs to the range of the X-ray transform

acting on complex-valued symmetric m-tensors if and only if there are

w2k ∈ S∞
2k(∂+SM,C) such that

u =

l∑
k=−l

(
h2k|∂+SM

)
P2k,−w2k.

Similarly, if m = 2l + 1 is odd, a function u ∈ C∞(∂+SM,C) belongs

to the range of the X-ray transform acting on complex-valued symmetric

m-tensors if and only if there are w2k+1 ∈ S∞
2k+1(∂+SM,C) such that

u =

l∑
k=−l−1

(
h2k+1|∂+SM

)
P2k+1,−w2k+1.
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11

Boundary rigidity

In this chapter we study the boundary rigidity problem, which asks

if a compact Riemannian manifold with boundary is determined by the

knowledge of distances between boundary points. We will prove that the

answer is positive within the class of two-dimensional simple manifolds,

as shown in Pestov and UhlmannPestov and Uhlmann (20052005). To set the stage, we first show

that from the boundary distance function one can determine the metric

at the boundary, the scattering relation, the exit time function and the

volume. We also show uniqueness in the boundary rigidity problem for

simple metrics in a fixed conformal class. Then we specialize to the two-

dimensional case and prove that the Dirichlet-to-Neumann map of the

Laplacian is determined by the scattering relation. Finally, we prove

uniqueness in the Calderón problem for a metric in two dimensions and

use this to establish that simple surfaces are boundary rigid.

11.1 The boundary rigidity problem

Let (M, g) be a compact manifold with strictly convex boundary. The

distance function dg :M ×M → R is given by

dg(x, y) = inf
γ∈Λx,y

ℓg(γ), (11.1.1)

where Λx,y denotes the set of smooth curves γ : [0, 1] → M such that

γ(0) = x and γ(1) = y and ℓg(γ) is the length of γ given by

ℓg(γ) :=

∫ 1

0

|γ̇(t)|g dt.

By Proposition 3.7.213.7.21, since ∂M is strictly convex, the infimum in (11.1.111.1.1)

is realized by a minimizing geodesic.
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Suppose that we know dg(x, y) for all (x, y) ∈ ∂M ×∂M , i.e. we know

the boundary distance function dg|∂M×∂M . Can we reconstruct g in the

interior ofM from this information? The following result shows that this

problem has a natural gauge invariance.

Lemma 11.1.1 (Gauge invariance). If ψ :M →M is a diffeomorphism

such that ψ|∂M = Id, then dψ∗g = dg on ∂M × ∂M .

Proof This follows since for x, y ∈ ∂M one has γ ∈ Λx,y iff ψ◦γ ∈ Λx,y,

and

ℓψ∗g(γ) =

∫ 1

0

|γ̇(t)|ψ∗g dt =

∫ 1

0

|ψ∗γ̇(t)|g dt = ℓg(ψ ◦ γ).

The map ψ : (M,ψ∗g) → (M, g) is an isometry, and thus the best we

can hope for is to recover g up to an isometry that acts as the identity

on the boundary. If this is possible within some class C of metrics on M ,

we say that the metric is boundary rigid:

Definition 11.1.2. Let C be a class of Riemannian metrics on M .

We say that g is boundary rigid in C if given any metric h ∈ C with

dg|∂M×∂M = dh|∂M×∂M , there exists a diffeomorphism ψ : M → M

such that ψ|∂M = Id and h = ψ∗g.

The following example shows that not every metric is boundary rigid

if C is the class of all Riemannian metrics on M .

Example 11.1.3. Suppose M contains an open set U on which g is

very large. Then all length minimizing curves will avoid U , and thus

dg will not carry any information about g|U . Thus we can alter g on U

(but keeping it large) and not affect dg on ∂M ×∂M . Here is a concrete

example: takeM to be the upper hemisphere of S2, and let g0 denote the

natural metric onM . Note that dg0(x, y) for any two boundary points is

realized as the length of the shortest arc on ∂M connecting x and y. Now

take a non-negative function f supported on U and let g1 = (1 + f)g0.

Then dg0 = dg1 on ∂M × ∂M , but g0 and g1 are not isometric since

Vol(M, g1) > Vol(M, g0).

By the previous example, we need to impose some restrictions for the

metric in order to expect boundary rigidity. The boundary rigidity prob-

lem asks whether simple metrics are boundary rigid. The main result in

this chapter, first proved in Pestov and UhlmannPestov and Uhlmann (20052005), gives a positive

answer in the two-dimensional case.
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Theorem 11.1.4 (Boundary rigidity). Let (M, g1) and (M, g2) be two

simple surfaces. If dg1 |∂M×∂M = dg2 |∂M×∂M , then g2 = ψ∗g1 for some

diffeomorphism ψ :M →M with ψ|∂M = Id.

Remark 11.1.5. It is natural to ask if simple metrics are boundary

rigid among the class of all metrics. Suppose we have two metrics g1
and g2 with g1 simple and dg1 = dg2 on ∂M × ∂M . If in addition we

assume that g2 has strictly convex boundary, then item (vi) in Theorem

3.8.23.8.2 implies that g2 is also simple. The assumption that g2 has strictly

convex boundary is not really necessary as convexity of ∂M can also be

read off from the boundary distance function (see (Burago and IvanovBurago and Ivanov,

20102010, p. 1)). Thus for the purpose of boundary rigidity we can restrict

to working with the class of simple metrics.

The proof will combine several different notions. First (after an initial

gauge transformation) we recover the scattering relation αg from the

boundary distance function. The key fact is that, surprisingly, the scat-

tering relation αg determines the Dirichlet-to-Neumann map Λg related

to the Laplace equation in M . To prove this, we use the surjectivity of

I∗0 and the idea that αg determines the boundary values of holomorphic

invariant functions on SM , which implies that αg also determines the

boundary values of holomorphic functions in M . Here we are combining

two different notions of holomorphicity: one with respect to the angular

variable θ (fibrewise), and another with respect to the spatial variable

x.

Since M is two-dimensional, knowing the boundary values of holo-

morphic functions in M is equivalent to knowing the DN map Λg. Then

we solve the Calderón problem for Λg to recover the metric g up to a

diffeomorphism and conformal factor. Finally, we use the fact that two

conformal simple metrics having the same boundary distance function

must be the same.

In mathematical notation, the strategy of the proof will be as follows:

dg1 |∂M×∂M = dg2 |∂M×∂M

=⇒ αg1 = αg2

=⇒ Λg1 = Λg2

=⇒ g2 = cψ∗g1 for some conformal factor c and diffeomorphism ψ

=⇒ g2 = ψ∗g1.

We conclude this section by showing that the linearization of the

boundary rigidity problem leads naturally to the question of solenoidal
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injectivity of I2 that was already addressed in Chapter 1010. Assume that

we have a smooth 1-parameter family of simple metrics gs, s ∈ (−ε, ε), on
a manifold M satisfying dgs = dg0 on ∂M ×∂M for all s ∈ (−ε, ε). Take
x ̸= y ∈ ∂M and let γs denote the unique unit speed geodesic of metric

gs from x to y. Since dgs = dg0 on ∂M × ∂M , if we set T := dg0(x, y),

then γs are all defined on [0, T ]. Consider the energy functional

Es(γ) :=

∫ b

a

|γ̇(t)|2gs dt for γ : [a, b] →M.

Note that Es(γs) ≡ T . We differentiate at s = 0 to obtain

0 =
d

ds

∣∣∣∣
s=0

T =
d

ds

∣∣∣∣
s=0

Es(γs)

=

∫ T

0

∂gs
∂s

∣∣∣∣
s=0

(γ̇0(t), γ̇0(t)) dt+
d

ds

∣∣∣∣
s=0

E0(γs).

Considering γs as a variation of γ0, and since γ0 is a critical point of E0,

we have
d

ds

∣∣∣∣
s=0

E0(γs) = 0

and thus writing

β :=
∂gs
∂s

∣∣∣∣
s=0

,

we see that β is a symmetric 2-tensor such that I2(β) = 0 since the

points x, y ∈ ∂M were arbitrary.

11.2 Boundary determination

As a preparation, we show that two metrics having the same boundary

distance function must agree at the boundary up to a gauge. The specific

gauge used here is the normal gauge, see Figure 11.111.1. Below in Theorem

11.2.911.2.9 we also prove the stronger result that the metrics agree to infinite

order at the boundary. However, we do not need this stronger result for

the proof of Theorem 11.1.411.1.4.

Proposition 11.2.1 (Determining g|∂M ). LetM be a compact manifold

with smooth boundary. Suppose that dg1 = dg2 on ∂M × ∂M . Then

there exists a diffeomorphism ψ : M → M with ψ|∂M = Id such that if

g̃2 = ψ∗g2, then g1|∂M = g̃2|∂M in the sense that

g1|x(v, w) = g̃2|x(v, w)
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for all x ∈ ∂M and all v, w ∈ TxM .

In the proof we will need certain basic facts about the boundary ex-

ponential map exp∂M and boundary normal coordinates (x, t), see e.g.

(Katchalov et al.Katchalov et al., 20012001, Section 2.1).

Proposition 11.2.2. Let (M, g) be a compact manifold with smooth

boundary embedded in a closed manifold (N, g). There is r > 0 such that

the maps

exp∂M : ∂M × (−r, r) → N, (x, t) 7→ expx(tν(x)),

exp∂M : ∂M × [0, r) →M, (x, t) 7→ expx(tν(x)),

are diffeomorphisms onto their images. Here expx is the exponential

map in N and ν is the inward unit normal of ∂M . For any (x, t) ∈
∂M× (−r, r) one has dg(exp∂M (x, t), ∂M) = |t|, and x is a closest point

to exp∂M (x, t) on ∂M .

If x = (x1, . . . , xn−1) are local coordinates on ∂M , then in the (x, t)

coordinates the metric takes the form

g = gαβ(x, t) dx
α dxβ + dt2

where α, β are summed from 1 to n− 1.

Proof of Proposition 11.2.111.2.1 Let (x, v) ∈ T∂M and take a curve τ :

(−ε, ε) → ∂M such that τ(0) = x and τ̇(0) = v. Since τ(s) takes values

in ∂M for all s ∈ (−ε, ε) we have

dg1(x, τ(s)) = dg2(x, τ(s)).

Thus (cf. Exercise 11.2.311.2.3 below):

|v|g1 = lim
s→0+

dg1(x, τ(s))

s
= lim
s→0+

dg2(x, τ(s))

s
= |v|g2 . (11.2.1)

From (11.2.111.2.1) we see that g1 and g2 agree on ∂M in tangential direc-

tions. We now modify g2 so that the metrics also agree in the normal

direction at the boundary. Let νg1(x) denote the inward unit normal

with respect to g1 and consider the boundary exponential map (with

r > 0 small enough)

expg1∂M : ∂M × [0, r) →M, (x, t) 7→ expg1x (tνg1(x))

which maps a neighbourhood of ∂M × {0} diffeomorphically onto a

neighbourhood of ∂M in M by Proposition 11.2.211.2.2. Here expg1x is the

exponential map in some closed extension (N, g1) of (M, g1).
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Figure 11.1 Normal gauge ψ

Now define

ψ := expg2∂M ◦ (expg1∂M )
−1

(11.2.2)

where superscripts denote which metric the exponential maps belong to,

see Figure 11.111.1. Then on some collar neighbourhood U of ∂M , ψ is a

diffeomorphism and ψ|∂M = Id. We extend ψ to a diffeomorphism of M

using Proposition 11.2.511.2.5 below. We claim that ψ satisfies the require-

ments of the proposition. Indeed, given x ∈ ∂M we have

ψ(γg1x,νg1 (x)
(t)) = γg2x,νg2 (x)

(t).

Differentiating with respect to t and evaluating at t = 0 we obtain

dψ(νg1(x)) = νg2(x).

Define g̃2 := ψ∗g2. If x ∈ ∂M and v ∈ Tx∂M , we have

g̃2(v, νg1(x)) = g2(dψ(v), dψ(νg1(x)))

= g2(v, νg2(x))

= 0.

A similar argument shows that g̃2(νg1(x), νg1(x)) = 1. Hence

g̃2|∂M = g1|∂M .

Exercise 11.2.3. Prove the first equality in (11.2.111.2.1).

Remark 11.2.4. Note that strict convexity of the boundary was not

required in Proposition 11.2.111.2.1. We will assume strict convexity when

recovering higher order derivatives at the boundary in Theorem 11.2.911.2.9.
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A different method which does not require this assumption is given in

Stefanov and UhlmannStefanov and Uhlmann (20092009).

To complete the proof of Proposition 11.2.111.2.1 we establish the following

general result.

Proposition 11.2.5 (Extending diffeomorphisms). LetM be a compact

connected manifold with smooth boundary, let U and U ′ be neighborhoods

of ∂M in M , and let φ : U → U ′ be a diffeomorphism with φ|∂M = Id.

Then there is a diffeomorphism ψ :M →M with ψ = φ near ∂M .

The proof will use the following uniform version of the inverse function

theorem.

Lemma 11.2.6. Let (M, g) be a compact manifold with smooth bound-

ary, and let (N, g) be a closed extension of (M, g). Let U be a neighbor-

hood of ∂M in N , and let f : U → N be a smooth map so that for some

c > 0 one has

f |∂M = Id, inf
x∈∂M

|df |x(ν)| ≥ c, ∥f∥W 2,∞(U) ≤ c−1.

There exist r, s > 0 only depending on c and g such that f is a dif-

feomorphism from {x ∈ N : d(x, ∂M) ≤ r} onto a neighborhood of

{x ∈ N : d(x, ∂M) ≤ s} in N .

This result follows from the standard inverse function theorem:

Lemma 11.2.7 (Inverse function theorem). Write Br = B(0, r) ⊂ Rn.
If F : BR ⊂ Rn → Rn is a C2 map with F (0) = 0 and dF (0) invertible,

and if for some constants α, β > 0

∥dF (0)−1∥ ≤ α, ∥dF (x)− dF (0)∥ ≤ β|x| for x ∈ BR,

then for any r ≤ min{ 1
2αβ , R} one has that

F |Br
is injective, F (Br) contains Br/(2α).

Proof If x, y ∈ Br, then the mean value theorem gives

|F (x)− F (y)− dF (0)(x− y)|

≤ ∥
∫ 1

0

dF (tx+ (1− t)y) dt− dF (0)∥ |x− y|

≤ (βr)α |dF (0)(x− y)|.
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Choosing r ≤ min{ 1
2αβ , R} we see that

|F (x)− F (y)− dF (0)(x− y)| ≤ 1

2
|dF (0)(x− y)|. (11.2.3)

In particular, F is injective in Br.

Suppose that y ∈ Br/(2α) and define

xk = xk−1 + dF (0)−1(y − F (xk−1)), x0 = 0. (11.2.4)

We claim that xk ∈ Br for each k, showing that the sequence is well

defined. Note that |x1| = |dF (0)−1y| ≤ r/2. Moreover, if |xj | ≤ r for

j ≤ k − 1, by (11.2.311.2.3) one has

|dF (0)(xk − xk−1)| = |dF (0)(xk−1 − xk−2)− (F (xk−1)− F (xk−2))|

≤ 1

2
|dF (0)(xk−1 − xk−2)|.

Iterating gives |dF (0)(xk − xk−1)| ≤ 2−(k−1)|dF (0)(x1 − x0)| ≤ 2−kr/α

and

|xk| ≤
k∑
j=1

|xj − xj−1| ≤ α

k∑
j=1

2−jr/α ≤ r.

Thus each xk ∈ Br, and (xk) is a Cauchy sequence converging to some

x ∈ Br. By (11.2.411.2.4) we have F (x) = y.

Proof of Lemma 11.2.611.2.6 Choose R = rinj(N)/2 where rinj denotes the

injectivity radius (which depends on g). Given any q ∈ ∂M , one can

choose normal coordinates in B(q,R) centered at q and consider f |
B(q,R)

as a function F on B(0, R) ⊂ Rn. The constants α and β in Lemma

11.2.711.2.7 can be estimated in terms of c and g. Hence there are r0, γ > 0

only depending on c and g, with r0 ≤ R, such that whenever r ≤ r0 one

has that

f |
B(q,r)

is injective, f(B(q, r)) contains B(q, r/γ). (11.2.5)

We now choose r ≤ r0 so small that (3 + 2∥df∥L∞(Ur0 )
)r ≤ r0, and so

that the boundary exponential map

expg∂M : ∂M × [−r, r] → Ur

is a diffeomorphism such that for any q ∈ ∂M the closest point of

expg∂M (q, t) to ∂M is q. Here we write Ur = {x ∈ N : d(x, ∂M) ≤ r}.
We claim that

f : Ur → N is injective and Ur/γ ⊂ f(Ur).
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Suppose that x, y ∈ Ur and f(x) = f(y). Let q be the closest point to x

on ∂M . Then

d(x, q) ≤ r

and

d(y, q) ≤ d(q, x) + d(x, f(x)) + d(f(x), f(y)) + d(f(y), y)

≤ r + d(x, f(x)) + d(f(y), y).

Moreover, since q = f(q), one has

d(x, f(x)) ≤ d(x, q) + d(f(q), f(x)) ≤ (1 + ∥df∥L∞(Ur0
))r.

A similar estimate holds for d(y, f(y)) if we use the closest point to y on

∂M . Thus

d(y, q) ≤ r + 2(1 + ∥df∥L∞(Ur0
))r.

In particular x, y ∈ B(q, r0). By (11.2.511.2.5) f |
B(q,r0)

is injective, showing

that x = y. Thus f is injective on Ur, and again by (11.2.511.2.5) we have

that f(Ur) contains Ur/γ .

Proof of Proposition 11.2.511.2.5 We prove the proposition in four steps:

1. First, smoothly deform the identity map near ∂M into the diffeomor-

phism φ near ∂M .

2. Interpret the deformation in Step 1 as the flow of a time-dependent

vector field Y (t, · ) near ∂M .

3. Extend Y smoothly.

4. Show that the flow of Y deforms the identity map on M smoothly to

a diffeomorphism ψ :M →M so that ψ = φ near ∂M .

This approach yields a relatively short proof since it is easy to extend

vector fields, and since the flow of a vector field automatically gives a

diffeomorphism. An alternative proof could be given following the argu-

ments in PalaisPalais (19591959).

We begin with some preparations. Let g be some Riemannian metric

onM and let (N, g) be a closed extension of (M, g). Moreover, replace φ

by a smooth function in N that coincides with the original function near

∂M in M . Then φ is a diffeomorphism in some neighborhood of ∂M in

N by Lemma 11.2.611.2.6. Define Ur = {x ∈ N : d(x, ∂M) ≤ r}. We choose

r0 > 0 so that φ is a diffeomorphism near Ur0 and supx∈Ur0
d(x, φ(x))

is smaller than the injectivity radius rinj(N) of (N, g). This is possible
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since for any x ∈ Ur, if q is a closest point to x on ∂M , the fact that

φ(q) = q gives

d(x, φ(x)) ≤ d(x, q) + d(φ(q), φ(x)) ≤ (1 + ∥dφ∥L∞(Ur))r.

Given x ∈ Ur0 , let ηx(t) be the unique N -geodesic in B(x, rinj(N))

with ηx(0) = x and ηx(1) = φ(x). One has

ηx(t) = expx(t exp
−1
x (φ(x)))

and hence (t, x) 7→ ηx(t) is smooth when (t, x) ∈ [0, 1] × Ur0 . Here the

map exp−1
x is defined in B(x, rinj(N)) and it is a diffeomorphism there.

We first claim that{
There are r, s > 0 so that for any t ∈ [0, 1], the map x 7→ ηx(t) is a

diffeomorphism from Ur onto some neighborhood of Us in N .
(11.2.6)

This gives the smooth deformation from the identity map to φ near ∂M

required in Step 1. To prove (11.2.611.2.6) define ft : Ur0 → N , ft(x) :=

ηx(t) = Ht(x, φ(x)) where

Ht(x, y) := expx(t exp
−1
x (y)).

Clearly f0 = Id, ft|∂M = Id, and f1 = φ. We now compute dft|x for any

x ∈ ∂M . Noting that Ht(x, y) = H1−t(y, x) when d(x, y) < rinj(N) and

that φ|∂M = Id, one has for any x ∈ ∂M

dft|x = dxHt|(x,φ(x)) + dyHt|(x,φ(x))dφ|x
= dyH1−t|(x,x) + dyHt|(x,x)dφ|x
= (1− t)Id + tdφ|x.

Here we used that dyHs|(x,x) = sId since d expx |0 = Id. Hence

⟨dft|x(ν), ν⟩ = 1− t+ ta

where a(x) = ⟨dφ|x(ν), ν⟩ > 0 on ∂M since φ is a diffeomorphism near

∂M with φ|∂M = Id. It follows that |dft|x(ν)| ≥ c > 0 uniformly over

x ∈ ∂M and t ∈ [0, 1]. Now Lemma 11.2.611.2.6 implies (11.2.611.2.6).

By (11.2.611.2.6), for any (t, y) ∈ [0, 1] × Us there is a unique x ∈ Ur with

ηx(t) = y. Write x = χ(t, y), and note χ is smooth in [0, 1] × Us since

(t, x) 7→ ηx(t) is smooth. Hence we may define the t-dependent vector

field

Y (t, y) := η̇χ(t,y)(t), (t, y) ∈ [0, 1]× Us.

Note that Y (t, ηx(t)) = η̇x(t), so that Y (t, y) ∈ TyN and ηx(t) is an

integral curve of Y with ηx(0) = x.
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We next extend Y smoothly as a map R × N → TN with Y (t, y) ∈
TyN . For the sake of definiteness, we may choose Y (t, y) = 0 when

d(y, ∂M) ≥ 2s. Let Ft2,t1 : N → N be the flow of Y , i.e. for any

t1, t2 ∈ R one has Ft2,t1(y) = γ(t2) where γ is the curve

γ̇(t) = Y (t, γ(t)), γ(t1) = y.

By standard ODE theory this is indeed a flow, i.e. Ft2,t1 ◦Ft1,t0 = Ft2,t0
and Ft,t = IdN . These facts imply that for any t1, t2 ∈ R, Ft2,t1 is

a diffeomorphism N → N with inverse Ft1,t2 . Thus if we define ψ =

F1,0|M , we have that ψ is a diffeomorphism from M onto ψ(M) ⊂ N

and ψ = φ near ∂M .

It remains to show that ψ(M) =M . We first prove that ψ(M) ⊂M .

Clearly ψ(∂M) = ∂M , so let x ∈ M int. Since M int is connected, there

is a smooth curve γ : [0, 1] → M with γ(0) ∈ ∂M , γ(1) = x, and

γ((0, 1]) ⊂M int. Now if ψ(x) /∈M , define

t0 := inf{t ∈ [0, 1] : ψ(γ(t)) /∈M}.

Since ψ = φ near ∂M and φ(U) ⊂ M , one must have ψ(γ(t)) ∈ M int

for 0 < t < t0 and ψ(γ(t0)) ∈ ∂M . This leads to γ(t0) ∈ ∂M which is a

contradiction. Thus ψ(M) ⊂M .

Finally, to show that ψ(M) = M , we note that ψ(M) is open in M

since ψ is a local diffeomorphism. The set ψ(M) is also closed in M as

the continuous image of a compact set. Since M is connected, we must

have ψ(M) =M .

Exercise 11.2.8. Investigate the possibility of giving a shorter proof

of Proposition 11.2.511.2.5 when φ is the specific diffeomorphism given in

(11.2.211.2.2), by considering the maps

φt = exp
g(t)
∂M ◦ (expg1∂M )

−1

where g(t) is a smooth family of metrics with g(0) = g1 and g(1) = g2.

We conclude this section with the recovery of higher order derivatives

up to gauge following Lassas et al.Lassas et al. (2003b2003b).

Theorem 11.2.9. Let g1, g2 be two metrics on M such that ∂M is

strictly convex with respect to both of them. If dg1 = dg2 on ∂M × ∂M ,

then possibly after modifying g2 by a diffeomorphism which is the identity

on the boundary, g1 and g2 have the same C∞-jet on ∂M . This means

that given local coordinates (x1, . . . , xn) defined in a neighbourhood of a

boundary point, we have Dαg1|∂M = Dαg2|∂M for any multi-index α.
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Proof By Proposition 11.2.111.2.1 we may assume that g1|∂M = g2|∂M .

Moreover, the proof of Proposition 11.2.111.2.1 gives that near ∂M the met-

rics g1 and g2 have the same normal geodesics to ∂M . Set f := g1 − g2.

Consider a minimizing g1-geodesic γ : [0, 1] → M connecting boundary

points x and y in M (not necessarily with speed one). Then we observe

that ∫ 1

0

fγ(t)(γ̇(t), γ̇(t)) dt ≤ 0 (11.2.7)

since ∫ 1

0

fγ(t)(γ̇(t), γ̇(t)) dt

=

∫ 1

0

(g1)γ(t)(γ̇(t), γ̇(t)) dt−
∫ 1

0

(g2)γ(t)(γ̇(t), γ̇(t)) dt

≤ (dg1(x, y))
2 − (dg2(x, y))

2

= 0.

Now fix a point p ∈ ∂M and consider boundary normal coordinates

(u1, . . . , un−1, z) on a neighbourhood U of p inM . By Proposition 11.2.211.2.2

these are coordinates such that z ≥ 0 on U and ∂M ∩U = {z = 0}, and
that the length element ds21 of the metric g1 is given by

ds21 = (g1)αβdu
αduβ + dz2, α, β ∈ {1, . . . , n− 1}.

The coordinate lines u = constant are geodesics of the metric g1 orthog-

onal to the boundary. But we have set up the metrics g1 and g2 near the

boundary so that u = constant are also geodesics of the metric g2. It

follows that the same coordinates are also boundary normal coordinates

for g2; in particular

ds22 = (g2)αβdu
αduβ + dz2, α, β ∈ {1, . . . , n− 1}.

Since p was arbitrary, to prove the theorem it suffices to show that for

all x ∈ ∂M ∩ U , k ∈ N ∪ {0} and 1 ≤ α, β ≤ n− 1 we have

∂kfαβ
∂zk

(x) = 0, (11.2.8)

where fαβ = (g1)αβ − (g2)αβ . The case k = 0 is precisely the assertion

that g1|∂M = g2|∂M and so this gives the base step for an inductive

proof. Suppose that (11.2.811.2.8) holds for 0 ≤ k < l but fails for l. This

implies the existence of x0 ∈ ∂M ∩ U and v0 ∈ Sx0
∂M such that

∂lfαβ
∂zl

(x0)v
α
0 v

β
0 ̸= 0.
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Assume

∂lfαβ
∂zl

(x0)v
α
0 v

β
0 > 0.

By continuity, there is a neighbourhood O ⊂ SM of (x0, v0) such that

for all (x, v) ∈ O,

∂lfαβ
∂zl

(x)vαvβ > 0. (11.2.9)

Since the left hand side in (11.2.911.2.9) is a homogeneous polynomial of degree

2, we may assume that if

CO :=

{
(x, v) ∈ TM : v ̸= 0,

(
x,

v

|v|

)
∈ O

}
then (11.2.911.2.9) holds for all (x, v) ∈ CO. Now we expand fαβ in a Taylor

series; using the inductive hypothese we may write

fαβ(u, z) =
1

l!

∂lfαβ
∂zl

(u, 0)zl + o(|z|l),

and hence shrinking O if necessary we may assume that for all (x, v) ∈
CO we actually have

fαβ(x)v
αvβ > 0. (11.2.10)

Let δ : (−ε, ε) → ∂M be a curve such that δ(0) = x0 and δ̇(0) = v0,

and let γτ : [0, 1] →M be the shortest geodesic of g1 joining x0 to δ(τ)

for τ > 0 and small. Then(
γτ (t),

γ̇τ (t)

|γ̇τ (t)|

)
→ (x0, v0)

uniformly in t ∈ [0, 1] as τ → 0. Thus for sufficiently small τ > 0, we

have (γτ (t), γ̇τ (t)) ∈ CO for all t ∈ [0, 1], and hence∫ 1

0

fγτ (t)(γ̇τ (t), γ̇τ (t)) dt > 0

thus contradicting (11.2.711.2.7). If

∂lfαβ
∂zl

(x0)v
α
0 v

β
0 < 0

a similar contradition is obtained if we integrate f along a g2-geodesic

so that (11.2.711.2.7) changes sign. This completes the proof.
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11.3 Determining the lens data and volume

We will now show that from the boundary distance function dg|∂M×∂M
of a simple manifold (M, g), we can determine the scattering relation

αg, the travel time function τg|∂+SM and volume Vol(M, g). The pair

(τg|∂+SM , αg) is also known as the lens data:

Definition 11.3.1. Let (M, g) be a compact non-trapping manifold

with strictly convex boundary. The lens data of (M, g) is the pair of

functions (τg|∂+SM , αg).

Recall that αg and τg|∂SM are defined on the set ∂SM , which a priori

depends on g|∂M . However, if dg1 |∂M×∂M = dg2 |∂M×∂M , then Proposi-

tion 11.2.111.2.1 ensures that one has g1|∂M = g2|∂M possibly after applying a

gauge transformation. Thus we may always assume that g1|∂M = g2|∂M ,

and then the sets ∂SM and ∂±SM will be the same for both metrics.

Proposition 11.3.2 (Determining the lens data). Let g1 and g2 be two

simple metrics on M such that dg1 = dg2 on ∂M × ∂M and g1|∂M =

g2|∂M . Then αg1 = αg2 and τg1 |∂+SM = τg2 |∂+SM .

The volume is also determined:

Proposition 11.3.3 (Determining the volume). Let g1 and g2 be two

simple metrics onM such that dg1 = dg2 on ∂M×∂M . Then Vol(M, g1) =

Vol(M, g2).

We begin with a simple lemma describing the gradient of the distance

function dg(x, · ).

Lemma 11.3.4 (Gradient of dg(x, · )). Let (M, g) be a simple manifold.

Given x ∈ M , let f : M → R be the function f(y) = dg(x, y). For any

y ∈ M with y ̸= x, let ηx,y be the unique unit speed geodesic connecting

x to y and let ℓx,y > 0 be such that ηx,y(ℓx,y) = y. Then

∇f(y) = η̇x,y(ℓx,y).

Proof Recall from Proposition 3.8.53.8.5 that on a simple manifold, the

exponential map

expx : Dx →M

is a diffeomorphism. Recall also that for any pair of points in M there

is a unique geodesic between them, and this geodesic minimizes length.

Thus when tv ∈ Dx and |v|g = 1, one has

f(expx(tv)) = dg(x, expx(tv)) = t.
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If y = expx(tv), it follows that

df |y(γ̇x,v(t)) =
d

dt
f(γx,v(t)) =

d

dt
f(expx(tv)) =

d

dt
(t) = 1.

Moreover, if β : (−ε, ε) → SxM is a smooth curve with β(0) = v, then

df |y(d expx |tv(tβ̇(0))) =
d

ds
f(expx(tβ(s)))

∣∣∣
s=0

=
d

ds
(t)
∣∣∣
s=0

= 0.

Any vector w ⊥ v arises as β̇(0) for some β. Since d expx |tv is in-

vertible, it maps {v}⊥ onto {γ̇x,v(t)}⊥ by the Gauss lemma (Propo-

sition 3.7.123.7.12). It follows that df |y(w̃) = 0 whenever w̃ ⊥ γ̇x,v(t). Thus

∇f(y) = γ̇x,v(t) = η̇x,y(ℓx,y).

Proof of Proposition 11.3.211.3.2 Note that the assumption g1|∂M = g2|∂M
implies that the sets ∂SM and ∂±SM are the same both for g1 and g2.

Recall also that by Proposition 3.8.63.8.6, on simple manifolds any two points

are connected by a unique geodesic and this geodesic is minimizing.

To prove the claim for the scattering relation, we need to show that

αg1 = αg2 on ∂+SM since αgj : ∂−SM → ∂+SM equals
(
αgj |∂+SM

)−1
.

Fix x, y ∈ ∂M and let γjx,y be the unique gj-geodesic connecting x to y.

By the definition of the scattering relation we have

αgj (x, γ̇
j
x,y(0)) = (y, γ̇jx,y(ℓ

j
x,y)), j = 1, 2.

Let ℓ := ℓ1x,y = ℓ2x,y. We are required to prove that

γ̇1x,y(0) = γ̇2x,y(0), γ̇1x,y(ℓ) = γ̇2x,y(ℓ).

Let fj(y) = dgj (x, y) and hj = fj |∂M . Given any w ∈ Ty∂M , if

τ : (−ε, ε) → ∂M is a smooth curve with τ̇(0) = w then

dhj(w) =
d

ds
hj(τ(s))

∣∣∣
s=0

=
d

ds
fj(τ(s))

∣∣∣
s=0

= dfj(w).

Thus ∇hj(y) is the orthogonal projection of ∇fj(y) to Ty∂M . Now since

∇fj(y) has unit length and points outward (i.e. ⟨∇fj(y), νj(y)⟩ ≤ 0), it

follows that ∇hj(y) determines ∇fj(y). But h1 = h2, hence by Lemma

11.3.411.3.4

γ̇1x,y(ℓ) = ∇f1(y) = ∇f2(y) = γ̇2x,y(ℓ).

To show that γ̇1x,y(0) = γ̇2x,y(0) we repeat the argument above only

starting at y and running the two geodesics backwards to x.

We have proved that αg1 = αg2 . Let now (x, v) ∈ ∂+SM . Hence

τgj (x, v) = dgj (x, π(αgj (x, v)))
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where π : ∂SM → ∂M is the base point map. It follows that τg1 |∂+SM =

τg2 |∂+SM .

Remark 11.3.5. We note that for simple metrics, the scattering rela-

tion alone determines the boundary distance function. Indeed, let g1 and

g2 be two simple metrics onM with g1|∂M = g2|∂M and αg1 = αg2 . Then

by Lemma 11.3.411.3.4, after fixing x ∈ ∂M , we deduce that ∇f1(y) = ∇f2(y)
for all y ∈ ∂M \ {x}, where fi(y) = dgi(x, y) for i = 1, 2. Thus f1 − f2
must be constant and since both vanish at x we see that the boundary

distance functions agree.

Finally, as a simple consequence of Santaló’s formula, we show the

exit time function τg|∂+SM determines the volume.

Proposition 11.3.6. Let M be a compact manifold with smooth bound-

ary, and let g1, g2 be two non-trapping metrics on M such that ∂M

is strictly convex with respect to both of them. If g1|∂M = g2|∂M and

τg1 |∂+SM = τg2 |∂+SM , then Vol(M, g1) = Vol(M, g2).

Proof We first claim that for any x ∈M ,∫
SxM

dSx = σn−1

where σn−1 is the volume of the standard (n − 1)-sphere Sn−1. To see

this, it is enough to choose local coordinates at x and note that the map

T : w 7→ g(x)1/2w is an isometry from (TxM, g(x)) to Rn with Euclidean

metric (since ⟨w, w̃⟩g(x) = g(x)1/2w · g(x)1/2w̃). Hence T restricts to an

isometry from SxM to the standard sphere Sn−1.

Now Santaló’s formula gives for g = gj that

Vol(M) =

∫
M

dV n =
1

σn−1

∫
M

∫
SxM

dSx dV
n =

1

σn−1

∫
SM

dΣ2n−1

=
1

σn−1

∫
∂+SM

τµ dΣ2n−2. (11.3.1)

Since τg1 |∂+SM = τg2 |∂+SM and g1|∂M = g2|∂M , we have proved that

Vol(M, g1) = Vol(M, g2).

Proof of Proposition 11.3.311.3.3 Proposition 11.2.111.2.1 shows that after apply-

ing a diffeomorphism that is the identity on the boundary, we may as-

sume g1|∂M = g2|∂M . Since the boundary distance function determines

the lens data by Proposition 11.3.211.3.2, the exit time function of both metrics

must agree and thus by Proposition 11.3.611.3.6 the volumes are the same.
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11.4 Rigidity in a given conformal class

In this section we show that boundary rigidity holds for simple metrics

in a fixed conformal class. This result was proved in MuhometovMuhometov (19771977)

for dimM = 2 and in Bernštĕın and GerverBernštĕın and Gerver (19781978); MuhometovMuhometov (19811981)

in any dimension. We give a short proof following CrokeCroke (19911991).

Theorem 11.4.1 (Boundary rigidity in a conformal class). Let g1 and

g2 be simple metrics on M having the same boundary distance function.

If g2 is conformal to g1, i.e., g2 = c(x)2g1 for a smooth positive function

c on M , then c ≡ 1.

Proof In view of (11.2.111.2.1), c = 1 on the boundary of M . Next, using

Proposition 11.3.211.3.2, we see that the scattering relations and exit time

functions of g1 and g2 coincide on ∂SM . Let us denote by τ their common

exit time function on ∂SM .

Let us show that c = 1 on the whole of M . Given (x, v) ∈ ∂+SM

denote by γjx,v : [0, τ(x, v)] → M the maximal gj-geodesic starting at

(x, v). Since geodesics on a simple manifold minimize the length

ℓg(γ) =

∫ T

0

|γ̇(t)|g dt

among all curves γ : [0, T ] →M with the same endpoints, we have

τ(x, v) = ℓg2(γ
2
x,v) ≤ ℓg2(γ

1
x,v) =

∫ τ(x,v)

0

c(γ1x,v(t)) dt. (11.4.1)

Using Santaló’s formula for the volume (see (11.3.111.3.1)) we obtain

Vol(M, g2) =
1

σn−1

∫
∂+SM

τµ dΣ2n−2

≤ 1

σn−1

∫
∂+SM

{∫ τ(x,v)

0

c(γ1x,v(t)) dt

}
µdΣ2n−2

=

∫
M

c dV ng1 .

On the other hand, by Hölder’s inequality∫
M

c dV ng1 ≤
{∫

M

cn dV ng1

} 1
n
{∫

M

dV ng1

}n−1
n

(11.4.2)

= Vol(M, g2)
1
nVol(M, g1)

n−1
n ,

with equality if and only if c ≡ 1.
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It follows that

Vol(M, g2) ≤ Vol(M, g2)
1
nVol(M, g1)

n−1
n . (11.4.3)

However, by Proposition 11.3.311.3.3, Vol(M, g1) = Vol(M, g2), which implies

that (11.4.311.4.3) holds with the equality sign. This means that (11.4.211.4.2) holds

with the equality sign. Thus, c ≡ 1.

Exercise 11.4.2. Discuss a proof of Theorem 11.4.111.4.1 using energy rather

than length, paying particular attention to the case n = 2.

11.5 Determining the DN map

Let (M, g) be a compact manifold with smooth boundary. Recall that

the Dirichlet-to-Neumann map (DN map) Λg is defined as follows. Given

f ∈ C∞(∂M), consider the unique solution of

∆gu = 0 in M, u|∂M = f.

Then Λg is the map

Λg : C
∞(∂M) → C∞(∂M), Λgf := du(ν)|∂M .

The main result of this section states that the scattering relation de-

termines the DN map:

Theorem 11.5.1 (Determining the DN map). Let (M, g1) and (M, g2)

be compact non-trapping surfaces with strictly convex boundary and I∗0
surjective, and let g1|∂M = g2|∂M . If αg1 = αg2 , then Λg1 = Λg2 .

The proof is based on studying boundary values of invariant functions

(solutions of Xgw = 0 in SM) and on combining two different notions

of holomorphicity. We will use both fibrewise holomorphic functions in

SM and holomorphic functions in (M, g).

In what follows we shall assume that (M, g1) and (M, g2) are compact

non-trapping surfaces with strictly convex boundary such that g1|∂M =

g2|∂M . Given a function φ ∈ C∞(∂+SM) we denote by φ♯gj the function

uniquely determined by Xgjφ
♯gj = 0 and φ♯gj |∂+SM = φ.

Recall that the scattering relation is a smooth map αg : ∂+SM →
∂−SM that extends to a diffeomorphism αg : ∂SM → ∂SM such that

α2
g = id. Observe that if αg1 = αg2 , then C

∞
α (∂+SM) is the same space

for both metrics since it only depends on the scattering relation.

The next result shows that the scattering relation determines the

boundary values of invariant functions.
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Lemma 11.5.2. If αg1 = αg2 , then

φ♯g1 |∂SM = φ♯g2 |∂SM

for any φ ∈ C∞(∂+SM).

Proof This follows since

φ♯gj |∂+SM = φ, φ♯gj |∂−SM = φ ◦ αgj .

We next observe that when I∗0 is surjective, the scattering relation also

controls the boundary values of holomorphic invariant functions. Below,

holomorphic in (SM, g) means fibrewise holomorphic with respect to the

given metric.

Lemma 11.5.3. If αg1 = αg2 and if I∗0 is surjective in (M, g2), then

for any φ ∈ C∞
α (∂+SM) one has

φ♯g1 holomorphic in (SM, g1) =⇒ φ♯g2 holomorphic in (SM, g2).

Proof Let φ ∈ C∞
α (∂+SM) and assume that φ♯g1 is fibrewise holomor-

phic in (SM, g1). Note that φ♯g2 is smooth since φ ∈ C∞
α (∂+SM) for

α = αg2 . Now let w contain the negative Fourier coefficients of φ♯g2 in

(SM, g2):

w :=

−1∑
k=−∞

(φ♯g2 )k.

We need to show that w ≡ 0.

Since φ♯g1 is fibrewise holomorphic in (SM, g1) and since the boundary

values of φ♯g1 and φ♯g2 are the same by Lemma 11.5.211.5.2, we have

w|∂SM =

−1∑
k=−∞

(φ♯g1 )k

∣∣∣
∂SM

= 0.

Note also that since Xg2φ
♯g2 = 0, we have

Xg2w = η+,g2w−1 + η+,g2w−2.

Splitting w into even and odd components yields

Xg2w+ = η+,g2w−2, Xg2w− = η+,g2w−1.

Using that w±|∂SM = 0 and applying Theorem 10.2.310.2.3 we deduce that

w = 0.

Next we show that αg also determines the boundary values of holomor-

phic functions in M . Here holomorphic means with respect to x ∈M .
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Lemma 11.5.4. If αg1 = αg2 and I∗0 is surjective both in (M, g1) and

(M, g2), then

h holomorphic in (M, g1)

=⇒ ∃ h̃ holomorphic in (M, g2) with h̃|∂M = h|∂M .

Proof We use the fact, e.g. from Lemma 6.1.216.1.21, that for h ∈ C∞(M),

h is holomorphic in (M, g) ⇐⇒ η−,gh = 0.

Now, given h holomorphic in (M, g1) use surjectivity of I∗0 (see Theorem

8.2.28.2.2) to find a smooth w with Xg1w = 0 and w0 = h. We may replace

w by w+, so that w is even. Now

Xg1

( ∞∑
k=0

wk

)
= η−,g1w0 = η−,g1h = 0.

If we replace w by its holomorphic projection and write φ := w|∂+SM , we

obtain that w = φ♯g1 is fibrewise holomorphic and (φ♯g1 )0,g1 = h. Then

by Lemma 11.5.311.5.3 also φ♯g2 is fibrewise holomorphic and Xg2φ
♯g2 = 0, so

η−,g2(φ
♯g2 )0,g2 = 0. This means that h̃ := (φ♯g2 )0,g2 is holomorphic in

(M, g2) and it has the same boundary values as h by Lemma 11.5.211.5.2.

We next show that knowing the boundary values of all holomorphic

functions is equivalent to knowing the Dirichlet-to-Neumann map Λg. A

more general version of this result is given in Lemma 11.6.311.6.3.

Lemma 11.5.5. Let M be a compact simply connected oriented surface

with smooth boundary, and let g1 and g2 be two Riemannian metrics on

M with g1|∂M = g2|∂M . Then Λg1 = Λg2 if and only if

{h|∂M : h ∈ C∞(M) is holomorphic in (M, g1)}

= {h̃|∂M : h̃ ∈ C∞(M) is holomorphic in (M, g2)}. (11.5.1)

Proof Let f ∈ C∞(∂M) be real valued, let u be the harmonic extension

of f in (M, g), and let v be a harmonic conjugate of u in (M, g). Recall

from Lemma 3.4.123.4.12 that v exists since M is simply connected, and one

has the Cauchy-Riemann equations

dv = ⋆gdu (11.5.2)

where ⋆g is the Hodge star operator of (M, g). The function v is unique



11.6 Calderón problem 269

up to an additive constant, and we fix this constant by requiring that∫
∂M

v dV 1 = 0. We write

Hg : C
∞(∂M) → C∞(∂M), Hgf = v|∂M .

This is the Hilbert transform on ∂M : if h is holomorphic in (M, g), then

Hg maps Re(h)|∂M to Im(h)|∂M up to a constant. If ν⊥ denotes the

rotation of the inward unit normal ν by 90◦ clockwise, one has

Λgf = du(ν) = −dv(ν⊥). (11.5.3)

The quantity ∂T v := dv(ν⊥) is the tangential derivative of v along ∂M .

Now (11.5.311.5.3) and the normalization for the Hilbert transform give

that

Λg1 = Λg2 ⇐⇒ ∂THg1 = ∂THg2

⇐⇒ Hg1 = Hg2 .

The last statement is equivalent with (11.5.111.5.1), since any h which is holo-

morphic in (M, gj) with Re(h)|∂M = f satisfies h|∂M = f + i(Hgjf + c)

for some real constant c.

Proof of Theorem 11.5.111.5.1 If αg1 = αg2 , then by Lemma 11.5.411.5.4 the bound-

ary values of holomorphic functions in (M, g1) and (M, g2) coincide.

Then Lemma 11.5.511.5.5 gives that Λg1 = Λg2 .

11.6 Calderón problem

In this section we solve the Calderón problem on two-dimensional Rie-

mannian manifolds. Together with Theorem 11.5.111.5.1, this leads to the

solution of the boundary rigidity problem on simple surfaces.

Let (M, g) be a compact 2-manifold with smooth boundary. The DN

map Λg : C∞(∂M) → C∞(∂M) maps f to du(ν)|∂M , where u = uf
solves the Laplace equation ∆gu = 0 in M with u|∂M = f . An integra-

tion by parts shows that Λg is also characterized by the weak formulation∫
∂M

(Λgf)h dS = −
∫
M

⟨duf , duh⟩ dV, f, h ∈ C∞(∂M). (11.6.1)

If ψ : M → M is a diffeomorphism and if c > 0 is a smooth function,

the Laplace equation in two dimensions has the invariances

∆ψ∗g(ψ
∗u) = ψ∗(∆gu), ∆cgu = c−1∆gu.
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If additionally ψ|∂M = Id and c|∂M = 1, it follows easily from (11.6.111.6.1)

that

Λψ∗g = Λg, Λcg = Λg.

Thus in two dimensions the DN map Λg has two natural invariances

related to diffeomorphisms and conformal scalings. The following result

due to Lassas and UhlmannLassas and Uhlmann (20012001) shows that the metric g is uniquely

determined by Λg up to these invariances. Unlike in Theorem 11.5.111.5.1,

there are no restrictions on the topology of M or on the metric g.

Theorem 11.6.1 (Calderón problem). Let (M1, g1) and (M2, g2) be two

compact surfaces with smooth boundary, and assume that there is an

orientation preserving diffeomorphism ψ0 : ∂M1 → ∂M2 that satisfies

ψ∗
0((g2)∂M2) = (g1)∂M1 . If the DN maps agree in the sense that

Λg1(f ◦ ψ0) = (Λg2f) ◦ ψ0, f ∈ C∞(∂M2),

then g2 = cψ∗g1 for some orientation preserving diffeomorphism ψ :

M1 →M2 with ψ|∂M1 = ψ0 and for some positive function c ∈ C∞(M2)

with c|∂M2
= 1.

Of course, if one has M1 = M2 = M then one can take ψ0 = Id∂M .

Then Λg1 = Λg2 implies that g2 = cψ∗g1 for some boundary fixing

diffeomorphism ψ :M →M .

Remark 11.6.2. Note that the conformal invariance of Λg only holds

in two dimensions. For dimM ≥ 3 the anisotropic Calderón problem

consists in showing that g is uniquely determined by Λg up to a boundary

fixing diffeomorphism. This is an open problem at the time of writing

this, cf. Section 15.215.2.

Several proofs of Theorem 11.6.111.6.1 are available. To explain the related

methods, it is helpful to think of a constructive result where one knows

the boundary ∂M (and possibly the metric on ∂M) and an operator

Λg acting on smooth functions on ∂M . The interior M int is unknown

(even its topology). Solving the inverse problem means reconstructing

the topology and geometry of M int, i.e. reconstructing a homeomorphic

copy of M int and a metric that is conformal to the original metric g,

from the knowledge of the operator Λg on ∂M .

The available proofs proceed by identifying points x ∈M int with cer-

tain quantities determined by Λg. In Lassas and UhlmannLassas and Uhlmann (20012001), one

identifies x with the Green function G(x, · ) for ∆g, and in Lassas et al.Lassas et al.

(20202020) one identifies x with the Poisson kernel ∂νyG(x, · )|∂M . In BelishevBelishev
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(20032003) points x ∈ M are identified with maximal ideals Ix, or equiva-

lently multiplicative linear functionals δx, of the Banach algebra of holo-

morphic functions in M .

We will give a proof of Theorem 11.6.111.6.1 following the approach of

BelishevBelishev (20032003). However, we will mostly avoid using the language of

Banach algebra theory.

Write

A(M) = A(M, g) := {h ∈ C∞(M) : h is holomorphic in (M, g)}.

The set A(M) is a complex vector space and also a ring with respect

to addition and multiplication, hence A(M) is an algebra. We already

proved in Lemma 11.5.511.5.5 that if M is simply connected and Λg1 = Λg2 ,

then the algebras A(M, g1)|∂M and A(M, g2)|∂M are the same. The next

lemma shows that this is true also without the simply connectedness

assumption. Here ∂T is the tangential derivative ∂T f = df(ν⊥) on ∂M .

Lemma 11.6.3 (Λg determines A(M)|∂M ). Let (M, g) be a compact

surface with smooth boundary. Then

A(M)|∂M
= {f + if∗ : f, f∗ ∈ C∞(∂M,R) and Λgf = −∂T f∗, Λgf∗ = ∂T f}.

Proof A function h = u + iv where u, v ∈ C∞(M) are real valued

is holomorphic iff dv = ⋆du. Now if h is holomorphic and f = u|∂M ,

f∗ = v|∂M , then on ∂M one has

Λgf = du(ν) = − ⋆ dv(ν) = −dv(ν⊥) = −∂T f∗,
Λgf∗ = dv(ν) = ⋆du(ν) = du(ν⊥) = ∂T f.

Conversely, assume that Λgf = −∂T f∗ and Λgf∗ = ∂T f . Let u and v

be the harmonic functions inM with u|∂M = f and v|∂M = f∗. We need

to show that dv = ⋆du. First note that both dv and ⋆du are harmonic

1-forms (they are annihilated both by d and the codifferential δg, since u

and v are harmonic). Also their tangential and normal boundary values

agree on ∂M :

dv(ν⊥) = ∂T f∗ = −Λgf = −du(ν) = ⋆du(ν⊥),

dv(ν) = Λgf∗ = ∂T f = du(ν⊥) = ⋆du(ν).

Thus ω := dv − ⋆du is a harmonic 1-form on M whose tangential and

normal boundary values vanish on ∂M . We claim that ω ≡ 0. To see

this, note that ω is locally of the form dφ where φ is a harmonic function,
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and near a boundary point one has ∂Tφ = ∂νφ = 0 on a portion of ∂M .

The unique continuation principle implies that φ is constant near any

boundary point, hence ω = 0 near ∂M . Since M is connected, iterating

this argument yields that ω ≡ 0. Consequently dv = ⋆du, and f + if∗ is

the boundary value of the holomorphic function u+ iv.

The next step is the observation that the trace algebra A(M)|∂M
determines the algebra A(M).

Lemma 11.6.4 (A(M)|∂M determines A(M)). Let (M, g) be a compact

surface with smooth boundary. Then the map ρ : A(M) → A(M)|∂M ,

ρ(f) = f |∂M is an algebra isomorphism.

Proof The map ρ is bijective since any holomorphic function that van-

ishes on the boundary is identically zero. Clearly ρ is linear and satisfies

ρ(f1f2) = ρ(f1)ρ(f2), so ρ is an algebra isomorphism.

We now show that the algebra structure of A(M) determines (M, g)

up to a conformal transformation. This result was originally proved in

BersBers (19481948) for domains in C and it has been generalized to many other

settings (see e.g. RoydenRoyden (19561956)).

Theorem 11.6.5 (A(M) determines M). Let (M1, g1) and (M2, g2)

be compact surfaces with smooth boundary. Then any ring homomor-

phism Φ : A(M1, g1) → A(M2, g2) that preserves constants is of the

form Φ(h) = h ◦ ϕ where ϕ : M2 → M1 is a holomorphic map that is

smooth up to the boundary. If Φ is bijective, then ϕ is a diffeomorphism.

The main step is to show that any ring homomorphism π : A(M) → C
that preserves constants (i.e. any nonzero multiplicative linear functional

π on A(M)) is a point evaluation δx0
: f 7→ f(x0).

Proposition 11.6.6. Let (M, g) be a compact surface whose boundary

is smooth. Any ring homomorphism π : A(M, g) → C that preserves

constants is of the form π = δx0
for some x0 ∈M .

There is an easy proof of Proposition 11.6.611.6.6 assuming that

(M, g) has an injective holomorphic function ζ with dζ ̸= 0 on M.

(11.6.2)

Recall that an injective holomorphic function is called univalent, and

such a function always satisfies dζ ̸= 0 in M int. This assumption holds

for instance when M is simply connected, since then one has global

isothermal coordinates (x1, x2) and it is enough to take ζ = x1 + ix2.
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Proof of Proposition 11.6.611.6.6 assuming (11.6.211.6.2) Replacing ζ by ζ−π(ζ),
we have π(ζ) = 0. Then ζ has a zero (for if not, then ζ is nonvanishing

and 1 = π(1) = π(ζ)π(ζ−1) which contradicts that π(ζ) = 0). Let

x0 ∈ M be such that ζ(x0) = 0, and note that x0 must be a simple

zero since dζ(x0) ̸= 0. Now if f ∈ A(M), the function e := f−f(x0)
ζ is in

A(M). Thus f(x) = f(x0)+ζ(x)e(x), and π(f) = π(f(x0))+π(ζ)π(e) =

f(x0).

We will now prove Proposition 11.6.611.6.6 in the general case. The bound-

ary presents some problems, so we consider a closed extension (N, g) of

(M, g) and define

O(M) := {f ∈ C∞(M) : f extends to a

holomorphic function near M}.

We will need the following facts from the theory of Riemann surfaces.

Lemma 11.6.7. Let (M, g) be a compact surface with smooth boundary.

(1) O(M) separates points: given x1, x2 ∈ M with x1 ̸= x2, there is

f ∈ O(M) with f(x1) ̸= f(x2).

(2) O(M) is a Bézout domain: given f1, . . . , fr ∈ O(M) with no common

zeros, there are e1, . . . , er ∈ O(M) so that 1 = e1f1 + . . .+ erfr.

(3) O(M) is dense in A(M) with respect to the L∞(M) norm.

Proof If U is a neighborhood of M in N , then the ring A(U) of holo-

morphic functions in U satisfies (1) and (2), see (ForsterForster, 19811981, p. 205)

(note that it is enough to prove (2) when r = 2, and the general case

will follow by induction). Then (1) and (2) are also true for O(M).

For (3), we first note thatM has a closed extension N so that N \M is

connected (it is enough to take N to be the double ofM). Fix x0 ∈ N\M
and let U := N \ {x0}. Then U is a noncompact Riemann surface and

U∗ \M is connected, where U∗ = N is the one point compactification

of U . It follows from (Bagby and GauthierBagby and Gauthier, 19921992, Theorem 2.5) that

A(U)|M is dense in A(M) with respect to the L∞ norm, proving (3).

Proof of Proposition 11.6.611.6.6 in the general case Let π : A(M) → C be

a ring homomorphism that preserves constants. Define

S :=
⋂

f∈Ker(π)

N(f)

where N(f) = {x ∈M : f(x) = 0}.
We first claim that S has at most one point. We argue by contradiction
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and assume that x1, x2 ∈ S with x1 ̸= x2. By Lemma 11.6.711.6.7 O(M)

separates points, so there is f ∈ A(M) with f(x1) ̸= f(x2). Then f̃ :=

f − π(f) ∈ A(M) is in Ker(π) but it cannot vanish at both x1 and x2,

showing that S cannot contain both x1 and x2.

Next we show that S is nonempty. We argue again by contradiction

and suppose that S = ∅. Then for any x ∈M there is fx ∈ Ker(π) with

fx(x) ̸= 0. Write Ux = M \ N(fx) and note that {Ux}x∈M is an open

cover of M . By compactness there is a finite subcover, which implies

that there are f1, . . . , fr ∈ Ker(π) with no common zeros. In particular

|f1|+ . . .+ |fr| ≥ c0 > 0 inM . By Lemma 11.6.711.6.7, for any ε > 0 there are

h1, . . . , hr ∈ O(M) with ∥fj − hj∥L∞(M) ≤ ε. Writing h̃j := hj − π(hj)

we have π(h̃j) = 0 and

|fj − h̃j | = |fj − hj − π(fj − hj)| ≤ |fj − hj |+ |π(fj − hj)| ≤ 2ε.

Here we used that |π(f)| ≤ ∥f∥L∞ (here is a standard proof: if π(f) = λ

where |λ| > ∥f∥L∞ , then 1−f/λ has no zeros and hence 0 ̸= π(1−f/λ) =
1− π(f)/λ, which is a contradiction). Choosing ε small enough we have

|h̃1|+ . . .+ |h̃r| ≥ c0/2 > 0 inM , so h̃1, . . . , h̃r ∈ O(M) have no common

zeros. Now Lemma 11.6.711.6.7 gives that

1 = e1h̃1 + . . .+ erh̃r

for some e1, . . . , er ∈ O(M). Since π is a ring homomorphism and

π(h̃j) = 0, this implies 1 = π(e1h̃1 + . . .+ erh̃r) = 0, which is a contra-

diction.

We have proved that S = {x0} for some x0 ∈ M . Now if f ∈ A(M),

we have π(f − π(f)) = 0, so f − π(f) vanishes at x0. It follows that

π(f) = f(x0).

Proof of Theorem 11.6.511.6.5 Let Aj = A(Mj , gj), let y ∈ M2, and let

δy : A2 → C be the point evaluation at y. Then πy := δy ◦ Φ is a

homomorphism A1 → C preserving constants. Proposition 11.6.611.6.6 gives

that πy = δx for some x ∈ M1, and this x is unique since A1 separates

points. Define

ϕ :M2 →M1, ϕ(y) = x.

Then for any f ∈ A1 one has the required formula

Φ(f)(y) = f(ϕ(y)), y ∈M2.

Let us prove that ϕ is continuous. Consider a sequence yj → y and

suppose by contradiction that (ϕ(yj)) does not converge to ϕ(y). We may
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consider a subsequence still denoted (yj) such that ϕ(yj) → z ̸= ϕ(y).

Let f ∈ A1 such that f(ϕ(y)) ̸= f(z). Then Φ(f)(yj) → Φ(f)(y) while

f(ϕ(yj)) → f(z), which is a contradiction since Φ(f) = f ◦ ϕ. Thus ϕ
must be continuous.

Let y ∈ M2 and let f ∈ O(M1) be such that it has a simple zero

at ϕ(y). Then there is a neighbourhood U of ϕ(y) in M1 in which f is

1− 1. Set h := Φ(f) and take a neighbourhood V of y in M2 such that

ϕ(V ) ⊂ U . Since h(z) = Φ(f(z)) = f(ϕ(z)), in V we can represent ϕ as

f−1 ◦ h showing that ϕ is holomorphic in M int
2 and smooth up to the

boundary.

Finally, assume that Φ is bijective, which implies that Φ−1 : A2 →
A1 is a ring homomorphism preserving constants. The argument above

shows that Φ−1(h) = h ◦ ϕ′ for h ∈ A2 where ϕ′ :M1 →M2 is holomor-

phic and smooth up to the boundary. Applying Φ gives h = Φ(h ◦ ϕ′) =
h ◦ ϕ′ ◦ ϕ for any h ∈ A2. Since A2 separates points, ϕ′ ◦ ϕ is the iden-

tity map on M2. Similarly ϕ ◦ ϕ′ is the identity map on M1, so ϕ is

bijective.

Finally we combine the arguments above to prove Theorem 11.6.111.6.1.

Proof of Theorem 11.6.111.6.1 Define a map

Φ0 : A(M1, g1)|∂M1
→ A(M2, g2)|∂M2

, Φ0(f0) = f0 ◦ ψ−1
0 .

We claim that Φ0 is an algebra isomorphism. First we need to check that

Φ0 indeed maps into A(M2, g2)|∂M2
. Let f0 = f + if∗ ∈ A(M1, g1)|∂M1

.

By Lemma 11.6.311.6.3 we have

Λg1f = −∂∂M1

T f∗, Λg1f∗ = ∂∂M1

T f. (11.6.3)

We claim that for any h ∈ C∞(∂M1), one has

∂∂M1

T h = ∂∂M2

T (h ◦ ψ−1
0 ) ◦ ψ0.

Indeed, let Tj be the positively oriented unit tangent vector to ∂Mj . By

the assumption on ψ0 one has (ψ0)∗(T1|x) = (T2)|ψ0(x), and thus

∂∂M1

T h(x) = dh|x(T1) = ψ∗
0d(ψ

−1
0 )∗h|x(T1) = d(h ◦ ψ−1

0 )|ψ0(x)((ψ0)∗T1)

= ∂∂M2

T (h ◦ ψ−1
0 )(ψ0(x)).

Using (11.6.311.6.3) and the fact that Λg1f = (Λg2(f ◦ ψ−1
0 )) ◦ ψ0, we get

Λg2(f ◦ ψ−1
0 ) = (Λg1f) ◦ ψ−1

0 = −(∂∂M1

T f∗) ◦ ψ−1
0 = −∂∂M2

T (f∗ ◦ ψ−1
0 )

and similarly Λg2(f∗ ◦ψ−1
0 ) = ∂∂M2

T (f ◦ψ−1
0 ). Now Lemma 11.6.311.6.3 shows
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that Φ0 maps into A(M2, g2)|∂M2
. Clearly Φ0 is injective, linear and

multiplicative. It is also surjective, since for any h0 ∈ A(M2, g2)|∂M2
one

has h0 ◦ψ0 ∈ A(M1, g1)|∂M1
by changing the roles of M1 and M2 above.

Thus Φ0 is an algebra isomorphism.

Let ρj : A(Mj , gj) → A(Mj , gj)|∂Mj , ρj(f) = f |∂Mj be the algebra

isomorphism from Lemma 11.6.411.6.4, and define

Φ : A(M1, g1) → A(M2, g2), Φ = ρ−1
2 ◦ Φ0 ◦ ρ1.

Then Φ is an algebra isomorphism. Theorem 11.6.511.6.5 implies that there

is a holomorphic diffeomorphism ϕ : M2 → M1 so that Φ(f) = f ◦ ϕ.
Write ψ := ϕ−1. Then ψ is an orientation preserving diffeomorphism

M1 → M2 that is conformal, i.e. g2 = cψ∗g1 for some positive c ∈
C∞(M2). For any f ∈ A(M1, g1) and y ∈ ∂M2 one has f(ϕ(y)) =

Φ(f)(y) = Φ0(ρ1(f))(y) = f(ψ−1
0 (y)). This shows that ϕ|∂M2

= ψ−1
0 , so

ψ|∂M1
= ψ0.

11.7 Boundary rigidity for simple surfaces

We are now ready to combine all the above results and prove the main

result of this chapter.

Proof of Theorem 11.1.411.1.4 Let (M, g1) and (M, g2) be simple surfaces

with dg1 |∂M×∂M = dg2 |∂M×∂M . We first use Proposition 11.2.111.2.1 to con-

clude that g1|∂M = g2|∂M , possibly after applying a boundary fixing

diffeomorphism to g2. Then Proposition 11.3.211.3.2 yields that we may de-

termine the lens data, i.e.

αg1 = αg2 , τg1 |∂+SM = τg2 |∂+SM .

Since I∗0 is surjective on simple manifolds by Theorem 8.2.18.2.1, it follows

from Theorem 11.5.111.5.1 that

Λg1 = Λg2 .

Solving the Calderón problem using Theorem 11.6.111.6.1, we obtain that

g2 = cψ∗g1

for some diffeomorphism ψ :M →M fixing the boundary and some pos-

itive c ∈ C∞(M) with c|∂M = 1. Finally, since dg1 |∂M×∂M = dg2 |∂M×∂M
we also have dψ∗g1 |∂M×∂M = dcψ∗g1 |∂M×∂M . We may thus use Theorem

11.4.111.4.1 to conclude that c ≡ 1. Hence g2 = ψ∗g1.
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We conclude this chapter with a few additional references to the

boundary rigidity problem and related questions. If the metric is confor-

mally Euclidean, the boundary rigidity problem is also known as the in-

verse kinematic problem and it has a long history going back to HerglotzHerglotz

(19071907) as discussed in Chapter 22. There are several results in the con-

formal case based on the method due to MuhometovMuhometov (19771977); see the

references in SharafutdinovSharafutdinov (19941994).

The problem for more general metrics was posed in MichelMichel (1981/821981/82).

Boundary rigidity for simple two-dimensional manifolds was proved in

Pestov and UhlmannPestov and Uhlmann (20052005), following earlier results of CrokeCroke (19901990);

OtalOtal (19901990) in negative curvature. In dimensions ≥ 3 boundary rigidity

is known for generic simple manifolds (Stefanov and UhlmannStefanov and Uhlmann, 20052005),

metrics close to Euclidean or hyperbolic metric (Burago and IvanovBurago and Ivanov,

20102010, 20132013), and manifolds foliated by strictly convex hypersurfaces

(Stefanov et al.Stefanov et al., 20162016, 20212021).

There are related questions of scattering rigidity (determine g up to

gauge from αg) and lens rigidity (determine g up to gauge from αg and

τg). In two dimensions a simple metric is scattering rigid among the set

of all metrics; this is proved in WenWen (20152015) using Theorem 11.1.411.1.4. We

refer to the survey articles (CrokeCroke, 20042004; IvanovIvanov, 20102010; Stefanov et al.Stefanov et al.,

20192019) for further information on boundary rigidity and related results.
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12

The attenuated geodesic X-ray transform

In Definition 5.3.35.3.3 we introduced a very general attenuated X-ray trans-

form IA in the context of an arbitrary non-trapping manifold (M, g)

with strictly convex boundary, where A ∈ C∞(SM,Cm×m) was a ma-

trix attenuation. In this chapter we shall focus on the scalar case m = 1

and in this case the attenuation will be denoted by a. We shall see that

under the assumption that a ∈ Ω−1 ⊕Ω0 ⊕Ω1 and that (M, g) is a sim-

ple surface, the attenuated X-ray transform Ia is injective on C∞(M).

Along the way we will revisit the existence of holomorphic integrating

factors, but first we give a brief summary of the classical situation of the

Euclidean plane.

12.1 The attenuated X-ray transform in the plane

We start with a smooth function a ∈ C∞(R2) with compact support

contained inside the unit disk D. For (x, v) ∈ SR2 we set

Da(x, v) :=

∫ ∞

0

a(x+ tv) dt.

In the classical literature the function Da is called the divergent beam

X-ray transform of a at x in the direction of v. Note that if M denotes

the closed unit disk, then Da|SM = ua, where as ever ua denotes the

unique solution to the transport problem Xu = −a with u|∂−SM = 0.

Note also that

Da(x+ tv, v) = Da(x, v)−
∫ t

0

a(x+ rv) dr. (12.1.1)

The classical attenuated X-ray transform of a compactly supported

function f in R2 is defined using ρ := exp(−Da) as weight. It is most
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frequently expressed in parallel-beam geometry, using the coordinates

(s, ω) ∈ R× S1, as

Raf(s, ω) =

∫ ∞

−∞
exp(−Da(sω + tω⊥, ω⊥))f(sω + tω⊥) dt. (12.1.2)

Note that for a = 0 this reduces to the Radon transform in Section 1.11.1.

Using (12.1.112.1.1) we may rewrite this as

Raf(s, ω) = exp(−Da(sω, ω⊥))×∫ ∞

−∞
exp

[∫ t

0

a(sω + rω⊥) dr

]
f(sω + tω⊥) dt. (12.1.3)

Suppose now that f is supported in the closed unit disk M . We may

think of f as a function in M , and consider the (Euclidean) attenuated

X-ray transform in M as in Section 5.35.3 given by

Iaf(x, v) =

∫ τ(x,v)

0

exp

[∫ t

0

a(x+ rv) dr

]
f(x+ tv) dt, (x, v) ∈ ∂+SM.

We wish to express Raf in terms of Iaf . If we now introduce a map

h : SM → [−1, 1]× S1 by

h(x, v) = (⟨x, v⊥⟩, v⊥)

as we did in Section 9.59.5, then we see that h∗Raf is a first integral of the

geodesic flow on SM . A short computation shows that its restriction to

∂+SM gives via (12.1.212.1.2) (or via (12.1.312.1.3))

h∗Raf |∂+SM = e−I0(a)Ia(f). (12.1.4)

It follows that Ra is injective iff Ia is injective. Moreover, as we saw

in Section 5.35.3 there is a connection to the transport equation: one has

Iaf = u|∂+SM where u is the solution of

Xu+ au = −f in SM, u|∂−SM = 0. (12.1.5)

The literature on Ra is extensive, so we limit ourselves to giving some

of the highlights and discussing them from the perspective of the present

monograph. One reason for the interest in Ra is that it naturally arises

in single photon emission computed tomography (SPECT). This is an

imaging method in nuclear medicine, where typically a radioactive tracer

material is injected into the bloodstream of the patient and one measures
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the gamma radiation produced by the material. The function f repre-

sents the spatial density of emitters (emitting gamma photons isotrop-

ically) and a is a linear attenuation coefficient. The function Raf mea-

sures the intensity of gamma photons at the detector in the direction of

a specific line.

In our discussion we shall assume that a is known and the objective

is to recover f from Raf . Remarkably, even in the Euclidean plane the

full resolution of the injectivity question for Ra is relatively recent and

is due to Arbuzov et al.Arbuzov et al. (19981998). A couple of years later, NovikovNovikov (2002b2002b)

gave an explicit inversion formula based on complexifying the transport

problem (12.1.512.1.5) and solving a scalar Riemann-Hilbert problem. Shortly

after, Boman and StrömbergBoman and Strömberg (20042004) produced an inversion formula that

applied to a larger class of attenuations, namely a ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

An inversion formula in fan-beam coordinates for the unit disk is pro-

vided in Kazantsev and BukhgeimKazantsev and Bukhgeim (20072007). For an exposition of some

these developments we refer to FinchFinch (20032003). We remark that in dimen-

sions n ≥ 3 the problem of recovering f from its Euclidean attenuated

X-ray transform is formally overdetermined and can be reduced to inver-

sion on small two-dimensional slices, see e.g. Markoe and QuintoMarkoe and Quinto (19851985);

IlmavirtaIlmavirta (20162016).

In the two-dimensional results above holomorphic integrating factors

for the attenuation a play a prominent role. As we explained in Sub-

section 9.5.39.5.3 these are easy to come by in the Euclidean case, but for

an arbitrary simple surface one needs to deploy some microlocal tools.

In Proposition 10.1.210.1.2 we have already produced holomorphic and an-

tiholomorphic integrating factors for any attenuation a ∈ Ω−1 ⊕ Ω1

on a simple surface. Below we shall extend this result to attenuations

a ∈ Ω−1 ⊕ Ω0 ⊕ Ω1. This result will allow us to invert the attenuated

geodesic X-ray transform.

12.2 Injectivity results for scalar attenuations

We begin with definitions. Let (M, g) be a compact non-trapping surface

with strictly convex boundary, and let A ∈ C∞(SM) be a general at-

tenuation. In this chapter, the attenuation A will always be scalar and

we will write A = a to emphasize this. Recall that in Section 5.35.3 we

introduced the attenuated X-ray transform of f ∈ C∞(SM) as

Iaf = uf |∂+SM
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where uf is the solution of

Xu+ au = −f in SM, u|∂−SM = 0.

Noting that X(e−u
a

) = ae−u
a

, we see that the previous equation is

equivalent with

X(e−u
a

u) = −e−u
a

f in SM, e−u
a

u|∂−SM = 0.

A short computation shows that in the scalar case Iaf has the explicit

formula

Iaf(x, v) =

∫ τ(x,v)

0

exp

[∫ t

0

a(φs(x, v)) ds

]
f(φt(x, v)) dt

for (x, v) ∈ ∂+SM .

We will mostly be interested in the case where f ∈ C∞(M) (i.e. f is

a 0-tensor).

Definition 12.2.1. If a ∈ C∞(SM), the attenuated geodesic X-ray

transform on 0-tensors is defined by

Ia,0 : C∞(M) → C∞(∂+SM), Ia,0f := Ia(ℓ0f).

As discussed in Section 12.412.4, there are counterexamples showing that

Ia,0 is not injective when a ∈ C∞(SM) is arbitrary. However, injectivity

will hold in the important special case where a ∈ C∞(M), or more

generally when a has the special form

a(x, v) = h(x) + θx(v)

where h ∈ C∞(M,C) is a function and θ is a smooth complex-valued

1-form, which we identify with the function θx(v) on SM . Since we are

working in two dimensions, we may equivalently say that we will consider

attenuations of the form

a = a−1 + a0 + a1 ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

We first consider the case a0 = 0 (i.e. a is purely a 1-form). In this

setting we can prove a fairly general result.

Theorem 12.2.2. Let (M, g) be a compact non-trapping surface with

strictly convex boundary and I∗0 surjective. Let θ be any smooth complex-

valued 1-form. Then Iθ,0 is injective.

Proof Suppose that f ∈ C∞(M) and Iθ,0f = 0. By Theorem 5.3.65.3.6

there is a smooth function u such that Xu + θu = −f and u|∂SM = 0.



282 The attenuated geodesic X-ray transform

Since X + θ maps even (odd) functions to odd (even) and f ∈ Ω0 we

may assume without loss of generality that u is odd.

Using Proposition 10.1.210.1.2 we know that there exists w holomorphic

and even with Xw = θ. Thus we have

X(ewu) = ew((Xw)u+Xu) = −ewf. (12.2.1)

Note that ewu is odd and consider

q :=

−1∑
−∞

(ewu)k.

Since ewf is holomorphic, (12.2.112.2.1) gives

Xq = η+q−1 ∈ Ω0.

But q|∂SM = 0 since u|∂SM = 0, hence injectivity of I0 gives q = 0 (see

Lemma 10.2.210.2.2). This means that ewu is holomorphic and thus u is holo-

morphic. Using Proposition 10.1.210.1.2 again but with w̃ antiholomorphic,

we deduce that u is also antiholomorphic. Since we assumed u odd we

must have u = 0 and thus f = 0 as claimed.

This result has the following important corollary on the existence of

solutions of transport equations with prescribed zeroth Fourier mode

(the case θ = 0 was proved in Theorem 8.2.28.2.2).

Corollary 12.2.3. Let (M, g) be a simple surface and let θ be a smooth

complex-valued 1-form. Then, given f ∈ C∞(M,C) there exists u ∈
C∞(SM,C) such that {

Xu+ θu = 0,

u0 = f.

Proof Consider any smooth function W : SM → C \ {0} such that

XW − θW = 0. Then by Lemma 5.4.65.4.6 injectivity of Iθ,0 is equivalent

to injectivity of IW,0. Combining Theorem 12.2.212.2.2 with Corollary 8.4.68.4.6

we deduce the existence of u when θ is replaced by −θ̄. Since θ was an

arbitrary complex 1-form, this proves the result.

The next theorem may be seen as the dual statement at the level of

the transport equation to the injectivity of the geodesic X-ray transform

on the spaces Ωk.

Theorem 12.2.4. Let (M, g) be a simple surface. Given f ∈ Ωk there
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exists u ∈ C∞(SM) such that{
Xu = 0,

uk = f.

Proof Let r := eikθ ∈ Ωk. Then θ := r−1X(r) ∈ Ω−1 ⊕ Ω1 is a 1-form.

By Corollary 12.2.312.2.3, there exists a smooth u such that Xu+ θu = 0 and

u0 = r−1f ∈ Ω0. Now observe that

X(ru) = r(Xu+ θu) = 0.

Since (ru)k = ru0 = f ∈ Ωk, the theorem is proved.

Armed with this theorem we can now prove the existence of holomor-

phic integrating factors for a ∈ C∞(M,C).

Proposition 12.2.5 (Holomorphic integrating factors, part II). Let

(M, g) be a simple surface. Given a ∈ Ω0, there exists w ∈ C∞(SM) such

that w is holomorphic and Xw = a. Similarly, there exists w̃ ∈ C∞(SM)

such that w̃ is antiholomorphic and Xw̃ = a.

Proof We do the proof for w holomorphic; the proof for w̃ antiholo-

morphic is analogous.

First we note, as in the proof of Proposition 10.1.210.1.2, that the equa-

tion η−f1 = a can always be solved. Indeed this is the case since it is

equivalent to solving a ∂̄-equation on a disk: by Lemma 6.1.86.1.8

η−f1 = e−2λ∂̄(feλ)

where f1 = feiθ. Hence we just need to solve ∂̄(feλ) = e2λa, which is

always possible e.g. by extending a as a smooth compactly supported

function outside the disk and applying the Cauchy transform.

Next, using Theorem 12.2.412.2.4 there is a smooth function u such that

Xu = 0 and u1 = f1. Now take w = u1 + u3 + u5 + . . . . Then Xw =

η−u1 = a and w is the desired holomorphic integrating factor.

We now state the final version on the existence of holomorphic inte-

grating factors.

Proposition 12.2.6 (Holomorphic integrating factors, final version).

Let (M, g) be a simple surface. Given a = a−1+a0+a−1 ∈ Ω−1⊕Ω0⊕Ω1,

there exists w ∈ C∞(SM) such that w is holomorphic and Xw = a.

Similarly, there exists w̃ ∈ C∞(SM) such that w̃ is antiholomorphic

and Xw̃ = a.
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Proof This is a direct consequence of Propositions 10.1.210.1.2 and 12.2.512.2.5.

We can now prove the main result of this section. For a = a0 this was

first proved in Salo and UhlmannSalo and Uhlmann (20112011).

Theorem 12.2.7. Let (M, g) be a simple surface, and assume that a =

a−1 + a0 + a1 ∈ Ω−1 ⊕ Ω0 ⊕ Ω1. Then Ia,0 is injective.

Proof This proof is very similar in spirit to that of Theorems 12.2.212.2.2 and

10.2.310.2.3. Suppose that f ∈ C∞(M) satisfies Ia,0f = 0. By Theorem 5.3.65.3.6

there is a smooth function u such that Xu+ au = −f and u|∂SM = 0.

Using Proposition 12.2.612.2.6 we know that there exists w holomorphic

with Xw = a. Thus we may write

X(ewu) = ew((Xw)u+Xu) = −ewf. (12.2.2)

Consider

q :=

−1∑
−∞

(ewu)k.

Since ewf is holomorphic, (12.2.212.2.2) gives

Xq = η+q−2 + η+q−1 ∈ Ω−1 ⊕ Ω0.

But q|∂SM = 0, hence splitting into even and odd degrees, Theorem

10.2.310.2.3 gives that q = 0. This means that ewu is holomorphic and thus u is

holomorphic. Using Proposition 12.2.612.2.6 again but with w̃ antiholomorphic

we deduce that u is also antiholomorphic. Hence u = u0. To complete

the proof we need to show that u0 also vanishes (and hence f = 0 as

well).

Going back to the transport equation Xu+au = −f we see that if we

focus on degree −1 we have η−u0 + a−1u0 = 0 with u0|∂M = 0. Choose

some b ∈ Ω0 satisfying η−b = a−1. Then

η−(e
bu0) = 0

and ebu0 is a holomorphic function onM that vanishes on the boundary,

so it must be zero everywhere.

Exercise 12.2.8. Let (M, g) be a simple surface and let a = a−1+a0+

a1 ∈ Ω−1 ⊕ Ω0 ⊕ Ω1. Establish the following tensor tomography result

with attenuation a: let u ∈ C∞(SM) be such that

Xu+ au = f, u|∂SM = 0.
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Suppose fk = 0 for |k| ≥ m+1 for some m ≥ 0. Then uk = 0 for |k| ≥ m

(when m = 0, this means u = f = 0).

12.3 Surjectivity of I∗⊥

There is another application of Theorem 12.2.412.2.4 that was already used

for the characterization of the range of I0 in the case of simple surfaces

in Theorem 9.6.29.6.2.

Theorem 12.3.1. Let (M, g) be a simple surface. Then the operator

I∗⊥ : C∞
α (∂+SM) → C∞(M)

is surjective.

Proof Let us recall that I∗⊥h = −2π(X⊥h
♯)0 for h ∈ C∞

α (∂+SM) (cf.

(9.4.39.4.3)). Given f ∈ C∞(M), consider functions w±1 ∈ Ω±1 solving (as

we have done in the proof of Proposition 12.2.512.2.5):

η−w1 = −f/4πi, η+w−1 = f/4πi. (12.3.1)

By Theorem 12.2.412.2.4 there are odd functions p, q ∈ C∞(SM) such that

Xp = Xq = 0 and p−1 = w−1, q1 = w1. Consider the function

w :=

−1∑
−∞

pk +

∞∑
1

qk.

By (12.3.112.3.1) we have Xw = 0. Let h := w|∂+SM ∈ C∞
α (∂+SM). We claim

that I∗⊥h = f . Indeed using (12.3.112.3.1) again:

I∗⊥h = −2π(X⊥w)0 = −2πi(η−w1 − η+w−1) = f/2 + f/2 = f

as desired.

12.4 Discussion on general weights

Theorem 12.2.712.2.7 prompts a natural question: is it possible to prove injec-

tivity of Ia,0 for a more general a? What would happen if we just take

an arbitrary a ∈ C∞(SM)?

It turns out that for an arbitrary attenuation a ∈ C∞(SM), injectivity

of Ia,0 is no longer true even in the Euclidean case. Recall that by Lemma

5.4.65.4.6 the injectivity of Ia,0, where a ∈ C∞(SM) is a general attenuation,
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is equivalent to the injectivity of the weighted X-ray transform Iρ,0 for

any smooth weight ρ : SM → C \ {0} satisfying Xρ− aρ = 0.

In BomanBoman (19931993), an example is given of ρ ∈ C∞(SR2) with ρ > 0 and

f with compact support in R2 such that Iρ(f) = 0. If the weight ρ is real

analytic, injectivity is known, cf. Boman and QuintoBoman and Quinto (19871987). However,

as of today there is no complete characterization of the set of weights

for which injectivity of Iρ holds. NovikovNovikov (20142014) considers weights ρ that

have a finite vertical Fourier expansion, namely ρ ∈ ⊕N−NΩk, and shows

injectivity of Iρ on compactly supported functions in the plane under

additional assumptions on ρ.

With this in mind we can now state the following open problem for

simple surfaces.

Open problem. Let (M, g) be a simple surface and let a ∈ ⊕N−NΩk be

an attenuation with finite vertical Fourier expansion. Is it true that Ia,0
is injective?
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13

Non-Abelian X-ray transforms

In this chapter we introduce the non-Abelian X-ray transform and we

study some of its basic properties. At first we discuss the theory in

a fairly general setting for matrix-valued attenuations defined in the

whole unit sphere bundle and then we discuss injectivity results when

the attenuation is given by a connection plus a matrix field (a Higgs

field) on the surface. The main result in this chapter is scattering rigidity

up to the natural gauge when the connection and the matrix field take

values in skew-Hermitian matrices. In order to show this, we establish

an injectivity result for the geodesic X-ray transform with attenuation

given by a skew-Hermitian connection and Higgs field. Using the ideas

involved in the proof we also give an alternative proof of the tensor

tomography problem. The skew-Hermitian assumption will be removed

in Chapter 1414, which gives a solution of the scattering rigidity problem

when the connection and the matrix field take values in an arbitrary Lie

algebra.

13.1 Scattering data

Let (M, g) be a compact non-trapping manifold of dimension d ≥ 2

with strictly convex boundary ∂M . Consider a matrix attenuation A
as in Section 5.35.3, namely, let A : SM → Cn×n be a smooth function.

The notation deviates slightly from previous chapters: in this chapter

we write d = dimM , and the attenuation is an n× n matrix function.

Consider (M, g) isometrically embedded in a closed manifold (N, g)

and extendA smoothly to SN . Under these assumptions, we have seen in

Section 5.35.3 that A on SN defines a smooth cocycle over the geodesic flow

φt of (N, g). Recall that the cocycle takes values in the group GL(n,C)
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and is determined by the following matrix ODE along the orbits of the

geodesic flow:

d

dt
C(x, v, t) +A(φt(x, v))C(x, v, t) = 0, C(x, v, 0) = Id.

In Lemma 5.3.25.3.2 we have seen that the function

U+(x, v) := [C(x, v, τ(x, v)]−1

is smooth in SM and solves{
XU+ +AU+ = 0,

U+|∂−SM = Id.
(13.1.1)

Definition 13.1.1. The scattering data of A is the map

CA = CA,+ : ∂+SM → GL(n,C)

given by

CA,+ := U+|∂+SM .

We shall also call CA,+ the non-Abelian X-ray transform of A.

Remark 13.1.2. Note that for d = 1 we may explicitly write

CA,+ = exp(I(A))

where I(A) is the geodesic X-ray transform of A. Thus having informa-

tion on CA,+ is equivalent to having information on I(A). However, for

d ≥ 2 such a formula is no longer available due to non-commutativity of

matrices and hence we use the name non-Abelian X-ray transform.

Note that CA,+ ∈ C∞(∂+SM,GL(n,C)). We can also consider the

unique solution of

{
XU− +AU− = 0,

U−|∂+SM = Id
(13.1.2)

and define scattering data CA,− : ∂−SM → GL(n,C) by setting

CA,− := U−|∂−SM .

Both quantities are related by

CA,− = [CA,+]
−1 ◦ α. (13.1.3)

Exercise 13.1.3. Prove (13.1.313.1.3).
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Remark 13.1.4. We can interpret the scattering data CA,− as follows.

Let (x, v) ∈ ∂+SM and let b be a vector in Cn. Suppose that b(t) solves

the ODE

ḃ(t) +A(φt(x, v))b(t) = 0, b(0) = b.

We consider an experiment where we send a vector b from a boundary

point x in direction v and then we measure the vector b(τ(x, v)) on the

boundary when b(t) exitsM . Since (X+A)(U−b) = 0, the measurement

is given by b(τ(x, v)) = U−(α(x, v))b. Thus knowing CA,− is equivalent

to knowing how vectors evolve under the attenuation A when they travel

through M along geodesics. This interpretation is particularly relevant

when A corresponds to a connection, since then b(t) is just the parallel

transport of b with respect to this connection (see (13.3.313.3.3)).

By (13.1.313.1.3), if the metric g (and hence α) is known then CA,+ and

CA,− are equivalent information. From now on we shall only work with

CA,+ and we shall drop the subscript + from the notation.

We conclude this section by describing some motivation for studying

the non-Abelian X-ray transform. We will consider the special case where

the attenuation is given by

A(x, v) = Ax(v) + Φ(x)

where A is an n× n matrix of smooth 1-forms in M , and Φ is a smooth

n × n matrix function on M . We say that A is a connection and Φ

is a Higgs field, and we write the scattering data as CA,Φ := CA. See

Section 13.313.3 for more information on connections. Note that one has

A ∈ Ω1 ⊕ Ω0 ⊕ Ω−1, which is similar to Chapter 1212 where we studied

the scalar attenuated X-ray transform.

The map (A,Φ) 7→ CA,Φ appears naturally in several contexts. For

instance, when Φ = 0, CA,0 represents the parallel transport of the

connection A along geodesics connecting boundary points. Then the in-

jectivity question for the non-Abelian X-ray transform reduces to the

question of recovering a connection up to gauge from its parallel trans-

port along a distinguished set of curves, i.e. the geodesics of the metric g.

We may also consider the twisted or connection Laplacian d∗AdA, where

dA = d + A. Egorov’s theorem for the connection Laplacian naturally

produces the parallel transport of A along geodesics of g as a high energy

limit, cf. (Jakobson and StrohmaierJakobson and Strohmaier, 20072007, Proposition 3.3). This data

can also be obtained from the corresponding wave equation following

Oksanen et al.Oksanen et al. (20202020); UhlmannUhlmann (20042004).
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When A = 0 and Φ ∈ C∞(M, so(3)), the non-Abelian X-ray trans-

form Φ 7→ C0,Φ arises in Polarimetric Neutron Tomography (Desai et al.Desai et al.,

20202020; Hilger et al.Hilger et al., 20182018), a new tomographic method designed to detect

magnetic fields inside materials by probing them with neutron beams.

The case of pairs (A,Φ) arises in the literature on solitons, mostly in the

context of the Bogomolny equations in 2+1 dimensions (Manakov and ZakharovManakov and Zakharov,

19811981; WardWard, 19881988). Applications to coherent quantum tomography are

given in IlmavirtaIlmavirta (20162016). We refer to NovikovNovikov (20192019) for a recent survey

on the non-Abelian X-ray transform and its applications.

13.2 Pseudo-linearization identity

Given two A,B ∈ C∞(SM,Cn×n) we would like to have a formula that

relates CA and CB with a certain attenuated X-ray transform. We first

introduce the map E(A,B) : SM → End(Cn×n) given by

E(A,B)U := AU − UB.

Here, End(Cn×n) denotes the linear endomorphisms of Cn×n.

Proposition 13.2.1. Let (M, g) be a non-trapping manifold with strictly

convex boundary. Given A,B ∈ C∞(SM,Cn×n), we have

CAC
−1
B = Id + IE(A,B)(A− B), (13.2.1)

where IE(A,B) denotes the attenuated X-ray transform with attenuation

E(A,B) as defined in Definition 5.3.35.3.3.

Proof Consider the fundamental solutions for both A and B, namely{
XUA +AUA = 0,

UA|∂−SM = Id,

and {
XUB + BUB = 0,

UB|∂−SM = Id.

Let W := UAU
−1
B − Id. A direct computation shows that{

XW +AW −WB = −(A− B),
W |∂−SM = 0.

By definition of IE(A,B) we have

IE(A,B)(A− B) =W |∂+SM .
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Since by construction W |∂+SM = CAC
−1
B − Id, the proposition follows.

Remark 13.2.2. Note that the function U := UAU
−1
B satisfies{

B = U−1XU + U−1AU,
U |∂−SM = Id.

The identity (13.2.113.2.1) is called a pseudo-linearization identity, since it

reduces the non-linear inverse problem of determining A (up to gauge)

from CA into the linear inverse problem of inverting the X-ray transform

IE(A,B) (up to a natural kernel), where the attenuation E(A,B) depends
on A and B. Namely, CA = CB iff

IE(A,B)(A− B) = 0.

We can also phrase this result in terms of a transport equation problem.

Proposition 13.2.3. Let (M, g) be a non-trapping manifold with strictly

convex boundary. Given A,B ∈ C∞(SM,Cn×n), we have CA = CB if

and only if there exists a smooth U : SM → GL(n,C) with U |∂SM = Id

and such that

B = U−1XU + U−1AU.

Proof If such a smooth function U exists, then the function V = UUB
satisfies XV +AV = 0 and V |∂−SM = Id. Therefore V = UA and con-

sequently CA = CB. Conversely, if the non-Abelian X-ray transforms

agree, the functionW in the proof of Proposition 13.2.113.2.1 has zero bound-

ary value and by Theorem 5.3.65.3.6 is must be smooth. Hence U =W + Id

is smooth and by Remark 13.2.213.2.2 it satisfies the required equation.

Exercise 13.2.4. Consider the Hermitian inner product on the set of

n × n matrices Cn×n given by (U, V ) = trace(UV ∗) where V ∗ denotes

the conjugate transpose of V . Show that the adjoint of E(A,B) with

respect to this inner product is

[E(A,B)]∗U = E(A∗,B∗)U.

Conclude that if both A and B are skew-Hermitian, i.e. A∗ = −A and

B∗ = −B, then E∗ = −E as well.
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13.3 Elementary background on connections

To make further progress in the study of the non-Abelian X-ray trans-

form on surfaces we would like to consider attenuations A of a special

type, namely those with Fourier expansion in Ω−1 ⊕ Ω0 ⊕ Ω1. It turns

out that this is equivalent to giving a connection (corresponding to the

Fourier modes in Ω−1⊕Ω1) and a matrix valued Higgs field (correspond-

ing to the Fourier mode in Ω0). In this section we make a brief interlude

to give some background on connections in a way that is suitable for our

setting.

Consider the trivial bundle M × Cn. For us a connection A will be a

complex n×n matrix whose entries are smooth 1-forms on M . Another

way to think of A is to regard it as a smooth map A : TM → Cn×n
which is linear in v ∈ TxM for each x ∈M .

Very often in physics and geometry one considers unitary or Hermi-

tian connections. This means that the range of A is restricted to skew-

Hermitian matrices. In other words, if we denote by u(n) the Lie algebra

of the unitary group U(n), we have a smooth map A : TM → u(n) which

is linear in the velocities. There is yet another equivalent way to phrase

this. The connection A induces a covariant derivative dA on sections

s ∈ C∞(M,Cn) by setting dAs = ds + As. Then A being Hermitian

or unitary is equivalent to requiring compatibility with the standard

Hermitian inner product of Cn in the sense that

d⟨s1, s2⟩ = ⟨dAs1, s2⟩+ ⟨s1, dAs2⟩

for any pair of functions s1, s2. The set of all smooth unitary connections

is denoted by Ω1(M, u(n)).

Given two unitary connections A and B we shall say that A and B

are gauge equivalent if there exists a smooth map u : M → U(n) such

that

B = u−1du+ u−1Au. (13.3.1)

In terms of the derivative dA acting on sections, gauge equivalence means

just that

dA(us) = u(dBs), s ∈ C∞(M,Cn). (13.3.2)

The curvature of the connection is the operator FA = dA ◦ dA acting on

sections, written more precisely as

FAs = (d+A∧)(ds+As) = (dA+A ∧A)s
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where we used the properties of the exterior derivative d. Thus FA is in

fact a 2-form with values in u(n) given by

FA := dA+A ∧A.

This can be written elementwise: if A = (Ajk)
n
j,k=1 where each Ajk is a

scalar 1-form, then

FA = (dAjk +

d∑
l=1

Ajl ∧Alk)nj,k=1.

If A and B are gauge equivalent as in (13.3.113.3.1), then by (13.3.213.3.2) one has

FB = dB ◦ dB = u−1dAu ◦ u−1dAu. This shows that the curvatures of

gauge equivalent connections satisfy

FB = u−1 FA u.

Given a smooth curve γ : [a, b] →M , the parallel transport of a vector

w ∈ Cn along γ with respect to the connection A is obtained by solving

the following linear differential equation:{
ṡ+A(γ(t), γ̇(t))s = 0,

s(a) = w.
(13.3.3)

The parallel transport operator PA(γ) : Cn → Cn is defined as

PA(γ)(w) := s(b).

It is an isometry since A is unitary. We also consider the fundamental

unitary matrix solution U : [a, b] → U(n) of (13.3.313.3.3). It solves{
U̇ +A(γ(t), γ̇(t))U = 0,

U(a) = Id.
(13.3.4)

Clearly PA(γ)(w) = U(b)w.

A connection A naturally gives rise to a matrix attenuation of special

type, simply by setting A(x, v) := A(x, v). Note that since A is a matrix

of 1-forms, it is completely determined by its values on SM . The scat-

tering data CA : ∂+SM → GL(n,C) encapsulates the parallel transport
of A along geodesics running between boundary points.

In the next chapter we will be interested in connections taking val-

ues in an arbitrary Lie algebra g. We shall denote the space of such

connections as Ω1(M, g).
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13.4 Structure equations including a connection

In this section we consider an oriented Riemannian surface (M, g) and

a connection A on the trivial bundle M × Cn. We will regard A both

as a matrix 1-form on M , and as a function A : SM → Cn×n with

A ∈ Ω−1 ⊕ Ω1. Recall that the metric g induces a Hodge star operator

⋆ acting on forms. We claim that

⋆A = −V A.

This follows from the computation

V A(x, v) = A(x, v⊥) = − ⋆ A(x, v)

where v⊥ is the rotation of v by 90◦ counterclockwise.

The main purpose of this section is to establish the following lemma

that generalizes the basic commutator formulas in Lemma 3.5.53.5.5 to the

case where X is replaced by X + A and X⊥ by X⊥ + ⋆A. Here we

understand that A and ⋆A act on functions by multiplication.

Lemma 13.4.1. The following equations hold:

[V,X +A] = −(X⊥ + ⋆A),

[V,X⊥ + ⋆A] = X +A,

[X +A,X⊥ + ⋆A] = −KV − ⋆FA.

Proof Let us recall the standard bracket relations from Lemma 3.5.53.5.5:

[V,X] = −X⊥,

[V,X⊥] = X,

[X,X⊥] = −KV.

Hence the first two bracket relations in the lemma follow from [V,A] =

V (A) = − ⋆A and [V, ⋆A] = −V 2(A) = A. To check the third bracket it

suffices to prove that

⋆FA = X⊥(A)−X(⋆A) + [⋆A,A]. (13.4.1)

Given a unit vector v ∈ TxM , (v, v⊥) is a positively oriented orthonormal

basis. Thus

⋆FA(x) = FA(v, v
⊥) = dA(v, v⊥) + (A ∧A)(v, v⊥)

= dA(v, v⊥) + [A(v), A(v⊥)].
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But ⋆A(x, v) = −A(v⊥) and hence [⋆A,A](x, v) = [−A(v⊥), A(v)]. Thus
to complete the proof of (13.4.113.4.1) we just have to show that

X⊥(A)(x, v)−X(⋆A)(x, v) = dA(v, v⊥).

Let π : SM →M be the canonical projection. Recall that dπ(X(x, v)) =

v and dπ(X⊥(x, v)) = −v⊥. Consider π∗A and note (using the standard

formula for d applied to π∗A):

d(π∗A)(X,X⊥) = X(π∗A(X⊥))−X⊥(π
∗A(X))− π∗A([X,X⊥]).

By the structure equations, the term [X,X⊥] is purely vertical, hence it

is killed by π∗A. Next note that (π∗A(X⊥))(x, v) = A(−v⊥) = (⋆A)(v)

and π∗A(X) = A(v). This shows that

d(π∗A)(X,X⊥) = X(⋆A)−X⊥(A).

Finally, note that

d(π∗A)(X,X⊥) = (π∗dA)(X,X⊥) = dA(dπ(X), dπ(X⊥))

= −dA(v, v⊥)

This concludes the proof.

Given a connection A ∈ Ω−1 ⊕ Ω1 we write it as A = A−1 + A1 with

A±1 ∈ Ω±1. Next we consider the Guillemin-Kazhdan operators η± from

Definition 6.1.46.1.4 in the presence of a connection.

Definition 13.4.2. If (M, g) is a Riemann surface and A is a connection,

define

µ± := η± +A±1.

Clearly X + A = µ+ + µ−. These operators also satisfy nice bracket

relations.

Lemma 13.4.3. The following bracket relations hold:

[µ±, iV ] = ±µ±, [µ+, µ−] =
i

2
(KV + ⋆FA).

Moreover

µ+ : Ωk → Ωk+1, µ− : Ωk → Ωk−1.

If A is unitary, one has (µ±)
∗ = −µ∓.
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Proof We only prove the relation [µ+, µ−] =
i
2 (KV + ⋆FA), the rest is

left as an exercise. First we note that

µ± =
(X +A)± i(X⊥ + ⋆A)

2
.

Hence

[µ+, µ−] =
i

2
[X⊥ + ⋆A,X +A]

and the desired relation follows from Lemma 13.4.113.4.1.

Exercise 13.4.4. Complete the details in the proof of Lemma 13.4.313.4.3.

Exercise 13.4.5. Show thatX+Amaps even functions to odd functions

and odd functions to even functions.

Exercise 13.4.6. Let A be a connection and let Φ ∈ C∞(M,Cn×n).
If H denotes the Hilbert transform, show that for any smooth function

u ∈ C∞(SM,Cn) one has

[H,X +A+Φ]u = (X⊥ + ⋆A)(u0) + ((X⊥ + ⋆A)(u))0.

13.5 Scattering rigidity and injectivity for
connections

In this section we would like to consider the following geometric inverse

problem: is a connection A determined by CA?

We first observe that the problem has a gauge. Let A and B be two

gauge equivalent connections, so that (as functions on SM)

B = u−1Xu+ u−1Au

where u :M → GL(n,C) is a smooth map with u|∂M = Id. If UA solves

XUA +AUA = 0 with UA|∂−SM = Id, then

(X +B)(u−1UA) = −u−1(Xu)u−1UA + u−1XUA +Bu−1UA = 0

and u−1UA|∂−SM = Id. It follows that u−1UA = UB and hence

Cu−1du+u−1Au = CA.

Our main goal will be to show the following result.

Theorem 13.5.1. Let (M, g) be a simple surface and let A and B be

two unitary connections with CA = CB. Then there exists a smooth

u :M → U(n) with u|∂M = Id such that B = u−1du+ u−1Au.
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From Proposition 13.2.313.2.3 we know that CA = CB means that there

exists a smooth U : SM → U(n) such that U |∂SM = Id and

B = U−1XU + U−1AU.

Notice the similarity of this equation with our goal, which is to show

that

B = u−1du+ u−1Au.

In fact if U only had dependence on x and not on v, then U = u,

XU(x, v) = du|x(v) and we would be done. We will accomplish this for

a simple surface.

We start by rephrasing our problem in terms of an attenuated X-ray

transform. Showing that U depends only on x is equivalent to showing

that W = U − Id depends only on x. But as we have seen, if CA = CB
then W satisfies the equation

XW +AW −WB = −(A−B) in SM, W |∂SM = 0.

This means that the attenuated X-ray transform IE(A,B)(A − B) van-

ishes. Note that A−B ∈ Ω−1 ⊕ Ω1.

Hence, making the choice to ignore the specific form of the connection

E(A,B) but noting that it is unitary by Exercise 13.2.413.2.4, the proof of

Theorem 13.5.113.5.1 reduces to showing the following important injectivity

result for the attenuated X-ray transform with a connection.

Theorem 13.5.2. Let (M, g) be a simple surface and let A be a unitary

connection. Suppose that u ∈ C∞(SM,Cn) satisfies{
Xu+Au = f ∈ Ω−1 ⊕ Ω1,

u|∂SM = 0.

Then u = u0 and f = dAu0 = du0 +Au0 with u0|∂M = 0.

The first key ingredient in the proof of Theorem 13.5.213.5.2 is an energy

identity which generalizes the standard Pestov identity from Proposition

4.3.24.3.2 to the case when a connection is present. Recall that the curvature

FA of the connection A is defined as FA = dA + A ∧ A and ⋆FA is a

function ⋆FA :M → u(n).

Lemma 13.5.3 (Pestov identity with connection). Suppose that (M, g)

is a compact surface with boundary, and let A be a unitary connection.



298 Non-Abelian X-ray transforms

If u : SM → Cn is a smooth function such that u|∂SM = 0, then

∥V (X +A)u∥2

= ∥(X +A)V u∥2 − (K V u, V u)− (⋆FAu, V u) + ∥(X +A)u∥2

Proof We adopt the same approach as in the proof of Proposition 4.3.24.3.2

and define P = V (X + A). Since A is a unitary connection, A∗ = −A
and hence P ∗ = (X+A)V . Let us compute using the structure equations

from Lemma 13.4.113.4.1:

[P ∗, P ] = (X +A)V V (X +A)− V (X +A)(X +A)V

= V (X +A)V (X +A) + (X⊥ + ⋆A)V (X +A)

− V (X +A)V (X +A)− V (X +A)(X⊥ + ⋆A)

= V [X⊥ + ⋆A,X +A]− (X +A)2 = −(X +A)2 + V KV + ⋆FAV.

The identity in the lemma now follows from this bracket calculation and

∥Pu∥2 = ∥P ∗u∥2 + ([P ∗, P ]u, u)

for a smooth u with u|∂SM = 0.

In order to use the Pestov identity with a connection, we need to con-

trol the signs of various terms. The first easy observation is the following.

Lemma 13.5.4. Assume (X + A)u = f−1 + f0 + f1 ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

Then

∥(X +A)u∥2 = ∥V (X +A)u∥2 + ∥f0∥2.

Proof It suffices to note the identities

∥V (X +A)u∥2 = ∥V (f−1 + f1)∥2 = ∥ − if−1 + if1∥2 = ∥f−1∥2 + ∥f1∥2,
∥(X +A)u∥2 = ∥f−1∥2 + ∥f1∥2 + ∥f0∥2.

Next we have the following lemma due to the absence of conjugate

points on simple surfaces (compare with Proposition 4.4.34.4.3).

Lemma 13.5.5. Let M be a compact simple surface. If u : SM → Cn
is a smooth function such that u|∂SM = 0, then

∥(X +A)V u∥2 − (K V u, V u) ≥ 0.

Proof Consider a smooth function a : SM → R which solves the Riccati

equationXa+a2+K = 0. These exist by the absence of conjugate points,

see Proposition 4.6.14.6.1. Set for simplicity ψ = V (u). Clearly ψ|∂SM = 0.
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Let us compute using that A is skew-Hermitian:

|(X +A)(ψ)− aψ|2Cn

= |(X +A)(ψ)|2Cn − 2Re ⟨(X +A)(ψ), aψ⟩Cn + a2|ψ|2Cn

= |(X +A)(ψ)|2Cn − 2aRe ⟨X(ψ), ψ⟩Cn + a2|ψ|2Cn .

Using the Riccati equation we have

X(a|ψ|2Cn) = (−a2 −K)|ψ|2Cn + 2aRe ⟨X(ψ), ψ⟩Cn .

Thus

|(X +A)(ψ)− aψ|2Cn = |(X +A)(ψ)|2Cn −K|ψ|2Cn −X(a|ψ|2Cn).

Integrating this equality over SM with respect to dΣ3 and using that ψ

vanishes on ∂SM we obtain

∥(X +A)(ψ)∥2 − (K ψ,ψ) = ∥(X +A)(ψ)− aψ∥2 ≥ 0 .

We now show an analogue of Proposition 10.2.610.2.6 in the presence of a

connection.

Theorem 13.5.6. Let f : SM → Cn be a smooth function. Suppose

u : SM → Cn satisfies {
Xu+Au = f,

u|∂SM = 0.

Then if fk = 0 for all k ≤ −2 and i ⋆ FA(x) is a negative definite

Hermitian matrix for all x ∈ M , the function u must be holomorphic.

Moreover, if fk = 0 for all k ≥ 2 and i⋆FA(x) is a positive definite Her-

mitian matrix for all x ∈M , the function u must be anti-holomorphic.

Proof Let us assume that fk = 0 for k ≤ −2 and i ⋆ FA is a negative

definite Hermitian matrix; the proof of the other claim is similar.

Let q :=
∑−1

−∞ uk. We need to show that q = 0. Since A = A−1 + A1

and fk = 0 for k ≤ −2, we see that (X + A)q ∈ Ω−1 ⊕ Ω0. Now we are

in good shape to use the Pestov identity from Lemma 13.5.313.5.3. We will

apply it to q, noting that q|∂SM = 0. We know from Lemma 13.5.413.5.4 that

∥(X +A)q∥2 = ∥V (X +A)q∥2 + ∥h0∥2

for some h0 ∈ Ω0. Using Lemma 13.5.513.5.5 in the Pestov identity implies

that

0 = ∥(X +A)V q∥2 − (K V q, V q)− (⋆FAq, V q) + ∥h0∥2 ≥ −(⋆FAq, V q).



300 Non-Abelian X-ray transforms

Thus

(⋆FAq, V q) ≥ 0.

But on the other hand

(⋆FAq, V q) = −
−1∑

k=−∞

k(i ⋆ FAuk, uk)

and since i ⋆ FA is negative definite this forces uk = 0 for all k < 0.

Note that Theorem 13.5.613.5.6 allows us to control the negative Fourier

coefficients of u if fk = 0 for k ≤ −2 and if the matrix i ⋆ FA is negative

definite. Thus if we start with a solution of (X+A)u = f as in Theorem

13.5.213.5.2, we would like to apply a holomorphic integrating factor to end

up with an equation like

(X +As)ũ = f̃

where f̃k = 0 for k ≤ −2 and i ⋆ FAs
is negative definite. We can

achieve this by choosing a holomorphic integrating factor related to the

area form of g. This idea, which corresponds to twisting the trivial bun-

dle M × Cn so that its curvature becomes negative, was introduced in

Paternain et al.Paternain et al. (20122012) and it also appears in the proof of the Kodaira

vanishing theorem in complex geometry.

We are now ready to complete the proof of Theorem 13.5.213.5.2.

Proof Consider the area form ωg of the metric g (in earlier notation

we had ωg = dV 2). Since M is simply connected, there exists a smooth

real-valued 1-form φ such that ωg = dφ. Given s ∈ R, consider the

Hermitian connection

As := A− isφ Id.

Clearly its curvature is given by

FAs
= FA − isωgId.

Therefore

i ⋆ FAs = i ⋆ FA + sId,

from which we see that there exists s0 > 0 such that for s > s0, i ⋆ FAs

is positive definite and for s < −s0, i ⋆ FAs is negative definite.

Let esw be an integrating factor of −isφ. In other words w : SM → C
satisfies X(w) = iφ. By Proposition 10.1.210.1.2 we know we can choose w
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to be holomorphic or antiholomorphic. Observe now that us := eswu

satisfies us|∂SM = 0 and solves

(X +As)(us) = eswf.

Choose w to be holomorphic. Since f ∈ Ω−1 ⊕ Ω1, the function eswf

has the property that its Fourier coefficients (eswf)k vanish for k ≤ −2.

Choose s such that s < −s0 so that i ⋆ FAs is negative definite. Then

Theorem 13.5.613.5.6 implies that us is holomorphic and thus u = e−swus is

also holomorphic.

Choosing w antiholomorphic and s > s0 we show similarly that u is

antiholomorphic. This implies that u = u0. Together with the fact that

(X +A)u = f , this gives du0 +Au0 = f .

13.6 An alternative proof of tensor tomography

In this section we shall use the ideas from the previous section to give

an alternative proof of Corollary 10.2.710.2.7 for the case where (M, g) is a

simple surface.

Corollary 10.2.710.2.7 is an immediate consequence of the next result, which

is a special case of Proposition 10.2.610.2.6. Recall that Proposition 10.2.610.2.6 was

proved by applying a holomorphic integrating factor for the connection

A = r−1Xr where r = e−imθ. The proof below will use a connection

related to the area form instead, together with a Beurling contraction

type argument similar to the one in Theorem 7.1.27.1.2. Both of these proofs

were given in Paternain et al.Paternain et al. (20132013).

Proposition 13.6.1. Let (M, g) be a simple surface, and assume that

u ∈ C∞(SM) satisfies Xu = −f in SM with u|∂SM = 0. If m ≥ 0 and

if f ∈ C∞(SM) is such that fk = 0 for k ≤ −m − 1, then uk = 0 for

k ≤ −m. Similarly, if m ≥ 0 and if f ∈ C∞(SM) is such that fk = 0

for k ≥ m+ 1, then uk = 0 for k ≥ m.

Below we will use the operators µ± introduced in Section 13.413.4. Recall

that when A is unitary, one has

(µ±u, v) = −(u, µ∓v) (13.6.1)

for u, v ∈ C∞(SM) with u|∂SM = v|∂SM = 0. We also recall the com-

mutator formula from Lemma 13.4.313.4.3:

[µ+, µ−]u =
i

2
(KV u+ (⋆FA)u). (13.6.2)
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Proof of Proposition 13.6.113.6.1 We will only prove the first claim in Propo-

sition 13.6.113.6.1, the proof of the second claim being completely analogous.

Assume that f is even, m is even, and u is odd. Let ωg be the area form

of (M, g) and choose a real valued 1-form φ with dφ = ωg. Consider the

unitary connection

A(x, v) := isφx(v)

where s > 0 is a fixed number to be chosen later. Then i ⋆ FA = −s. By
Proposition 10.1.210.1.2, there exists a holomorphic w ∈ C∞(SM) satisfying

Xw = −iφ. We may assume that w is even. The functions ũ := eswu

and f̃ := eswf then satisfy

(X +A)ũ = −f̃ in SM, ũ|∂SM = 0.

Using that esw is holomorphic, we have f̃k = 0 for k ≤ −m − 1. Also,

since esw is even, f̃ is even and ũ is odd. We now define

v :=

−m−1∑
k=−∞

ũk.

Then v ∈ C∞(SM), v|∂SM = 0, and v is odd. Also, ((X + A)v)k =

µ+vk−1+µ−vk+1. If k ≤ −m−2 one has ((X+A)v)k = ((X+A)ũ)k = 0,

and if k ≥ −m+ 1 then ((X +A)v)k = 0 since vj = 0 for j ≥ −m. Also

((X + A)v)−m−1 = 0 because v is odd. Therefore the only nonzero

Fourier coefficient is ((X +A)v)−m, and

(X +A)v = µ+v−m−1 in SM, v|∂SM = 0.

We apply the Pestov identity in Lemma 13.5.313.5.3 with attenuation A to

v, so that

∥V (X+A)v∥2 = ∥(X+A)V v∥2−(KV v, V v)+(⋆FAV v, v)+∥(X+A)v∥2.

We know from Lemma 13.5.513.5.5 that if (M, g) is simple and v|∂SM = 0,

then

∥(X +A)V v∥2 − (KV v, V v) ≥ 0. (13.6.3)

We also have

(⋆FAV v, v) = −
−m−1∑
k=−∞

i|k|(⋆FAvk, vk) = s

−m−1∑
k=−∞

|k|∥vk∥2. (13.6.4)

For the remaining two terms, we compute

∥(X +A)v∥2 − ∥V (X +A)v∥2 = ∥µ+v−m−1∥2 −m2∥µ+v−m−1∥2.
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If m = 0, then this expression is nonnegative and we obtain from the

Pestov identity that v = 0. Assume from now on that m ≥ 2. Using

(13.6.113.6.1), (13.6.213.6.2), and the fact that vk|∂SM = 0 for all k, we have

∥µ+vk∥2 = ∥µ−vk∥2 +
i

2
(KV vk + (⋆FA)vk, vk)

= ∥µ−vk∥2 −
s

2
∥vk∥2 −

k

2
(Kvk, vk).

If k ≤ −m− 1 we also have

µ+vk−1 + µ−vk+1 = ((X +A)v)k = 0.

We thus obtain

∥(X +A)v∥2 − ∥V (X +A)v∥2 = −(m2 − 1)∥µ+v−m−1∥2

= −(m2 − 1)

[
∥µ−v−m−1∥2 −

s

2
∥v−m−1∥2 +

m+ 1

2
(Kv−m−1, v−m−1)

]
= −(m2 − 1)

[
∥µ+v−m−3∥2 −

s

2
∥v−m−1∥2 +

m+ 1

2
(Kv−m−1, v−m−1)

]
= −(m2 − 1)

[
∥µ−v−m−3∥2 −

s

2
(∥v−m−1∥2 + ∥v−m−3∥2)

+
m+ 1

2
(Kv−m−1, v−m−1) +

m+ 3

2
(Kv−m−3, v−m−3)

]
.

Continuing this process, and noting that µ−vk → 0 in L2(SM) as k →
−∞ (which follows since µ−v ∈ L2(SM)), we obtain

∥(X +A)v∥2 − ∥V (X +A)v∥2

=
m2 − 1

2
s
∑

∥vk∥2 −
m2 − 1

2

∑
|k|(Kvk, vk). (13.6.5)

Collecting (13.6.313.6.3)–(13.6.513.6.5) and using them in the Pestov identity im-

plies that

0 ≥ m2 − 1

2
s
∑

∥vk∥2 +
(
s− m2 − 1

2
sup
M

K

)∑
|k|∥vk∥2.

If we choose s > m2−1
2 supM K, then both terms above are nonnegative

and therefore have to be zero. It follows that v = 0, so ũk = 0 for

k ≤ −m − 1 and also uk = 0 for k ≤ −m − 1 since u = e−swũ where

e−sw is holomorphic.
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13.7 General skew-Hermitian attenuations

Remarkably, many aspects of the arguments done in the previous sec-

tions work for general attenuations A : SM → Cn×n as long as A∗ =

−A. In the next section we will use these extensions to include a matrix

field. We begin with the Pestov identity. Define

FA := XV (A) +X⊥(A) + [A, V (A)], (13.7.1)

φ(A) := −V 2(A)−A. (13.7.2)

Note that if A = A ∈ Ω1 + Ω−1, one has FA = ⋆FA by (13.4.113.4.1) and

φ(A) = 0.

Lemma 13.7.1 (Pestov identity). Let (M, g) be a compact oriented Rie-

mannian surface with boundary. Assume A ∈ C∞(SM,Cn×n) is skew-

Hermitian, i.e. A∗ = −A. If u : SM → Cn is a smooth function such

that u|∂SM = 0, then

∥(X +A)V u∥2 − (K V u, V u)− (FAu, V u) + ((X +A)u, φ(A)u)

= ∥V (X +A)(u)∥2 − ∥(X +A)u∥2.

Proof If we let G := X + A, then routine calculations as in Lemma

13.4.113.4.1 show that

[V,G] = −(X⊥ − V (A)) := −G⊥,

[V,G⊥] = G+ φ(A),

[G,G⊥] = −KV − FA.

We adopt the standard approach (as in the proof of Proposition 4.3.24.3.2)

and define P = V G. Since A∗ = −A we have P ∗ = GV . Using the

bracket relations above we compute that

[P ∗, P ] = GV V G− V GGV

= V GV G+G⊥V G− V GV G− V GG⊥

= V [G⊥, G]−G2 − φ(A)G = −G2 − φ(A)G+ V KV + V FA.

The identity in the lemma now follows from this bracket calculation and

∥Pu∥2 = ∥P ∗u∥2 + ([P ∗, P ]u, u)

for a smooth u with u|∂SM = 0.

Lemma 13.7.2. Let M be a compact simple surface and A : SM →



13.7 General skew-Hermitian attenuations 305

Cn×n such that A∗ = −A. If u : SM → Cn is a smooth function such

that u|∂SM = 0, then

∥(X +A)V u∥2 − (K V u, V u) ≥ 0.

The proof of this lemma is exactly the same as the proof of Lemma

13.5.513.5.5. Finally, in Lemma 13.5.413.5.4 we may replace A by A without trouble.

We can now interpret the quantities (13.7.113.7.1) and (13.7.213.7.2) as naturally

appearing curvature terms of a suitable connection in SM . Consider

the co-frame of 1-forms {ω1, ω2, ψ} dual to the frame of vector fields

{X,X⊥, V }. The structure equations from Lemma 3.5.53.5.5 imply

dω1 = −ψ ∧ ω2, (13.7.3)

dω2 = ψ ∧ ω1, (13.7.4)

dψ = Kω1 ∧ ω2. (13.7.5)

Given A ∈ C∞(SM,Cn×n) with A∗ = −A we define a unitary con-

nection A on SM by setting

A := Aω1 − V (A)ω2.

Exercise 13.7.3. If A is a connection in M , show that

π∗A = Aω1 − V (A)ω2.

Lemma 13.7.4. With A defined as above we have

FA = −FA ω1 ∧ ω2 + φ(A)ψ ∧ ω2.

Proof Recall that FA = dA+ A ∧ A. We compute

A ∧ A = (Aω1 − V (A)ω2) ∧ (Aω1 − V (A)ω2) = −[A, V (A)]ω1 ∧ ω2.

Next note that

dA = X⊥(A)ω2 ∧ ω1 + V (A)ψ ∧ ω1 +Adω1

−XV (A)ω1 ∧ ω2 − V 2(A)ψ ∧ ω2 − V (A)dω2.

Using the structure equations (13.7.313.7.3) and (13.7.413.7.4) we see that

dA = −(XV (A) +X⊥(A)ω1 ∧ ω2 − (V 2(A) +A)ψ ∧ ω2

and the lemma follows.
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13.8 Injectivity for connections and Higgs fields

We now wish to extend the key Theorem 13.5.213.5.2 to include a Higgs field.

For us this means an element Φ ∈ C∞(M,Cn×n) and we may also refer

to Φ simply as a matrix field. We will assume that Φ is skew-Hermitian,

i.e. Φ∗ = −Φ. The following result generalizes Theorem 13.5.213.5.2.

Theorem 13.8.1. Let (M, g) be a simple surface, A a unitary con-

nection and Φ a skew-Hermitian Higgs field. Suppose there is a smooth

function u : SM → Cn such that{
Xu+ (A+Φ)u = f ∈ Ω−1 ⊕ Ω0 ⊕ Ω1,

u|∂SM = 0.

Then u = u0 and f = dAu0 +Φu0 = du0 +Au0 +Φu0 with u0|∂M = 0.

Proof We will prove that u is both holomorphic and antiholomorphic.

If this is the case then u = u0 only depends on x and u0|∂M = 0, and

we have

du0 +Au0 = f−1 + f1, Φu0 = f0,

which proves the result.

The first step, as in the proof of Theorem 13.5.213.5.2, is to replace A by a

connection whose curvature has a definite sign. We choose a real valued

1-form φ such that dφ = ωg where ωg is the area form of (M, g), and let

As := A+ isφId.

Here s > 0 so that As is unitary and i ⋆ FAs
= i ⋆ FA − sId. We use

Proposition 10.1.210.1.2 to find a holomorphic scalar function w ∈ C∞(SM)

satisfying Xw = −iφ. Then us = eswu satisfies

(X +As +Φ)us = −eswf.

Let v :=
∑−1

−∞(us)k. Since (eswf)k = 0 for k ≤ −2, we have

(X +As +Φ)v ∈ Ω−1 ⊕ Ω0.

Let h := [(X +As +Φ)v]0.

We apply the Pestov identity given in Lemma 13.7.113.7.1 with attenuation

A := As+Φ to the function v, which also satisfies v|∂SM = 0. Note that

φ(A) = −Φ and FA = ⋆FAs
+ ⋆dAs

Φ, where dAs
Φ = dΦ+ [As,Φ]. Thus
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we obtain, after taking real parts, that

∥(X +As +Φ)(V v)∥2 − (K V (v), V (v))

+ ∥(X +As +Φ)v∥2 − ∥V [(X +As +Φ)v]∥2

− (⋆FAsv, V (v))− Re ((⋆dAsΦ)v, V (v))− Re (Φv, (X +As +Φ)v)

= 0. (13.8.1)

It was proved in Lemmas 13.5.413.5.4 and 13.7.213.7.2 that

∥(X +As +Φ)(V v)∥2 − (K V (v), V (v)) ≥ 0, (13.8.2)

∥(X +As +Φ)v∥2 − ∥V [(X +As +Φ)v]∥2 = ∥h∥2 ≥ 0. (13.8.3)

The term involving the curvature of As satisfies

−(⋆FAsv, V (v)) =

−1∑
k=−∞

|k|(−i ⋆ FAsvk, vk)

≥ (s− ∥FA∥L∞(M))

−1∑
k=−∞

|k|∥vk∥2. (13.8.4)

Here we can choose s > 0 large to obtain a positive term. For the next

term in (13.8.113.8.1), we consider the Fourier expansion of dAs
Φ = dAΦ =

b1 + b−1 where b±1 ∈ Ω±1. Note that ⋆dAΦ = −V (dAΦ) = −ib1 + ib−1.

Then, since vk = 0 for k ≥ 0,

((⋆dAΦ)v, V (v)) =

−1∑
k=−∞

(−ib1vk−1 + ib−1vk+1), ikvk)

=

−1∑
k=−∞

|k| [(b1vk−1, vk)− (b−1vk+1, vk)] .

Consequently, using that v0 = 0, we have

Re ((⋆dAΦ)v, V (v)) ≤ CA,Φ

−1∑
k=−∞

|k|∥vk∥2. (13.8.5)

We now study the last term in (13.8.113.8.1). We note that vk = 0 for k ≥ 0

and that (X +As +Φ)v ∈ Ω−1 ⊕ Ω0. Therefore

(Φv, (X +As +Φ)v) = (Φv−1, ((X +As +Φ)v)−1).

Recall that we may write X = η+ + η−. Expand A = A1 + A−1 and

φ = φ1+φ−1 so that As = (A1+ isφ1Id)+(A−1+ isφ−1Id) =: a1+a−1

where aj ∈ Ωj . Since As is unitary we have a∗±1 = −a∓1.
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The fact that (X +As +Φ)v ∈ Ω−1 ⊕ Ω0 implies that

η+v−2 + a1v−2 +Φv−1 = ((X +As +Φ)v)−1,

η+v−k−1 + a1v−k−1 + η−v−k+1 + a−1v−k+1 +Φv−k = 0, k ≥ 2.

Note that (η±a, b) = −(a, η∓b) when a|∂SM = 0. Using this and the fact

that Φ is skew-Hermitian, we have

Re (Φv−1, ((X +As +Φ)v)−1) = Re(Φv−1, η+v−2 + a1v−2 +Φv−1)

= Re
[
(η−v−1,Φv−2)− ((η−Φ)v−1, v−2) + (Φv−1, a1v−2) + ∥Φv−1∥2

]
.

We claim that for any N ≥ 1 one has

Re (Φv−1, ((X +As +Φ)v)−1) = pN + qN

where

pN := (−1)N−1Re (η−v−N ,Φv−N−1),

qN := Re
N∑
j=1

[
(−1)j((η−Φ)v−j , v−j−1) + (−1)j−1(Φv−j , a1v−j−1)

+(−1)j−1∥Φv−j∥2
]
+Re

N−1∑
j=1

(−1)j(a−1v−j ,Φv−j−1).

We have proved the claim when N = 1. If N ≥ 1 we compute

pN = (−1)NRe ((η+ + a1)v−N−2 + a−1v−N +Φv−N−1,Φv−N−1)

= (−1)NRe
[
(Φv−N−2, η−v−N−1)− (v−N−2, (η−Φ)v−N−1)

+ (a1v−N−2 + a−1v−N +Φv−N−1,Φv−N−1)
]

= pN+1 + qN+1 − qN .

This proves the claim for any N .

Note that since ∥η−v∥2 =
∑

∥η−vk∥2, we have η−vk → 0 and similarly

vk → 0 in L2(SM) as k → −∞. Therefore pN → 0 as N → ∞. We also

have

∥qN∥ ≤ CΦ

∑
∥vk∥2 +

∣∣∣∣∣∣
N∑
j=1

(−1)j([a−1,Φ]v−j , v−j−1)

∣∣∣∣∣∣ ≤ CA,Φ
∑

∥vk∥2.

Here it was important that the term in a−1 involving s is a scalar, so it

goes away when taking the commutator [a−1,Φ] and thus the constant

is independent of s. After taking a subsequence, (qN ) converges to some

q having a similar bound. We finally obtain

Re (Φv, (X +As +Φ)v) = lim
N→∞

(pN + qN ) ≤ CA,Φ
∑

∥vk∥2. (13.8.6)
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Collecting the estimates (13.8.213.8.2)–(13.8.613.8.6) and using them in (13.8.113.8.1)

shows that

0 ≥ ∥h∥2 + (s− CA,Φ)

−1∑
k=−∞

|k|∥vk∥2.

Choosing s large enough implies vk = 0 for all k. This proves that us is

holomorphic, and therefore u = e−swus is holomorphic as required.

We now rephrase Theorem 13.8.113.8.1 as an injectivity result for a matrix

attenuated X-ray transform. We let A(x, v) := Ax(v) + Φ(x) and we let

IA,Φ := IA be the associated attenuated X-ray transform.

Theorem 13.8.2. Let M be a compact simple surface. Assume that

f : SM → Cn is a smooth function of the form F (x) + αx(v), where

F :M → Cn is a smooth function and α is a Cn-valued 1-form. Let also

A be a unitary connection and Φ a skew-Hermitian matrix function. If

IA,Φ(f) = 0, then F = Φp and α = dAp, where p :M → Cn is a smooth

function with p|∂M = 0.

Proof If IA,Φ(f) = 0, we know by Theorem 5.3.65.3.6 that there is a C∞

function u satisfying

(X +A+Φ)u = −f ∈ Ω−1 ⊕ Ω0 ⊕ Ω1

with u|∂SM = 0. Thus by Theorem 13.8.113.8.1, u only depends on x and

upon setting p = −u0 the result follows.

13.9 Scattering rigidity for connections and Higgs
fields

In this section we extend the scattering rigidity result for unitary connec-

tions in Theorem 13.5.113.5.1 to pairs (A,Φ), where A is a unitary connection

and Φ is a skew-Hermitian matrix valued function. We let CA,Φ := CA
be the scattering data that is associated with the attenuation A(x, v) =

Ax(v) + Φ(x).

Theorem 13.9.1. Assume M is a compact simple surface, let A and

B be two unitary connections, and let Φ and Ψ be two skew-Hermitian

Higgs fields. Then CA,Φ = CB,Ψ implies that there exists a smooth u :

M → U(n) such that u|∂M = Id and B = u−1du+ u−1Au, Ψ = u−1Φu.
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Proof From Proposition 13.2.313.2.3 we know that CA,Φ = CB,Ψ means that

there exists a smooth U : SM → U(n) such that U |∂SM = Id and

B = U−1XU + U−1AU, (13.9.1)

where B(x, v) = Bx(v)+Ψ(x). We rephrase this information in terms of

an attenuated X-ray transform. If we let W = U − Id, then W |∂SM = 0

and

XW +AW −WB = −(A− B).

Hence the attenuated X-ray transform IE(A,B)(A − B) vanishes. Note

that A− B ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

Hence, making the choice to ignore the specific form E(A,B) but

noting that it is unitary by Exercise 13.2.413.2.4, we can apply Theorem 13.8.113.8.1

to deduce that W only depends on x. Hence U only depends on x and if

we set u(x) = U0, then (13.9.113.9.1) easily translates into B = u−1du+u−1Au

and Ψ = u−1Φu just by looking at the components of degree 0 and

±1.

Remark 13.9.2. Note that the theorem implies in particular that scat-

tering ridigity just for Higgs fields does not have a gauge. Indeed, if

CΦ = CΨ where Φ and Ψ are two skew-Hermitian matrix fields, The-

orem 13.9.113.9.1 applied with A = B = 0 implies that u = Id and thus

Φ = Ψ.

13.10 Matrix holomorphic integrating factors

Unfortunately, it is not possible to extend the proof of Theorem 13.8.113.8.1

to the case of attenuations that are not skew-Hermitian. The main issue

is that the Pestov identity given in Lemma 13.7.113.7.1 has a particularly nice

form when A is skew-Hermitian. While it is possible to derive a more

general Pestov identity, new terms appear and there is a priori no clear

way as to how to control them.

An alternative approach would be to try to prove the existence of

certain matrix holomorphic integrating factors. Note that the proof of

Theorem 13.8.113.8.1 uses the existence of scalar holomorphic integrating fac-

tors. In this section we try to explain the main difficulties with this

approach and state some recent results.

We start with a general definition.

Definition 13.10.1. Let (M, g) be a compact oriented Riemann surface



13.10 Matrix holomorphic integrating factors 311

and let A ∈ C∞(SM,Cn×n). We say that R ∈ C∞(SM,GL(n,C)) is a
matrix holomorphic integrating factor for A if

(i) R solves XR+AR = 0;

(ii) Both R and R−1 are fibrewise holomorphic.

There is an analogous definition for antiholomorphic integrating fac-

tors. The existence of such integrating factors imposes conditions on A.

For k ∈ Z and I ⊂ Z, we will use the notation ⊕k∈IΩk to indicate the

set of smooth functions A such that Ak = 0 for k /∈ I.

Lemma 13.10.2. If A admits a holomorphic integrating factor then

A ∈ ⊕k≥−1Ωk. If A admits both holomorphic and antiholomorphic inte-

grating factors, then A ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.

Proof This follows right away from writing A = −(XR)R−1, since R−1

is holomorphic and X(R) ∈ ⊕k≥−1Ωk given the mapping property

X : ⊕k≥0Ωk → ⊕k≥−1Ωk.

The second statement in the lemma follows immediately.

Thus if we wish to use holomorphic and antiholomorphic integrating

factors, the attenuation A must be of the form A(x, v) = Ax(v) + Φ(x)

where A is a connection and Φ a matrix-valued field. The relevance of

these types of integrating factors can be seen in the following proposition.

Proposition 13.10.3. Let (M, g) be a non-trapping surface with strictly

convex boundary such that I0 is injective and I1 is solenoidal injective.

Let (A,Φ) be a pair given by a connection A and a matrix valued field

Φ. If (A,Φ) admits holomorphic and antiholomorphic integrating factors,

then IA,Φ has the same kernel as in Theorem 13.8.213.8.2.

Proof Assume that u ∈ C∞(SM,Cn) satisfies u|∂SM = 0 and that

one has (X + A + Φ)u = −f ∈ Ω−1 ⊕ Ω0 ⊕ Ω1. We wish to show that

u = u0. For this it is enough to show that u is both holomorphic and

antiholomorphic.

Let R be a matrix holomorphic integrating factor for A + Φ. Since

R−1 solves XR−1 −R−1(A+Φ) = 0, a computation shows that

X(R−1u) = −R−1f.

Since R−1 is holomorphic, (R−1f)k = 0 for k ≤ −2. Thus if we set

v =
∑−1

−∞(R−1u)k, then v|∂SM = 0 and

Xv ∈ Ω−1 ⊕ Ω0.
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Using the hypotheses on I0 and I1, we deduce that v = 0 and thus R−1u

is holomorphic. It follows that u = RR−1u is also holomorphic since R

is holomorphic.

An analogous argument using antiholomorphic integrating factors shows

that u is antiholomorphic and hence u = u0 as desired.

We can now state the following question.

Question. Let (M, g) be a simple surface and let (A,Φ) be a pair,

where A is a connection and Φ is a matrix field. Do holomorphic (anti-

holomorphic) integrating factors exist for (A,Φ)?

Note that Proposition 12.2.612.2.6 gives a positive answer to this question

when n = 1. It suffices to take R := e−w where w is given by the

proposition. In the non-Abelian case n ≥ 2 we can no longer argue

using an exponential. While we can certainly find a holomorphic matrix

W such that XW = A + Φ, the exponential of W might not solve

the relevant transport problem since XW and W do not necessarily

commute.

Exercise 13.10.4. Show that for any W ∈ C∞(SM,Cn×n) we have

eWX(e−W ) =

∫ 1

0

e−sW (XW )esW ds.

A positive answer to the question of existence of matrix holomor-

phic integrating factors has recently been given in Bohr and PaternainBohr and Paternain

(20212021). However, the answer is based on essentially knowing injectivity

first for the general linear group of complex matrices, so we need an

alternative way of establishing injectivity. We will do that in the next

chapter using a factorization result from loop groups.

We conclude this section by studying the group of all smooth R :

SM → GL(n,C) such that XR = 0 for (M, g) a simple surface. We

start with an auxiliary lemma.

Lemma 13.10.5. Let F : M → GL(n,C) be such that η−F = 0. Then

we can write F as

F = F1 · · ·Fr

where each Fj : M → GL(n,C) has the property that η−Fj = 0 and

|Id− Fj(x)| < 1 for all x ∈M and 1 ≤ j ≤ r.

Proof The proof of this lemma is almost identical to the proof of

(Gunning and RossiGunning and Rossi, 19651965, Lemma on p.194); we include a sketch for

completeness.
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The set G of all F : M → GL(n,C) with η−F = 0 clearly forms a

group. In fact it is a connected topological group with the supremum

norm. Such groups are generated by any open neighbourhood of the

identity. Considering a neighbourhood of the form

U = {F ∈ G : ∥F − Id∥L∞ < 1}

the result follows.

We now prove a certain matrix analogue of Theorem 8.2.28.2.2.

Theorem 13.10.6. Let (M, g) be a simple surface and let F : M →
GL(n,C) with η−F = 0 be given. Then there exists a smooth R : SM →
GL(n,C) such that

(i) XR = 0 and R0 = F .

(ii) Both R and R−1 are fibrewise holomorphic.

Proof By Lemma 13.10.513.10.5 we may write F = F1 · · ·Fr where each Fj :

M → GL(n,C) is such that η−Fj = 0 and |Id − Fj(x)| < 1 for all

x. Hence we can write Fj = ePj , where Pj : M → Cn×n is such that

η−Pj = 0. By the surjectivity of I∗0 , there is a smooth Wj such that

XWj = 0, Wj is fibrewise holomorphic and (Wj)0 = Pj . Now set

R := eW1 · · · eWr .

We claim that R has all the desired properties. Since each eWj is a first

integral, so is R. By construction, each eWj is holomorphic, hence so is

their product. Since

R−1 = e−Wr · · · e−W1 ,

it follows that R−1 is also fibrewise holomorphic. It remains to prove

that R0 = F . But since R is holomorphic we must have

R0 = (eW1)0 · · · (eWr )0.

But for each j, (eWj )0 = e(Wj)0 = ePj = Fj and the theorem is proved.

13.11 Stability estimate

It is possible to derive a quantitative version of Theorem 13.9.113.9.1 and

obtain a stability estimate for the scattering data. This has been carried
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out in the case of matrix fields where the inverse has no gauge. The

result is as follows.

Theorem 13.11.1 (Monard et al.Monard et al. (2021a2021a)). Let (M, g) be a simple sur-

face. Given two matrix fields Φ and Ψ in C1(M, u(n)) there exists a

constant c(Φ,Ψ) such that

∥Φ−Ψ∥L2(M) ≤ c(Φ,Ψ)∥CΦC
−1
Ψ − id∥H1(∂+SM),

where c(Φ,Ψ) is a continuous function of ∥Φ∥C1 ∨ ∥Ψ∥C1 , explicitly

c(Φ,Ψ) = C1(1 + (∥Φ∥C1 ∨ ∥Ψ∥C1)) eC2(∥Φ∥C1∨∥Ψ∥C1 ), (13.11.1)

and where the constants C1, C2 only depend on (M, g).

The proof of Theorem 13.11.113.11.1 initially follows the approach for ob-

taining L2 → H1 stability estimates for the geodesic X-ray transform

I as presented in Theorem 4.6.44.6.4. The starting point is the pseudo-

linearisation formula (13.2.113.2.1)

CΦC
−1
Ψ = Id + IE(Φ,Ψ)(Φ−Ψ).

To prove Theorem 13.11.113.11.1 it suffices to show that

∥Φ−Ψ∥L2(M) ≤ c(Φ,Ψ)∥IE(Φ,Ψ)(Ψ− Φ)∥H1(∂+SM).

To this end, one has to go carefully through the proof of Theorem 13.8.113.8.1

which uses holomorphic integrating factors to control additional terms

in the Pestov identity due to the matrix fields. Taming the holomorphic

integrating factors has a cost which is reflected in the constant c(Φ,Ψ)

given in (13.11.113.11.1). The details of the proof are fairly involved and the

reader is referred to Monard et al.Monard et al. (2021a2021a). The overall strategy is simi-

lar to the proof of (Novikov and SharafutdinovNovikov and Sharafutdinov, 20072007, Theorem 5.1) for

polarization tomography; however, the main virtue of Theorem 13.11.113.11.1

is that there is no restriction on the size of the fields Φ and Ψ.

Theorem 13.11.113.11.1 paves the way for a statistical algorithm that allows

to recover Φ from noisy measurements of CΦ, more precisely a frequentist

consistency of reconstruction in the large sample limit. See Monard et al.Monard et al.

(2021a2021a) for details.
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14

Non-Abelian X-ray transforms II

In this chapter we prove injectivity of the non-Abelian X-ray transform

on simple surfaces for the general linear group of invertible complex ma-

trices. The main idea is to use a factorization theorem for loop groups to

reduce to the setting of the unitary group studied in the previous chap-

ter, where energy methods and scalar holomorphic integrating factors

can be used. We also show that the main theorem extends to cover the

case of an arbitrary Lie group. We conclude with a description of the

range for the attenuated X-ray transform.

14.1 Scattering rigidity and injectivity results for
gl(n,C)

In this section we summarize the two main results we are aiming to prove

for the non-Abelian X-ray transform. They are the natural extensions of

Theorems 13.9.113.9.1 and 13.8.213.8.2 when we go from the Lie algebra u(n) con-

sisting of skew-Hermitian matrices to the Lie algebra gl(n,C) = Cn×n
consisting of all n × n complex matrices. We begin by recalling some

definitions.

Let (M, g) be a non-trapping manifold with strictly convex boundary.

The connection A is just an n×n matrix of smooth complex 1-forms on

M , written as A ∈ Ω1(M,Cn×n), and a matrix potential or Higgs field

is an element Φ ∈ C∞(M,Cn×n). Given such a pair (A,Φ) we consider

the scattering data (or non-Abelian X-ray transform) of the pair (A,Φ),

viewed here as a map

CA,Φ : ∂+SM → GL(n,C).

As in Section 13.113.1, the scattering data is defined as CA,Φ = U |∂+SM

315
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where U solves the matrix ODE

XU +AU = 0 in SM, U |∂−SM = Id,

and A is the matrix attenuation given by A(x, v) = Ax(v) + Φ(x).

We are concerned with the recovery of (A,Φ) from CA,Φ. The problem

exhibits a natural gauge equivalence associated with the gauge group G
given by those smooth u : M → GL(n,C) such that u|∂M = Id. There

is a right action of the gauge group G on pairs (A,Φ) as follows:

(A,Φ) · u = (u−1du+ u−1Au, u−1Φu).

It is straightforward to check that for any u ∈ G,

C(A,Φ)·u = CA,Φ.

As previously, the geometric inverse problem consists in showing that

the non-Abelian X-ray transform

(A,Φ) 7→ CA,Φ

is injective up the action of G. We shall indistinctly denote the set of

(complex) n × n matrices by Cn×n or gl(n,C) if we wish to think of

matrices as the Lie algebra of the general linear group GL(n,C).
Here is the scattering rigidity result that we wish to prove.

Theorem 14.1.1 (Paternain and SaloPaternain and Salo (20202020)). Let (M, g) be a sim-

ple surface. Suppose we are given pairs (A,Φ) and (B,Ψ) with A,B ∈
Ω1(M, gl(n,C)) and Φ,Ψ ∈ C∞(M, gl(n,C)). If

CA,Φ = CB,Ψ,

then there is u ∈ G such that (A,Φ) · u = (B,Ψ).

Note that the theorem implies in particular that scattering rigidity

just for matrix fields does not have a gauge. Indeed, if CΦ = CΨ, where

Φ and Ψ are two matrix fields, Theorem 14.1.114.1.1 applied with A = B = 0

implies that u = Id and thus Φ = Ψ.

The non-linear inverse problem resolved in Theorem 14.1.114.1.1 is closely

related to a linear inverse problem involving an attenuated X-ray trans-

form. The relationship is via the pseudo-linearization identity (13.2.113.2.1)

as we have already explained in the previous chapter. We now state the

solution to the relevant linear inverse problem, which is an extension

of Theorem 13.8.213.8.2 to gl(n,C). We recall the definition of the attenu-

ated X-ray transform from Definition 5.3.35.3.3. Given a pair (A,Φ) and
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f ∈ C∞(SM,Cn), consider the unique solution u of the transport equa-

tion

Xu+Au = −f in SM, u|∂−SM = 0,

where A(x, v) = Ax(v)+Φ(x). Then, the attenuated X-ray transform of

f is

IA,Φf = u|∂+SM.

We have the following injectivity result.

Theorem 14.1.2 (Paternain and SaloPaternain and Salo (20202020)). Let M be a simple sur-

face and consider an arbitrary attenuation pair (A,Φ) with A ∈ Ω1(M, gl(n,C))
and Φ ∈ C∞(M, gl(n,C)). Assume that f : SM → Cn is a smooth func-

tion of the form F (x) + αx(v), where F : M → Cn is a smooth func-

tion and α is a Cn-valued 1-form. If IA,Φ(f) = 0, then F = Φp and

α = dp+Ap, where p :M → Cn is a smooth function with p|∂M = 0.

The main idea in the present chapter is to use a basic factorization

theorem for Loop Groups to perform a transformation that takes the

problem for the Lie algebra gl(n,C) to the problem for the Lie algebra

u(n) that we already know how to solve. The method of proof in the

unitary case was partially based on the Pestov identity, but this identity

develops unmanageable terms once the pair (A,Φ) stops taking values

in u(n); in other words we need to deal with a dissipative situation as far

as energy identities is concerned. A fix to this problem was implemented

by the first two authors in Paternain and SaloPaternain and Salo (20182018) (the proof is pre-

sented in Theorem 7.4.17.4.1 for n = 1, but it also works for any n ≥ 2), but

it comes at a cost: one needs to assume negative curvature. The upgrade

from negative curvature to no conjugate points that the present chapter

provides seems out of reach using the estimate in Theorem 7.4.27.4.2. The

structure theorem for loop groups that we use is the infinite dimensional

version of the familiar fact that asserts that an invertible matrix is the

product of an upper triangular matrix and a unitary matrix. It is per-

haps the most basic of the factorization theorems that include also the

Birkhoff and Bruhat factorizations (Pressley and SegalPressley and Segal, 19861986, Chapter

8).

It turns out that Theorem 14.1.114.1.1 is enough to resolve the problem

of injectivity of the non-Abelian X-ray transform for an arbitrary Lie

group G; we explain this in Section 14.414.4, see Theorem 14.4.114.4.1 below.

Finally, as a corollary we deduce that it is possible to detect purely
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from boundary measurements whether a matrix-valued field takes values

in the set of skew-Hermitian matrices.

Corollary 14.1.3. Let (M, g) be a simple surface and Φ ∈ C∞(M, gl(n,C)).
Then CΦ takes values in the unitary group iff Φ∗ = −Φ, where Φ∗ de-

notes the conjugate transpose of Φ.

Proof From the definition of the scattering data we see that C∗
Φ =

C−1
−Φ∗ . If CΦ is unitary we have CΦ = C−Φ∗ and Theorem 14.1.114.1.1 gives

Φ = −Φ∗.

We conclude this section with a discussion of related results in the lit-

erature. We first mention that there is a substantial difference between

the case dimM = 2 considered in this text and the case dimM ≥ 3. In

fact, in dimensions three and higher the inverse problems considered in

Theorems 14.1.114.1.1 and 14.1.214.1.2 are formally overdetermined, whereas in two

dimensions they are formally determined (one attempts to recover func-

tions depending on d variables from data depending on 2d−2 variables).

When dimM ≥ 3, results corresponding to Theorems 14.1.114.1.1 and 14.1.214.1.2

are proved in NovikovNovikov (2002a2002a) in the case of R3 and in Paternain et al.Paternain et al.

(20192019) on compact strictly convex manifolds admitting a strictly convex

function, based on the method introduced in Uhlmann and VasyUhlmann and Vasy (20162016).

We will now focus on earlier results for dimM = 2. As we have already

mentioned, Theorems 14.1.114.1.1 and 14.1.214.1.2 were proved in Paternain et al.Paternain et al.

(20122012) when the pair (A,Φ) takes values in u(n). There are several other

important contributions that we now briefly review. To organise the dis-

cussion we consider two scenarios: the Euclidean case and non-Euclidean

one. When (M, g) is a subset of R2 with the Euclidean metric, the lit-

erature is extensive, particularly in the Abelian case n = 1, where a

result like Theorem 14.1.214.1.2 is simply the statement of injectivity of the

attenuated Radon transform relevant in the imaging modality SPECT,

cf. Chapter 1212. Here we limit ourselves to a discussion involving the gen-

uinely non-Abelian situation (n ≥ 2). The Euclidean results tend to be

formulated in all R2 and in parallel-beam geometry taking advantage

that geodesics are just straight lines. NovikovNovikov (2002a2002a) considers the case

of pairs (A,Φ) that are not compactly supported but have suitable de-

cay conditions at infinity and establishes local uniqueness of the trivial

pair and gives examples in which global uniqueness fails (existence of

”ghosts”). EskinEskin (20042004) considers compactly supported pairs and shows

injectivity as in Theorem 14.1.114.1.1. The proof relies on a delicate result

proved in Eskin and RalstonEskin and Ralston (20042004) on the existence of matrix holomor-
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phic (in the vertical variable) integrating factors as described in Section

13.1013.10. We note that our proof of Theorem 14.1.114.1.1 replaces this delicate

step by the use of the loop group factorization theorem and the proof

via energy identities in Chapter 1313 that only requires the existence of

scalar holomorphic integrating factors. These are supplied via microlocal

analysis of the normal operator of the standard X-ray transform as in

Proposition 10.1.210.1.2. In the Euclidean setting, we also mention the result

of Finch and UhlmannFinch and Uhlmann (20012001) that establishes injectivity up to gauge

for unitary connections assuming that they have small curvature.

In the non-Euclidean setting, as far as we are aware, the first con-

tributions appear in VertgĕımVertgĕım (19911991, 20002000); SharafutdinovSharafutdinov (20002000), but

these results have restrictions on the size of the pairs (A,Φ). Theorem

14.1.214.1.2 for A = 0 and n = 1 was proved in Salo and UhlmannSalo and Uhlmann (20112011).

Genericity results and Fredholm alternatives for the problem are given

in ZhouZhou (20172017); Monard and PaternainMonard and Paternain (20202020). As we have already men-

tioned, Paternain and SaloPaternain and Salo (20182018) proves Theorem 14.1.114.1.1 assuming neg-

ative Gaussian curvature. The problem can also be considered for closed

surfaces, cf. PaternainPaternain (20132013); LefeuvreLefeuvre (20212021) for surveys that include

these cases.

14.2 A factorization theorem from loop groups

The main new input in the proof of Theorem 14.1.214.1.2 is a well known

factorization theorem for loop groups. Let us state it precisely following

the presentation in (Pressley and SegalPressley and Segal, 19861986, Chapter 8).

Let us denote by LGLn(C) the set of all smooth maps γ : S1 →
GL(n,C). The set has a natural structure of an infinite dimensional Lie

group as explained in (Pressley and SegalPressley and Segal, 19861986, Section 3.2). This group

contains several subgroups which are relevant for us. We shall denote by

L+GLn(C) the subgroup consisting of those loops γ which are boundary

values of holomorphic maps

γ : {z ∈ C : |z| < 1} → GL(n,C).

We let ΩUn denote the set of smooth loops γ : S1 → U(n) such that

γ(1) = Id, where U(n) denotes the unitary group.

The result we shall use is (Pressley and SegalPressley and Segal, 19861986, Theorem 8.1.1),

the first of three well-known factorization theorems (the second theo-

rem is Birkhoff’s factorization which is equivalent to the classification of
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holomorphic vector bundles over S2). A PDE-based proof of this result

may also be found in DonaldsonDonaldson (19921992).

Theorem 14.2.1. Any loop γ ∈ LGLn(C) can be factorized uniquely

as

γ = γu · γ+,

with γu ∈ ΩUn and γ+ ∈ L+GLn(C). In fact, the product map

ΩUn × L+GLn(C) → LGLn(C)

is a diffeomorphism.

Before discussing the application of this result to our geometric setting

a couple of remarks are in order. Given a complex n × n matrix A we

shall denote by its transpose by AT , conjugate by A, and conjugate-

transpose by A∗. Given γ ∈ LGLn(C), using the theorem above we

may write uniquely γT = γu · γ+ and after taking transpose we have

γ = γT+ ·γTu . Since γT+ ∈ L+GLn(C) and γTu ∈ ΩUn, Theorem 14.2.114.2.1 also

gives that the product map

L+GLn(C)× ΩUn → LGLn(C)

is a diffeomorphism. We may also consider the subgroup L−GLn(C)
consisting of those loops γ which are boundary values of antiholomorphic

maps

γ : {z ∈ C : |z| < 1} → GL(n,C).

After conjugating, Theorem 14.2.114.2.1 also gives that the product maps

ΩUn × L−GLn(C) → LGLn(C), L−GLn(C)× ΩUn → LGLn(C)

are diffeomorphisms.

Consider now a compact non-trapping surface (M, g) with strictly

convex boundary. We know that such surfaces are diffeomorphic to a

disk, and thus after picking global isothermal coordinates we may assume

that M is the unit disk in the plane and the metric has the form

g = e2λ(dx21 + dx22)

where λ is a smooth real-valued function of x = (x1, x2). As in Lemma

3.5.63.5.6, this gives coordinates (x1, x2, θ) on SM =M ×S1, where θ is the

angle between a unit vector and ∂x1 .

We wish to use the factorization theorem for loop groups in the fol-

lowing form.
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Theorem 14.2.2. Given a smooth map R : SM → GL(n,C), there

are smooth maps U : SM → U(n) and F : SM → GL(n,C) such

that R = FU and F is fibrewise holomorphic with fibrewise holomorphic

inverse. We may also factorize R as R = F̃ Ũ where Ũ : SM → U(n) is

smooth and F̃ : SM → GL(n,C) is smooth, fibrewise antiholomorphic

with fibrewise antiholomorphic inverse.

Proof We only do the proof for F holomorphic (the antiholomorphic

case is entirely analogous). We regard R as map R :M×S1 → GL(n,C)
and we claim that we have a smooth map

M ∋ x 7→ R(x, ·) ∈ LGLn(C).

To prove this, fix a point x0 ∈ M and define ρ0 = R(x0, · ). Following
(Pressley and SegalPressley and Segal, 19861986, Section 3.2), we may consider a neighborhood

ρ0U of ρ0 in LGLn(C) where U = exp(C∞(S1, Ŭ)) and Ŭ is a small

neighborhood of the zero matrix in Cn×n. Now x 7→ R(x, · ) is smooth

near x0 if the map x 7→ log(ρ(x0)
−1R(x, · )), where log is the standard

logarithm for matrices close to Id, is smooth near x0 as a map from

R2 to the topological vector space C∞(S1,Cn×n). The last fact follows

easily from the smoothness of R.

Using Theorem 14.2.114.2.1 in the form that says that the map

L+GLn(C)× ΩUn → LGLn(C)

is a diffeomorphism we may write for each x ∈M ,R(x, ·) = F (x, ·)U(x, ·),
where U takes values in the unitary group and F is fibrewise holomor-

phic with fibrewise holomorphic inverse. Moreover, the maps M ∋ x 7→
F (x, ·) and M ∋ x 7→ U(x, ·) are smooth and the theorem follows.

14.3 Proof of Theorems 14.1.114.1.1 and 14.1.214.1.2

We start with an elementary lemma.

Lemma 14.3.1. Let B ∈ C∞(SM,Cn×n). If B is skew-Hermitian, i.e.

B ∈ C∞(SM, u(n)), and B ∈ ⊕k≥−1Ωk, then B ∈ Ω−1 ⊕ Ω0 ⊕ Ω1,

B∗
−1 = −B1 and B∗

0 = −B0.

Proof Expanding B in Fourier modes we may write B =
∑
k≥−1 Bk and

hence

B∗ =

∑
k≥−1

Bk

∗

=
∑
k≥−1

B∗
k, −B = −

∑
k≥−1

Bk.
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Since B∗ = −B and B∗
k ∈ Ω−k, the lemma follows.

The next lemma is what makes the proof of Theorem 14.1.214.1.2 possible.

Lemma 14.3.2. Let (M, g) be a compact non-trapping surface with

strictly convex boundary. Let A ∈ C∞(SM, gl(n,C)) with A ∈ ⊕k≥−1Ωk.

Let R : SM → GL(n,C) be a smooth function solving XR+AR = 0 (as

given by Lemma 5.3.25.3.2) and consider the factorization R = FU given by

Theorem 14.2.214.2.2. Then

B := F−1XF + F−1AF

is skew-Hermitian and B ∈ Ω−1⊕Ω0⊕Ω1. In other words B determines

a pair (B,Ψ) with B ∈ Ω1(M, u(n)) and Ψ ∈ C∞(M, u(n)).

Proof Let us differentiate the equation R = FU along the geodesic flow

to obtain

0 = XR+AR = (XF )U + FXU +AFU.

Writing B := F−1XF + F−1AF , it follows that

B = −(XU)U−1. (14.3.1)

Since U is unitary, we have U∗ = U−1 and

((XU)U−1)∗ = UX(U−1) = −(XU)U−1.

Thus (XU)U−1 is skew-Hermitian and by (14.3.114.3.1) so is B. It follows from
Lemma 6.1.56.1.5 that X maps ⊕k≥0Ωk to ⊕k≥−1Ωk. Thus, since F and F−1

are holomorphic, we have F−1XF ∈ ⊕k≥−1Ωk. Similarly since we are

assuming A ∈ ⊕k≥−1Ωk, F
−1AF ∈ ⊕k≥−1Ωk. Thus B ∈ ⊕k≥−1Ωk. The

lemma follows directly from (14.3.114.3.1) and Lemma 14.3.114.3.1.

Remark 14.3.3. We can compute the pair (B,Ψ) from the lemma quite

explicitly as follows. The defining equation for B may be re-written as

XF +AF − FB = 0.

If we recall that X = η− + η+ we can write the degree 0 and −1 terms

as

η−F1 +A−1F1 +A0F0 − F1B−1 − F0B0 = 0

and

η−F0 +A−1F0 − F0B−1 = 0.

From these two equations we can solve for B−1 and B0 in terms of
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A−1,A0, F0 and F1 since F0 is easily checked to be invertible. It is in-

teresting to observe that even if we start with A = Φ ∈ Ω0, so there is

no reason for B to contain only a zero Fourier mode, in fact B−1 = 0 iff

η−F0 = 0 and it is not at all clear how to arrange R for this to happen.

Remark 14.3.4. Since the decomposition R = FU is unique (assum-

ing U(x, 1) = Id), this means that after fixing R we have a well-defined

transformation A 7→ B. Once R is fixed, any other smooth integrat-

ing factor has the form RW where W ∈ C∞(SM,GL(n,C)) is a first

integral, i.e. XW = 0.

We are now ready to prove the following fundamental result for the

transport equation. As we already pointed out, X has the mapping prop-

erty X : ⊕k≥0Ωk → ⊕k≥−1Ωk. If A ∈ ⊕k≥−1Ωk, the transport operator

X + A retains this property and the following attenuated version for

systems of (Salo and UhlmannSalo and Uhlmann, 20112011, Proposition 5.2) holds; compare

also with Theorem 13.5.613.5.6.

Theorem 14.3.5. Let (M, g) be a simple surface, and assume that A ∈
C∞(SM, gl(n,C)) and A ∈ ⊕k≥−1Ωk. Let u ∈ C∞(SM,Cn) be a smooth

function such that u|∂SM = 0 and

Xu+Au = −f ∈ ⊕k≥−1Ωk.

Then u is holomorphic.

Proof From Xu + Au = −f , with F and B as in Lemma 14.3.214.3.2, we

deduce after a calculation that

X(F−1u) + B(F−1u) = −F−1f (14.3.2)

and F−1u|∂SM = 0. Since F−1 is holomorphic, it follows that F−1f ∈
⊕k≥−1Ωk. Let

q :=

−1∑
−∞

(F−1u)k.

Then

Xq + Bq ∈ Ω−1 ⊕ Ω0.

Since q|∂SM = 0 and B is skew-Hermitian, it follows from Theorem 13.8.113.8.1

(see the beginning of the proof of that theorem) that q ∈ Ω0, and thus

q = 0. This implies that F−1u is holomorphic and hence u = F (F−1u)

is also holomorphic.
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Remark 14.3.6. Note that (14.3.214.3.2) gives

IA(f) = FIB(F
−1f).

In principle, this identity together with the methods in Monard et al.Monard et al.

(2021a2021a) could be used to derive stability estimates for the linear prob-

lem, and via Proposition 13.2.113.2.1 stability estimates for the non-linear

problem as well, which are similar to those in Theorem 13.11.113.11.1. Once

a stability estimate is established, it is quite likely that the methods

in Monard et al.Monard et al. (2021a2021a) will also deliver a consistent inversion to the

statistical inverse problem.

We can now complete the proof of Theorem 14.1.214.1.2.

Proof of Theorem 14.1.214.1.2 Consider an arbitrary attenuation pair (A,Φ),

where A ∈ Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)), and set A(x, v) =

Ax(v) + Φ(x). If IA,Φ(f) = 0, by the regularity result Theorem 5.3.65.3.6

there is a smooth function u such that u|∂SM = 0 and

Xu+Au = −f ∈ Ω−1 ⊕ Ω0 ⊕ Ω1. (14.3.3)

Since A ∈ Ω−1 ⊕ Ω0 ⊕ Ω1, Theorem 14.3.514.3.5 gives that u is holomorphic.

Since the conjugates of both A and f also belong to Ω−1 ⊕ Ω0 ⊕ Ω1,

conjugating equation (14.3.314.3.3) and applying Theorem 14.3.514.3.5 again we

deduce that ū is also holomorphic. Thus u = u0. If we now set p := −u0
we see that p|∂M = 0 and (14.3.314.3.3) gives right away F = Φp and α =

dp+Ap as desired.

Exercise 14.3.7. Assuming the same hypotheses as in Theorem 14.1.214.1.2,

show that IA,Φ is injective on Ω0 ⊕ Ω1. Hence, deduce that IA,Φ is in-

jective on Ωm ⊕ Ωm+1 for any m ∈ Z.

Proof of Theorem 14.1.114.1.1 From Proposition 13.2.313.2.3 we know that CA,Φ =

CB,Ψ means that there exists a smooth U : SM → GL(n,C) such that

U |∂SM = Id and

B = U−1XU + U−1AU, (14.3.4)

where B(x, v) = Bx(v) + Ψ(x). We rephrase this information in terms

of an attenuated ray transform. If we let W = U − Id, then W |∂SM = 0

and

XW +AW −WB = −(A− B).

HenceW is associated with the attenuated X-ray transform IE(A,B)(A−
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B) and if CA,Φ = CB,Ψ, then this transform vanishes. Note that A−B ∈
Ω−1 ⊕ Ω0 ⊕ Ω1.

Hence, making the choice to ignore the specific form E(A,B), we can

apply Theorem 14.1.214.1.2 to deduce thatW only depends on x. Hence U only

depends on x and if we set u(x) = U0, then (14.3.414.3.4) easily translates into

B = u−1du+u−1Au and Ψ = u−1Φu just by looking at the components

of degree 0 and ±1.

It is clear from the proofs that attenuations A ∈ C∞(SM, gl(n,C))
with A ∈ ⊕k≥−1Ωk are special. Given a smooth map F : SM →
GL(n,C) such that F is fibrewise holomorphic with fibrewise holomor-

phic inverse, then clearly

B = F−1XF + F−1AF ∈ ⊕k≥−1Ωk.

Moreover, if F |∂SM = Id, then CA = CB. In fact the following scattering

rigidity holds:

Theorem 14.3.8. Let (M, g) be a simple surface. Assume that A,B ∈
C∞(SM, gl(n,C)) with A,B ∈ ⊕k≥−1Ωk. If CA = CB, then there exists

a smooth map F : SM → GL(n,C) such that F is fibrewise holomorphic

with fibrewise holomorphic inverse, F |∂SM = Id, and

B := F−1XF + F−1AF.

Proof Exactly the same argument as in the proof of Theorem 14.1.114.1.1

gives a smooth function U : SM → GL(n,C) such that U |∂SM = Id and

(14.3.414.3.4) holds. If we let W = U − Id, then W |∂SM = 0 and

XW +AW −WB = −(A− B).

Since E(A,B) ∈ ⊕k≥−1Ωk, we can apply Theorem 14.3.514.3.5 to deduce that

W is holomorphic and thus so is F := U = W + Id. It only remains to

prove that F−1 is also holomorphic. For this we note that detF : SM →
C\{0} is holomorphic, and thus it suffices to show that for each x ∈M ,

the map S1 ∋ v 7→ detF (x, v) has a holomorphic extension to unit disk

which is non-vanishing. By the principle of the argument the number of

zeros of the extension is independent of x, and since detF (x, v) = 1 for

(x, v) ∈ ∂SM the result follows.
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14.4 General Lie groups

Let (M, g) be a compact non-trapping surface with strictly convex bound-

ary. Given an arbitrary Lie group G with Lie algebra g and a general

attenuation A ∈ C∞(SM, g), we first explain how to make sense of the

scattering data. See HallHall (20152015); WarnerWarner (19831983) for background on Lie

groups and Lie algebras.

If we let Lg and Rg denote left and right translation by g in the group

respectively, we observe

d(Lg−1)|g : TgG→ TeG = g.

Here e denotes the identity element of G. Hence if we set

ωLg (v) := d(Lg−1)|g(v),

we see that ωL ∈ Ω1(G, g). The 1-form ωL is called the left Maurer-

Cartan 1-form of G. If G is a matrix Lie group (i.e. a closed subgroup of

GL(n,C)), then ωL = g−1dg where dg is the derivative of the embedding

G→ GL(n,C). Using Rg we can define similarly a right Maurer-Cartan

form ωRg := d(Rg−1)|g and for matrix Lie groups this is (dg)g−1.

The matrix ODE that determines the non-Abelian X-ray transform

may now be written in abstract terms as

U∗ωR(∂t) +A(φt(x, v)) = 0, U(τ(x, v)) = e, (14.4.1)

where U : [0, τ ] → G. Thus CA : ∂+SM → G is defined as CA(x, v) =

U(0). Note that the ODE may also be written as U̇ + dRU |e(A) = 0.

As before, the gauge group G is given by those smooth u : M → G

such that u|∂M = e. Given a pair (A,Φ) with A ∈ Ω1(M, g) and Φ ∈
C∞(M, g) we have a right action

(A,Φ) · u = (u∗ωL +Adu−1(A),Adu−1(Φ)),

where Adg : g → g is the Adjoint action (i.e. Adg = dΨg|e where

Ψg : G → G, Ψg(h) = ghg−1). It is straightforward to check that for

any u ∈ G, one has

C(A,Φ)·u = CA,Φ.

The main result of this section is the following.

Theorem 14.4.1. Let (M, g) be a simple surface and let G be an ar-

bitrary Lie group with Lie algebra g. Suppose we are given pairs (A,Φ)

and (B,Ψ) with A,B ∈ Ω1(M, g) and Φ,Ψ ∈ C∞(M, g). If

CA,Φ = CB,Ψ,
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then there is u ∈ G such that (A,Φ) · u = (B,Ψ).

Let us first check that using Theorem 14.1.114.1.1 we can prove Theorem

14.4.114.4.1 when G is an arbitrary matrix Lie group. Namely:

Proposition 14.4.2. Let (M, g) be a simple surface. Let G be a matrix

Lie group. Suppose we are given pairs (A,Φ) and (B,Ψ) with A,B ∈
Ω1(M, g) and Φ,Ψ ∈ C∞(M, g). If

CA,Φ = CB,Ψ,

then there is u ∈ G such that (A,Φ) · u = (B,Ψ).

Proof Since G is a subgroup of GL(n,C) we see that g ⊂ gl(n,C). Thus
by Theorem 14.1.114.1.1 there is u :M → GL(n,C) such that u|∂M = Id and

u · (A,Φ) = (B,Ψ). We only need to check that under these conditions

u takes values in fact in G. The gauge equivalence gives (with e = Id)

du = uB −Au = d(Lu)|e(B)− d(Ru)|e(A).

Since A and B take values in g, for any g ∈ G one has

d(Lg)|e(B)− d(Rg)|e(A) ∈ TgG.

Fix x ∈ M and take any curve γ : [0, 1] → M connecting γ(0) ∈ ∂M

and γ(1) = x. Let

Y (g, t) := d(Lg)|e(Bγ(t)(γ̇(t))− d(Rg)|e(Aγ(t)(γ̇(t)) ∈ TgG.

This is clearly a time-dependent vector field in G. Thus there is a unique

G-valued solution g(t) to the ODE ġ(t) = Y (g(t), t) with g(0) = e. Since

u(γ(t)) solves the same ODE with the same initial condition we see that

u(x) = g(1) ∈ G as desired.

We now proceed to the case where G is a general Lie group. Let us

first discuss the behaviour of the scattering data under coverings, as this

will prove quite useful for the proof of Theorem 14.4.114.4.1.

Suppose we have a Lie group covering map p : G̃ → G and A,B ∈
C∞(SM, g). Both Lie groups have the same Lie algebra, p is a Lie group

homomorphism and dp|e : TeG̃ → TeG realizes the identification be-

tween Lie algebras. Thus A,B can be considered as infinitesimal data

for both G and G̃ (henceforth we will not distinguish between A and

(dp|e)−1(A)).

Lemma 14.4.3. Let CA denote the scattering data of G and C̃A the

scattering data of G̃. Then p C̃A = CA.
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Proof This is an immediate consequence of the fact that the solutions

U : [0, τ ] → G and Ũ : [0, τ ] → G̃ to the ODEs are related by pŨ = U

since for the Maurer-Cartan forms we have p∗ω = ω̃.

Next we show:

Lemma 14.4.4. Let a covering p : G̃ → G be given. Then CA = CB
implies C̃A = C̃B.

Proof Let UA
x,v : [0, τ(x, v)] → G denote the unique solution to the

ODE (14.4.114.4.1) for A with U(τ) = e. We use similar notation for B and

G̃. If CA = CB, then for all (x, v) ∈ ∂+SM , consider the concatenation

of paths in G:

Γ(x, v) := UA
x,v ∗ Inv(UB

x,v),

where Inv indicates the path traversed in the opposite orientation. The

path Γ(x, v) is in fact a closed loop in G, thanks to the assumption

CA = CB. These loops depend continuously on (x, v) ∈ ∂+SM and if

(x, v) is at the glancing region (i.e. the region where v ∈ Tx(∂M)), we get

a constant path equal to the identity. Hence Γ(x, v) are all contractible

in G and thus the unique lifts ŨA
x,v, Ũ

B
x,v must have the same end points.

Thus C̃A = C̃B as desired.

The next lemma exploits the fact that M is a disk.

Lemma 14.4.5. There exists u :M → G with u|∂M = e and (A,Φ)·u =

(B,Ψ), iff there is ũ :M → G̃ with ũ|∂M = e and (A,Φ) · ũ = (B,Ψ).

Proof Since M is simply connected, u : M → G has a unique lift

ũ : M → G̃ with u(x0) = e for some base point x0 ∈ ∂M . Being a lift

means pũ = u. Since constant paths lift to constant paths, we must have

ũ|∂M = e. If ũ exists then u := pũ fulfills the requirements since p is a

homomorphism.

Proof of Theorem 14.4.114.4.1 By considering the connected component of

G we may assume without loss of generality that G is connected. By

Ado’s theorem and the strengthening explained in (HallHall, 20152015, Conclu-

sion 5.26), there exists a matrix Lie group H and a Lie algebra isomor-

phism ϕ : g → h. Let G̃ be the universal cover of G, so that G̃ is a simply

connected Lie group. By the correspondence theorem between Lie groups

and Lie algebras, there exists a unique homomorphism F : G̃→ H such

that dF |e = ϕ. Moreover, since ϕ is an isomorphism, the map F is a

covering map (cf. (WarnerWarner, 19831983, Chapter 3)).
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Suppose CA,Φ = CB,Ψ for G. Then by Lemma 14.4.414.4.4, the same holds

for G̃ and by Lemma 14.4.314.4.3 it also holds for the matrix Lie group H.

By Proposition 14.4.214.4.2 there exists a smooth q : M → H such that

q|∂M = Id and (A,Φ) · q = (B,Ψ). By Lemma 14.4.514.4.5 the map q gives

rise to a smooth u :M → G such that u|∂M = Id and (A,Φ) ·u = (B,Ψ)

as desired.

14.5 Range of IA,0 and IA,⊥

In this section we will describe the range of IA,0 in a way that is similar

to Theorem 9.6.29.6.2. We follow the presentation in Monard and PaternainMonard and Paternain

(20202020).

Let (M, g) be a non-trapping surface with strictly convex boundary

and let A ∈ Ω1(M, gl(n,C)) be a given n× n matrix of complex-valued

1-forms and Φ ∈ C∞(M, gl(n,C)) a matrix-valued field. As before, we

write A(x, v) = Ax(v) + Φ(x) and

IA,0 : C∞(M,Cn) → C∞(∂+SM,Cn), IA,0 := IA ◦ ℓ0.

When analyzing the range of IA,0 it will be be convenient to consider

the transform IA,⊥ : C∞(M,Cn) → C∞(∂+SM,Cn) given by

IA,⊥(f) := IA((X⊥ + ⋆A)ℓ0f).

(Recall that ⋆A = −V (A).)

14.5.1 Boundary operators and regularity for the

transport equation

To describe the range we shall need some boundary operators that nat-

urally extend those introduced in Subsection 9.4.19.4.1. These operators may

be defined for an arbitrary A ∈ C∞(SM,Cn×n). Later on we shall spe-

cialize to the case where A = A is a matrix of 1-forms. Also, in this

subsection we do not require M to be two-dimensional.

Given a smooth w ∈ C∞(∂+SM,Cn) consider the unique solution

wA : SM → Cn to the transport equation:{
XwA +AwA = 0,

wA|∂+SM = w.

Observe that

wA(x, v) = U−(x, v)w
♯ = U−(x, v)w(φ−τ(x,−v)(x, v))
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where U− is given by (13.1.213.1.2) (recall that φt is the geodesic flow and

τ(x, v) is the time it takes the geodesic determined by (x, v) to exit M).

If we introduce an operator

QA : C(∂+SM,Cn) → C(∂SM,Cn)

by setting

QAw(x, v) =

{
w(x, v) if (x, v) ∈ ∂+SM

[C−1
A w] ◦ α(x, v) if (x, v) ∈ ∂−SM,

(14.5.1)

then

wA|∂SM = QAw.

Define

S∞
A (∂+SM,Cn) := {w ∈ C∞(∂+SM,Cn) : wA ∈ C∞(SM,Cn)}.

We characterize this space purely in terms of scattering data in anal-

ogy with Theorem 5.1.15.1.1.

Lemma 14.5.1. The set of those smooth w such that wA is smooth is

given by

S∞
A (∂+SM,Cn) = {w ∈ C∞(∂+SM,Cn) : QAw ∈ C∞(∂SM,Cn)}.

Proof Let R be a smooth integrating factor as given by Lemma 5.3.25.3.2.

Define p := R−1|∂+SM . The main observation is that we can write

wA = R(pw)♯.

Also we have the following expression for QA:

QAw(x, v) =

{
R(x, v)p(x, v)w(x, v) if (x, v) ∈ ∂+SM

R(x, v)((pw) ◦ α)(x, v) if (x, v) ∈ ∂−SM,

Obviously, if wA is smooth, then QAw = wA|∂SM is also smooth. As-

sume now that QAw is smooth. Since R is smooth R−1QAw = A+(pw)

is also smooth and thus by Theorem 5.1.15.1.1, (pw)♯ is smooth. Once again,

since R is smooth it follows that wA is smooth.

Exercise 14.5.2. Let (M, g) be a non-trapping manifold with strictly

convex boundary and let R be a smooth integrating factor for the at-

tenuation A ∈ C∞(SM,Cn×n). Show that

ψ : C∞
α (∂+SM,Cn) → S∞

A (∂+SM,Cn)

given by ψ(h) = R|∂+SMh is a linear isomorphism such that (ψ(h))A =

Rh♯ and (ψ−1(w))♯ = R−1wA.
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Clearly, by definition, QA : S∞
A (∂+SM,Cn) → C∞(∂SM,Cn). We

also introduce the boundary operator

BA : C∞(∂SM,Cn) → C∞(∂+SM,Cn)

defined for (x, v) ∈ ∂+SM by

BAg(x, v) := g(x, v)− CA(x, v)g(α(x, v)). (14.5.2)

(Note the sign difference with Paternain et al.Paternain et al. (2015b2015b).) The operator

BA appears naturally in the fundamental theorem of calculus along a

geodesic: for (x, v) ∈ ∂+SM ,

IA[(X +A)u](x, v) =

∫ τ(x,v)

0

U−1
− (φt(x, v))(X +A)u(φt(x, v)) dt

=

∫ τ(x,v)

0

X(U−1
− u)(φt(x, v)) dt

=
[
U−1
− u(φt(x, v))

]τ(x,v)
0

,

so that

IA[(X +A)u] = −BA (u|∂SM ) .

14.5.2 Description of the range

We now return to the two dimensional situation and we assume that

A = A + Φ, where A ∈ Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)). We

may combine the operators QA, BA and the Hilbert transform as in

Section 9.69.6 to define an operator

PA : S∞
A (∂+SM,Cn) → C∞(∂+SM,Cn)

as

PA := BAHQA.

Clearly, PA only depends on the scattering relation of the metric and the

scattering data CA. We next prove a proposition similar to Proposition

9.6.19.6.1.

Proposition 14.5.3. Let (M, g) be a non-trapping surface with strictly

convex boundary and let A = A + Φ, where A ∈ Ω1(M, gl(n,C)) and

Φ ∈ C∞(M, gl(n,C)). Then

PA =
1

2π
(IA,⊥I

∗
−A∗,0 − IA,0I

∗
−A∗,⊥).
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Proof Let w ∈ S∞
A (∂+SM,Cn) so that wA ∈ C∞(SM,Cn). The proof

is essentially a re-writing of the commutator formula between X+A+Φ

and the Hilbert transform H given in Exercise 13.4.613.4.6, but we need to

be careful when computing the relevant adjoints. Let us apply H to

(X +A+Φ)wA = 0 to obtain

−(X +A+Φ)HwA = (X⊥ + ⋆A)((wA)0) + [(X⊥ + ⋆A)wA]0. (14.5.3)

Since IA,0 = IA ◦ ℓ0, we deduce using Lemma 5.4.35.4.3 (and the remark

following it) that

I∗A,0w = 2π
(
w−A∗

)
0
. (14.5.4)

Similarly

I∗A,⊥w = ℓ∗0 (−X⊥ + ⋆A∗)(I∗Aw)) = −2π
(
(X⊥ − ⋆A∗)w−A∗

)
0
.

(14.5.5)

Inserting (14.5.414.5.4) and (14.5.514.5.5) in (14.5.314.5.3) we derive

−(X +A+Φ)HwA =
1

2π
((X⊥ + ⋆A)I∗−A∗,0w − I∗−A∗,⊥w).

Applying IA,Φ to this identity and using the definitions of the boundary

operators we obtain

PAw =
1

2π
(IA,⊥I

∗
−A∗,0w − IA,0I

∗
−A∗,⊥w)

as desired.

If Φ = 0 (soA = A), there is a splitting of the formula above as follows.

If we split the Hilbert transform as H = H+ +H− where H±u = Hu±,

then the formula in Proposition 14.5.314.5.3 splits as

PA,− := BAH−QA = − 1

2π
IA,0I

∗
−A∗,⊥ (14.5.6)

and

PA,+ := BAH+QA =
1

2π
IA,⊥I

∗
−A∗,0. (14.5.7)

Exercise 14.5.4. Prove the identities (14.5.614.5.6) and (14.5.714.5.7).

These formulas imply right away the following range properties for

IA,0 and IA,⊥. Note that I∗A,0, I
∗
A,⊥ : S∞

−A∗(∂+SM,Cn) → C∞(M,Cn).

Theorem 14.5.5 (Range characterization of IA,0 and IA,⊥). Let (M, g)

be a non-trapping surface with strictly convex boundary and let A ∈
Ω1(M, gl(n,C)) be given. Then
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(i) A function h ∈ C∞(∂+SM,Cn) is in the range of

IA,0 : range I∗−A∗,⊥ → C∞(∂+SM,Cn)

iff there is w ∈ S∞
A (∂+SM,Cn) such that h = PA,−w.

(ii) A function h ∈ C∞(∂+SM,Cn) is in the range of

IA,⊥ : range I∗−A∗,0 → C∞(∂+SM,Cn)

iff there is w ∈ S∞
A (∂+SM,Cn) such that h = PA,+w.

If in addition M is simple (i.e. there are no conjugate points), then

I∗−A∗,0 and I∗−A∗,⊥ are surjective and the items above give full character-

ization of the range of IA,0 and IA,⊥ exclusively in terms of the boundary

operators PA,±.

Proof Items (i) and (ii) are direct consequences of (14.5.614.5.6) and (14.5.714.5.7).

In the simple case, surjectivity of I∗A,0 and I∗A,⊥ will be proved in Theo-

rem 14.6.114.6.1 below.

Exercise 14.5.6. Use Theorem 14.5.514.5.5 together with (10.3.110.3.1) to give a

proof of Theorem 10.3.110.3.1.

14.6 Surjectivity of I∗A,0 and I∗A,⊥

The objective of this section is to prove the following result thus com-

pleting the proof of Theorem 14.5.514.5.5.

Theorem 14.6.1. Let (M, g) be a simple surface and suppose that A ∈
Ω1(M, gl(n,C)) is given. Then the maps

I∗A,0, I
∗
A,⊥ : S∞

−A∗(∂+SM,Cn) → C∞(M,Cn)

are surjective.

We start with some preliminary lemmas. Recall that we may decom-

pose X + A = µ+ + µ− where µ± : Ωk → Ωk±1 is defined by µ± =

η± + A±1, where η± := 1
2 (X ± iX⊥). Then

1
i (µ+ − µ−) = X⊥ − V (A),

and V (A) = i(A1 − A−1). For notational purposes, it is convenient to

denote ηA± := µ±, so that

µ∗
± = (ηA±)

∗ = −η−A
∗

∓ .

Since (M, g) is simple, we can consider global isothermal coordinates

(x, y) on M and special coordinates (x, y, θ) on SM as in Lemma 3.5.63.5.6.
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In these coordinates, a connection A = Azdz + Az̄dz̄ (with z = x + iy)

takes the form A(x, y, θ) = e−λ(Az(x, y)e
iθ +Az̄(x, y)e

−iθ), and we can

give an explicit description of the operators µ± acting on Ωk. For µ− we

have:

µ−(u) = e−(1+k)λ
(
∂̄(hekλ) +Az̄he

kλ
)
ei(k−1)θ (14.6.1)

where u = h(x, y)eikθ.

Exercise 14.6.2. Prove (14.6.114.6.1).

From this expression we may derive the following lemma which will

be used later on.

Lemma 14.6.3. Given f ∈ Ωk−1, there are u ∈ Ωk and v ∈ Ωk−2 such

that µ−u = f and µ+v = f .

Proof We only prove the claim for µ−, the one for µ+ is proved simi-

larly. If we write f = gei(k−1)θ, using (14.6.114.6.1) we see that we only need

to find h ∈ C∞(M,Cn) such that

∂̄(hekλ) +Az̄he
kλ = e(1+k)λg. (14.6.2)

But it is well known that there exists a smooth F :M → GL(n,C) such
that ∂̄F + Az̄F = 0, hence the solvability of (14.6.214.6.2) reduces immedi-

ately to the standard solvability result for the Cauchy-Riemann operator,

namely, given a smooth b, there is a such that ∂̄a = b. The existence of F

above follows right away from the fact that a holomorphic vector bundle

over the disk is holomorphically trivial (ForsterForster, 19811981, Theorems 30.1

and 30.4), see also Eskin and RalstonEskin and Ralston (20032003); Nakamura and UhlmannNakamura and Uhlmann

(20022002) for alternative proofs.

We need the following solvability result which is a direct consequence

of Lemma 14.6.314.6.3.

Lemma 14.6.4. Given f ∈ C∞(M,Cn) there are w1 ∈ Ω1 and w−1 ∈
Ω−1 such that

η−A
∗

+ (w−1) + η−A
∗

− (w1) = 0, (14.6.3)

η−A
∗

+ (w−1)− η−A
∗

− (w1) = f/(2πi). (14.6.4)

Proof Obviously the claim is equivalent to showing that there exists

w1 ∈ Ω1 such that η−A
∗

− (w1) = −f/4πi and w−1 ∈ Ω−1 such that

η−A
∗

+ (w−1) = f/4πi. This follows directly from Lemma 14.6.314.6.3.
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Consider the purely imaginary 1-form

a := −q−1Xq, a = −ā. (14.6.5)

where q ∈ Ω1 is nowhere vanishing (e.g. in global isothermal coordinates

q = eiθ). Observe that if u : SM → Cn is any smooth function then

(X −A∗ −maId)u = q−m((X −A∗)(qmu)) (14.6.6)

where m ∈ Z. Next we show the following result which is interesting in

its own right.

Lemma 14.6.5. Let (M, g) be a simple surface. Given any f ∈ Ωm,

there exists w ∈ C∞(SM,Cn) such that

(i) (X −A∗)w = 0,

(ii) wm = f .

Proof By Theorem 14.1.214.1.2, IA−maId,0 is injective (with a defined in

(14.6.514.6.5)), thus by Corollary 8.4.68.4.6, there is u ∈ C∞(SM,Cn) such that

0 = (X − A∗ + māId)u = (X − A∗ − maId)u and u0 = q−mf . If

we let w := qmu, then clearly wm = f and by (14.6.614.6.6) we also have

(X −A∗)w = 0.

We are now in good shape to give the proof of Theorem 14.6.114.6.1.

Proof of Theorem 14.6.114.6.1 Let us prove that I∗A,0 is surjective. Given f ∈
C∞(M,Cn), by Lemma 14.6.514.6.5, we may find w ∈ C∞(SM,Cn) such that

(X −A∗)w = 0 and w0 = f . If we let h = w|∂+SM , then w = h−A
∗
and

by (14.5.414.5.4) we have

I∗A,⊥h = 2π
(
h−A

∗
)
0
= 2πf

and thus I∗A,0 is surjective.

We now prove that I∗A,⊥ is surjective. Given f ∈ C∞(M,Cn), we

consider the functions w±1 ∈ Ω±1 given by Lemma 14.6.414.6.4. By Lemma

14.6.514.6.5 we can find odd functions p, q ∈ C∞(SM,Cn) solving the trans-

port equation (X − A∗)p = (X − A∗)q = 0 and with p−1 = w−1 and

q1 = w1. Then the smooth function

w :=

−1∑
−∞

pk +

∞∑
1

qk

satisfies (X − A∗)w = 0 thanks to equation (14.6.314.6.3). Upon defining
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h = w|∂+SM so that w = h−A
∗
, we then obtain that h satisfies (cf.

(14.5.514.5.5))

I∗A,⊥h = −2π
(
(X⊥ − ⋆A∗)h−A

∗
)
0
= 2πi

(
(η−A

∗

+ − η−A
∗

− )w
)
0

= 2πi (η−A
∗

+ (w−1)− η−A
∗

− (w1))

(14.6.414.6.4)
= f,

as desired.

14.7 Adding a matrix field

It is natural to ask if it is possible to give a description of the range of IA,0
when A = A+Φ, where A ∈ Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)).
Adding the matrix field Φ creates a complication since for instance

we cannot separate PA as (14.5.614.5.6) and (14.5.714.5.7). Moreover the opera-

tor X + A no longer maps even/odd functions to odd/even functions.

Nevertheless it is possible to give a characterization of the range as fol-

lows.

Theorem 14.7.1. Let (M, g) be a simple surface and assume that A ∈
Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)). Set A = A + Φ. A function

h ∈ C∞(∂+SM,Cn) is in the range of IA,0 iff there is a function w ∈
S∞
A (∂+SM,Cn) such that h = PAw and

(
wA)

0
= 0.

The theorem is a direct consequence of Proposition 14.5.314.5.3 and the

following surjectivity result.

Theorem 14.7.2. Let (M, g) be a simple surface and assume that A ∈
Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)). Set A = A+Φ. Given f, g ∈
C∞(M), there is w ∈ S∞

−A∗(∂+SM,Cn) such that

I∗A,0w = f, I∗A,⊥w = g.

Note that we have already proved that this holds when Φ = 0. Indeed

an inspection of the proof of Theorem 14.6.114.6.1 shows that the w hitting f

may be chosen even and that hitting g may be chosen odd and adding

them we obtain a w achieving both equations simultaneously. The proof

of Theorem 14.7.214.7.2 in general requires the following lemma:

Lemma 14.7.3. Let (M, g) be a simple surface. Given any f ∈ Ωm and

g ∈ Ωm+1 there exists w ∈ C∞(SM,Cn) such that
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(i) (X −A∗)w = 0,

(ii) wm = f and wm+1 = g.

We leave the proof of this lemma to the interested reader. The key fact

is that IA is injective on Ωm⊕Ωm+1 and hence a microlocal argument as

in the proof of Corollary 8.4.68.4.6 can be carried out. For details of this when

A is skew-Hermitian or scalar we refer to Ainsworth and AssylbekovAinsworth and Assylbekov

(20152015); Assylbekov et al.Assylbekov et al. (20182018).

Exercise 14.7.4. Write down the details of the proof of Theorem 14.7.214.7.2

using Lemma 14.7.314.7.3.
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15

Open problems and related topics

In this final chapter we summarize the open problems we have encoun-

tered in the text and we add additional ones including some discussion

on their significance. We conclude with a brief account of various related

topics.

15.1 Open problems

We start with a basic local uniqueness problem.

Open problem 1. Let (M, g) be a surface with boundary and let x ∈
∂M be a point such that the boundary is strictly convex near x. Let O
be a sufficiently small open set containing x. Given a smooth function

on O that integrates to zero along every geodesic in O running between

boundary points, is it true that f must be zero near x?

For the case of a ball in the plane with the standard flat metric a

positive answer is given by Theorem 1.2.91.2.9 and in dimensions ≥ 3 this

question is resolved in Uhlmann and VasyUhlmann and Vasy (20162016).

The next three questions are for simple surfaces.

Open problem 2. Let G denote the set of C∞ simple metrics g on the

surface M . Describe the range of the scattering relation g 7→ αg.

In general very little is known about the range of non-linear forward

maps like the scattering relation. The description of the range is of

importance when implementing numerical schemes for solving inverse

problems, particularly when initializing algorithms. For the non-Abelian

X-ray transform, a fairly satisfactory solution to the range description

problem is given in Bohr and PaternainBohr and Paternain (20212021) in terms of a non-linear
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analogue of the map P that appears in Proposition 9.6.19.6.1. This map

is constructed using Birkhoff factorizations of invertible Hermitian first

integrals.

Given the close connection between the scattering relation and the

Calderón problem, as explained in Theorem 11.5.111.5.1, it should be men-

tioned that a description of the range for the Dirichlet-to-Neumann map

for simply connected surfaces is given in (SharafutdinovSharafutdinov, 20112011, Theorem

1.3).

Open problem 3. Let (M, g) be a simple surface and letW : L2(M) →
C∞(M) be the smoothing operator introduced in Chapter 99. Let f ∈
L2(M) be such that Wf ± if = 0. Is it true that f = 0?

Note that by the arguments in Section 9.39.3 the question has a positive

answer if g is sufficiently close to a metric of constant curvature in the

C3-topology, so thatW becomes a contraction in L2. If a positive answer

holds for any simple surface, then in the formula from Theorem 9.4.119.4.11 we

may solve for f in the left hand side by inverting Id+W 2 thus providing

a full inversion formula for I0.

Open problem 4. Let (M, g) be a simple surface and let a ∈ ⊕N−NΩk
be an attenuation with finite vertical Fourier expansion. Is it true that

Ia,0 is injective?

As we mentioned at the end of Chapter 1212 there is no characterization

of those weights ρ for which Iρ is injective. Restricting to attenuations

with finite Fourier content in the simple case seems to be a reasonable

next step. Even an answer to the question for the case of a ∈ Ωk for

k ̸= 0,±1 would be of great interest.

We can of course ask all these questions for non-trapping surfaces with

strictly convex boundary, but we limit ourselves to the most basic one.

Open problem 5. Let (M, g) be a compact non-trapping surface with

strictly convex boundary. Is it true that I0 is injective?

A solution to the local uniqueness problem would give an answer to

this question by a layer stripping argument, using the fact that any

surface (M, g) as above admits a strictly convex function (Betelú et al.Betelú et al.,

20022002; Paternain et al.Paternain et al., 20192019).
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15.2 Related topics

In this text we have focused mostly on geodesic X-ray transforms and re-

lated rigidity questions on simple or non-trapping manifolds with strictly

convex boundary, with an emphasis on the two-dimensional case. There

are several ways in which one can relax these requirements and each one

takes to an active avenue of research. There are also other related geo-

metric inverse problems that have not been discussed in this text. In this

section we briefly discuss some of these topics without being exhaustive.

X-ray transforms and boundary ridigity in dimensions n ≥ 3.

When n = dimM ≥ 3 the methods in Chapters 1010–1414 that were largely

based on holomorphic integrating factors are not available. However, the

problem of inverting the geodesic X-ray transform is formally overdeter-

mined when n ≥ 3 (the measurement If lives on an (2n−2)-dimensional

manifold whereas the unknown f depends on n variables), and there is

a set of methods that only applies when n ≥ 3. One of the main results

is Uhlmann and VasyUhlmann and Vasy (20162016), which states that the local geodesic X-ray

transform is injective near any point where the boundary is strictly con-

vex. By a layer stripping argument this implies that the X-ray transform

is injective on strictly convex non-trapping manifolds that satisfy a foli-

ation condition (i.e. admit a foliation by strictly convex hypersurfaces).

Such manifolds may have conjugate points, but when n ≥ 3 it is not

known if simple manifolds satisfy the foliation condition.

The method in Uhlmann and VasyUhlmann and Vasy (20162016) is microlocal and it is based

on studying a localized normal operator in the scattering calculus of Mel-

rose. This method is used in Stefanov et al.Stefanov et al. (20162016, 20212021) to study the

boundary rigidity problem and X-ray transforms on 1- and 2-tensors on

manifolds satisfying the foliation condition. The case of matrix weights is

considered in Paternain et al.Paternain et al. (20192019), which also contains a detailed anal-

ysis of the foliation condition. There are several related results and we

refer to the surveys Ilmavirta and MonardIlmavirta and Monard (20192019); Stefanov et al.Stefanov et al. (20192019)

for references.

Analytic microlocal methods. In the study of X-ray transforms and

related problems one may be able to obtain improved results if the un-

derlying structures (the manifold, metric and weight) are real-analytic.

The main idea is that then the normal operator of the X-ray transform

is an elliptic analytic pseudodifferential operator, and it can be inverted

modulo an analytic smoothing operator. One can then combine analytic-
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ity with infinite order vanishing at the boundary to show that the normal

operator is injective, instead of just invertible modulo smoothing.

This scheme was employed in Boman and QuintoBoman and Quinto (19871987) to show that

the weighted Euclidean X-ray transform is invertible for real-analytic

weights. In Stefanov and UhlmannStefanov and Uhlmann (20052005) it was proved that the X-ray

transform on 2-tensors is solenoidal injective on generic simple manifolds

including real-analytic ones, and this was used to show local unique-

ness and stability near generic simple metrics in the boundary rigidity

problem. These results were extended to some non-simple real-analytic

manifolds in Stefanov and UhlmannStefanov and Uhlmann (20092009). Local injectivity results for

the X-ray transform on analytic simple manifolds are given in KrishnanKrishnan

(20092009); Krishnan and StefanovKrishnan and Stefanov (20092009).

Closed manifolds. There are well known similarities between the main

setting treated in this book – that of simple manifolds – and the case of

closed manifolds with Anosov geodesic flows. In particular, the Pestov

identity applies equally well in both settings and in the Anosov case the

link with the transport equation is established via Livsic theorems. The

geodesic X-ray transform in the closed case corresponds to integration

along periodic geodesics, and tensor tomography problems appear natu-

rally. Related inverse problems involve transparent connections, marked

length spectral rigidity, and spectral rigidity.

Spectral rigidity of negatively curved surfaces goes back to Guillemin and KazhdanGuillemin and Kazhdan

(1980a1980a), and this was extended to any dimension in Guillemin and KazhdanGuillemin and Kazhdan

(1980b1980b); Croke and SharafutdinovCroke and Sharafutdinov (19981998). Marked length spectral rigid-

ity for negatively curved surfaces was established in OtalOtal (19901990); CrokeCroke

(19901990). Spectral rigidity of closed Anosov surfaces is due to Paternain et al.Paternain et al.

(2014a2014a), and the X-ray transform on tensors is studied in GuillarmouGuillarmou

(2017a2017a). New results on marked length spectral rigidity are given in

Guillarmou and LefeuvreGuillarmou and Lefeuvre (20192019). Transparent connections were first stud-

ied in PaternainPaternain (20092009) and further results are in Guillarmou et al.Guillarmou et al.

(20162016). We refer the reader to LefeuvreLefeuvre (20212021) for a recent survey and

more references on these topics.

Non-convex boundaries. If we drop the assumption that the bound-

ary is strictly convex but we keep the non-trapping property, the exit

time function τ may no longer be continuous and one can have glancing

geodesics. However, some good progress has been made in this direction.

For instance Stefanov and UhlmannStefanov and Uhlmann (20092009) shows that it is possible to

determine the jet of a Riemannian metric at the boundary from its

(possibly discontinuous) lens data, while DairbekovDairbekov (20062006) proves ten-
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sor tomography results. The more recent work Guillarmou et al.Guillarmou et al. (20212021)

essentially manages to remove the strict convexity assumption in two

dimensions for many of the results in the present text.

Trapping. Allowing for some form of trapping in geometric inverse

problems presents considerable challenges. There is a particularly suc-

cessful scenario in which one allows a specific form of trapping by de-

manding the trapped set to be a hyperbolic set for the geodesic flow.

The work by GuillarmouGuillarmou (2017b2017b) provides a major breakthrough in this

direction for the lens rigidity problem. The non-Abelian X-ray transform

in the presence of a hyperbolic trapped set is studied in Guillarmou et al.Guillarmou et al.

(20162016). For other developments, see Guillarmou and MonardGuillarmou and Monard (20172017); Guillarmou and MazzucchelliGuillarmou and Mazzucchelli

(20182018); LefeuvreLefeuvre (20202020).

When the trapped set is not assumed to be hyperbolic, very little is

known. Notable exceptions are given in CrokeCroke (20142014); Croke and HerrerosCroke and Herreros

(20162016). In CrokeCroke (20142014) the flat cylinder in any dimensions ≥ 3 is shown

to be scattering rigid, while Croke and HerrerosCroke and Herreros (20162016) discuss the two-

dimensional situation for lens rigidity (it turns out that the flat Möbius

band is not scattering rigid).

Obstacles. Another interesting variation is the introduction of obstacles

so that the geodesics reflect at their boundaries and one studies the

geodesic X-ray transform over broken rays. The known injectivity results

in this case are for non-positive curvature and when there is just one

obstacle with strictly concave boundary (as seen from the manifold),

see Ilmavirta and SaloIlmavirta and Salo (20162016); Ilmavirta and PaternainIlmavirta and Paternain (20202020). A similar

broken X-ray transform arises in the Calderón problem with partial data

(Kenig and SaloKenig and Salo, 20132013, 20142014) and there are related open questions even

in the unit disk. See the thesis IlmavirtaIlmavirta (20142014) for references to known

results.

Non-compact manifolds. Most of the theory in this monograph is

in the setting of compact manifolds with boundary. However, it is also

natural to study geodesic X-ray transforms and inverse problems on

non-compact manifolds and for functions satisfying certain decay con-

ditions at infinity. The most classical case is Rn (see Chapter 11), and

there are analogous results on homogeneous and symmetric spaces based

on Fourier methods (HelgasonHelgason, 20112011). Geodesic X-ray transforms and

rigidity questions have also been studied on Cartan-Hadamard manifolds

(Lehtonen et al.Lehtonen et al., 20182018), asymptotically hyperbolic manifolds (Graham et al.Graham et al.,

20192019) and asymptotically conic manifolds (Guillarmou et al.Guillarmou et al., 20202020).
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Curves other than geodesics. It would be natural to extend all

this theory to more general classes of curves. By this we mean replac-

ing geodesics by other natural set of curves like magnetic geodesics or

geodesics of affine connections with torsion (thermostats). Concerning

magnetic geodesics, the tensor tomography problem in two dimensions

is solved in AinsworthAinsworth (20132013) using the ideas presented here and the

results in Dairbekov et al.Dairbekov et al. (20072007). See also Assylbekov and DairbekovAssylbekov and Dairbekov

(20182018).

Calderón problem. We have only discussed the Calderón problem

of determining a metric g up to gauge from the Dirichlet-to-Neumann

map Λg in the two-dimensional case. This problem is open in dimen-

sions ≥ 3 but there are positive results when the metric is real-analytic

(Lee and UhlmannLee and Uhlmann, 19891989; Lassas and UhlmannLassas and Uhlmann, 20012001; Lassas et al.Lassas et al., 2003a2003a,

20202020), or Einstein (Guillarmou and Sá BarretoGuillarmou and Sá Barreto, 20092009). In the absence of

real-analyticity, it is known that one can determine g in a fixed conformal

class if one restricts to certain conformally transversally anisotropic man-

ifolds Dos Santos Ferreira et al.Dos Santos Ferreira et al. (20092009, 20162016). These works also address

the problem of determining a potential q(x) in the Schrödinger equation

(−∆g + q)u = 0 in M . Incidentally, the previous works employ the at-

tenuated geodesic X-ray transform when recovering the coefficients. In

the two-dimensional case the problem of determining a potential q has

been solved on any compact Riemann surface with boundary, even with

partial data (Guillarmou and TzouGuillarmou and Tzou, 20112011). However, if one measures the

Dirichlet and Neumann data on disjoint sets there are counterexamples

to uniqueness (Daudé et al.Daudé et al., 20192019). There is a very large literature on

various aspects of this problem in the Euclidean case. We refer to the

survey UhlmannUhlmann (20142014) for references.
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Guillarmou, Colin, and Sá Barreto, Antônio. 2009. Inverse problems for Ein-
stein manifolds. Inverse Probl. Imaging, 3(1), 1–15.

Guillarmou, Colin, and Tzou, Leo. 2011. Calderón inverse problem with partial
data on Riemann surfaces. Duke Math. J., 158(1), 83–120.

Guillarmou, Colin, Paternain, Gabriel P., Salo, Mikko, and Uhlmann, Gunther.
2016. The X-ray transform for connections in negative curvature. Comm.
Math. Phys., 343(1), 83–127.

Guillarmou, Colin, Lassas, Matti, and Tzou, Leo. 2020. X-ray Transform
in Asymptotically Conic Spaces. International Mathematics Research
Notices, Nov.

Guillarmou, Colin, Mazzucchelli, Marco, and Tzou, Leo. 2021. Boundary and
lens rigidity for non-convex manifolds. Amer. J. Math., 143(2), 533–575.

Guillemin, Victor. 1975. Some remarks on integral geometry. Tech. report,
MIT.

Guillemin, Victor. 1976. The Radon transform on Zoll surfaces. Advances in
Math., 22(1), 85–119.

Guillemin, Victor, and Kazhdan, David. 1980a. Some inverse spectral results
for negatively curved 2-manifolds. Topology, 19(3), 301–312.

Guillemin, Victor, and Kazhdan, David. 1980b. Some inverse spectral results
for negatively curved n-manifolds. Pages 153–180 of: Geometry of the
Laplace operator (Proc. Sympos. Pure Math., Univ. Hawaii, Honolulu,
Hawaii, 1979). Proc. Sympos. Pure Math., XXXVI. Amer. Math. Soc.,
Providence, R.I.

Guillemin, Victor, and Sternberg, Shlomo. 1977. Geometric asymptotics.
Mathematical Surveys, No. 14. American Mathematical Society, Provi-
dence, R.I.



349

Gunning, Robert C., and Rossi, Hugo. 1965. Analytic functions of several
complex variables. Prentice-Hall, Inc., Englewood Cliffs, N.J.

Hall, Brian. 2015. Lie groups, Lie algebras, and representations. Second edn.
Graduate Texts in Mathematics, vol. 222. Springer, Cham. An elemen-
tary introduction.

Helgason, Sigurdur. 1999. The Radon transform. Second edn. Progress in
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