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Chapter 1

Background

This chapter sets the notation and reviews the background material that
will be used throughout the rest of the book. The reader can safely skim
this chapter during the first pass and refer back to it when necessary. The
discussion is purposefully kept brief. The comments section at the end of
the chapter lists references where a more detailed treatment may be found.

Roadmap. Sections review basic constructs of linear algebra, in-
cluding inner products, norms, linear maps and their adjoints, as well as
eigenvalue and singular value decompositions. Section establishes nota-
tion for basic set operations, such as sums and images/preimages of sets.
Section focuses on topological preliminaries; the main results are the
Bolzano-Weierstrass theorem and a variant of the extreme value theorem.
The final Sections formally define first and second-order derivatives
of multivariate functions, establish estimates on the error in Taylor approx-
imations, and deduce derivative-based conditions for local optimality. The
material in Sections is often covered superficially in undergraduate
courses, and therefore we provide an entirely self-contained treatment.

1.1 Inner products and linear maps

Throughout, we fix an Fuclidean space E, meaning that E is a finite-
dimensional real vector space endowed with an inner product (-,-). Recall
that an inner-product on E is an assignment (-,-): E x E — R satisfying
the following three properties for all z,y, z € E and scalars a,b € R:

(Symmetry) (z,y) = (y,z)
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(Bilinearity) (az + by, z) = a(z, z) + b(y, 2)

(Positive definiteness) (z,z) > 0 and equality (z,z) = 0 holds if and
only if x = 0.

The most familiar example is the Euclidean space of n-dimensional col-
umn vectors R", which we always equip with the dot-product

n
=1

One can equivalently write (z,y) = 27y. We will denote the coordinate
vectors of R™ by e; and for any vector x € R", the symbol z; will denote
the i’th coordinate of x. A basic result of linear algebra shows that all
Euclidean spaces E can be identified with R"™ for some integer n, once an
orthonormal basis is chosen. Though such a basis-specific interpretation
can be useful, it is often distracting, with the indices hiding the underlying
geometry. Consequently, it is often best to think coordinate-free.

The space of real m x n-matrices R™*" furnishes another example of an
Euclidean space, which we always equip with the trace product

(X,Y) =tr XTY.

Some arithmetic shows the equality (X,Y) = >, ; X;;Yj;. Thus the trace
product on R™*" coincides with the usual dot-product on the matrices
stretched out into long vectors. An important Euclidean subspace of R™*™
is the space of real symmetric n X n-matrices S™, along with the trace product
(X,Y) =tr XY.

For any linear mapping A: E — Y, there exists a unique linear mapping
A*: Y — E, called the adjoint, satisfying

(Az,y) = (x, A™y) for all points reE yeY.

In the most familiar case of E = R” and Y = R™, any linear map A can
be identified with a matrix A € R"*", while the adjoint .A* may then be
identified with the transpose A”.

Exercise 1.1. Given a collection of real m X m matrices A1, Ao, ..., A,
define the linear mapping A: R™*" — R! by setting

A(X) :

(A, X), (Ag, X), ..., (A1, X)).

Show that the adjoint is the mapping A*y = y1 A1 + y2 42 + ... + Y1 A;.
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Linear mappings A: E — E, between a Euclidean space E and itself,
are called linear operators, and are said to be self-adjoint if equality A = A*
holds. Self-adjoint operators on R" are precisely those operators that are
representable as symmetric matrices. A self-adjoint operator A is positive
semi-definite, denoted A > 0, whenever

(Az,z) >0 for all z € E.

Similarly, a self-adjoint operator A is positive definite, denoted A = 0, when-
ever

(Az,z) >0 for all 0 £z € E.

For any two linear operators A and B, we will use the notation A — B = 0
to mean A = B. The notation A — B > 0 is defined similarly.

1.2 Norms

A normon a vector space V is a function ||-||: V — R for which the following
three properties hold for all point x,y € V and scalars a € R:

(Absolute homogeneity) ||az| = |a| - ||z|
(Triangle inequality) ||z +y|| < [lz[| + [|y||
(Positivity) Equality ||z|| = 0 holds if and only if = 0.

The inner product in the Euclidean space E always induces a norm ||z|| =
\/ (z,z). Unless specified otherwise, the symbol ||z| for x € E will always
denote this induced norm. For example, the dot product on R induces the

usual 2-norm ||z||2 = /2% + ...+ 22, while the trace product on R"™*"
induces the Frobenius norm || X||p := /tr (XTX). The Cauchy—Schwarz
inequality guarantees that the induced norm satisfies the estimate:

@,y <zl -lyll forall z,y € E. (1.1)

Other important examples of norms are the [,-norms on R":

]|, = (|1 [P 4. ..+ |zaP)/P for 1 <p< oo
P max{|z1l,..., |zn|} for p = oo :

The most notable of these are the l1, I3, and I, norms; see Figure [I.1
For an arbitrary norm | - || on E, the dual norm || - ||* on E is defined by

[o][* := max{(v, ) : [l=] < 1}.
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Figure 1.1: Unit balls of £,-norms.

Thus ||v[|* is the maximal value that the linear function = — (v,z) takes
over the closed unit ball of the norm || - ||. For example, the [, and [, norms
on R" are dual to each other whenever p~! + ¢~! =1 and p,q € [1,00]. In
particular, the f>-norm on R is self-dual; the same goes for the Frobenius
norm on R"*™ (why?). More generally, it follows directly from that
the norm induced by the inner product in E is always self-dual. For an
arbitrary norm || - || on E, the generalized Cauchy-Schwarz inequality holds:

[z, )| <zl - [lyll® forallz,y € E.

All norms on E are “equivalent” in the sense that any two are within a
constant factor of each other. More precisely, for any two norms p;(-) and
p2(+), there exist constants «, 5 > 0 satisfying

api(z) < pa(x) < Bpi(z) for all x € E.
Case in point, for any vector x € R™, the relations hold:
lzll2 < llzlly < Vnllzl2
zlloe < llzll2 < vnll]lo
[2]loe < [lzfly < nll2]lco-

For our purposes, the term “equivalent” is a misnomer: the proportionality
constants «, 8 strongly depend on the (often enormous) dimension of the
vector space E. Hence measuring quantities in different norms can yield
strikingly different conclusions.

1.3 Eigenvalue and singular value decompositions

of matrices

The symbol S™ will denote the set of n X n real symmetric matrices

S":={X e R™”": XT = X},
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while O(n) will denote the set of n x n real orthogonal matrices:
On) ={X eR¥": XTX =xxT =1}.

A number A € R is an eigenvalue of a symmetric matrix A € S"*" if there
exists a vector 0 # v € R” satisfying Av = Av. Any such vector v is called
an eigenvector corresponding to X\. Thus the eigenvalues of A are precisely
the roots of the characteristic polynomial

A — det(A — AI).

A central result of linear algebra shows that all n roots of this polynomial
are real, when A is symmetric. We may therefore fix an ordering and denote
the eigenvalues of A by

A(A) > Aa(A) > ... > Aa(A).

Any symmetric matrix A € S™ admits an eigenvalue decomposition,
meaning a factorization of the form

A=UAUT, (1.2)

where U € O(n) is orthogonal and A € S™ is a diagonal matrix. The diag-
onal elements of A are precisely the eigenvalues of A and the columns of U
are corresponding eigenvectors. A simple consequence of the decomposition
(1.2) is the Rayleigh-Ritz theorem, which guarantees the relation:
A(A) < A8 3 ) for all w e R {0},
(u, )

Thus the two conditions, A = 0 and A,(A) > 0 are equivalent; similarly,
A+ 0 if and only A\,(A) > 0. An important consequence of the eigenvalue
decomposition is that a matrix A € S™ is positive semidefinite if and
only if there exists a matrix B € S™ satisfying A = BB (why?). The matrix
B is called the square root of A, and is denoted by B = AY/2.

More generally, any rectangular matrix A € R™*" admits a singular
value decomposition, meaning a factorization of the form

A=UxvVT,

where U € O(m) and V € O(n) are orthogonal matrices and ¥ € R™*" is a
diagonal matrix with nonnegative diagonal entries. The diagonal elements
of ¥ are uniquely defined and are called the singular values of A. Supposing
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without loss of generality m < n, the singular values of A are precisely the
square roots of the eigenvalues of AA”, and we denote them by

01(A) > 02(A) > ... > on(A) > 0.

In particular, the maximal singular-value o1(A) coincides with the operator
norm of A, defined as
[Allop := sup [|Az].

z:||z||<1

See Figure [1.2] for an illustration.

Figure 1.2: The shaded ellipse is the image of the unit disk by a nonsingular
matrix A € R?*2. The radii of the circumscribed and inscribed circles are
01(A) and o3(A), respectively.

Exercise 1.2. Given a positive definite matrix A € S™, show that the
assignment <v W) A Av ,w) is an inner product on R", with the induced
norm |jvljla = +/( Av v). Show that the dual norm with respect to the
original inner product (- ,~> is [|v]|% = [[v]a-1 = V(A7 v, v).

[Hint: Use the fact that any positive definite matrix A admits a square
root.|

1.4 Set operations

In this section, we review notation for sums, generated cones, and im-
ages/preimages of sets. For any two sets A, B C E and A € R, define
the set operations:

M :={)la:a€ A} and A+ B:={a+b:acA, be B}.



1.5. POINT-SET TOPOLOGY AND EXISTENCE OF MINIMIZERS 7

Thus the points in AA are simply the points in A scaled by A. One can
visualize the sum A + B by writing it more suggestively as

A+B=|]J(a+B).
a€A

Thus A+ B is formed from the union of the shifted sets a + B over all points
a € A. In particular, forming the sum of a set A C E and a unit ball B in
E has the affect of “fattening” A. The symbol A — B is defined similarly.
The cone generated by a set A C E will be denoted by

RiA:={ x:xe€ A \>0}.

See Figure for an illustration of the generated cone and sum operation.

/8 y

(a) Generated cone. (b) Disk plus square.

Figure 1.3: Sum and cone operations.

For any map F: E — Y and sets A C E and B C Y, define the two sets
FA={F(z):z € A} and  F 'B={x:Fxc B}

The set FA is called the image of A under F, while F~!B is called the
preimage of B under F. Notice that the sum A + B can also be written as
the linear image of the product set @ := Ax B under the map F(z,y) = x+vy.

1.5 Point-set topology and existence of minimizers

The symbol B, (x) will denote an open ball of radius r around a point z,
namely B,(z) := {y € E : |ly — z|]| < r}. We will denote the open unit
ball by B. The closure of a set Q C E, denoted clQ, consists of all points
x such that the ball B.(x) intersects @ for all € > 0; the interior of @,
written as int (), is the set of all points x such that () contains some open
ball around . We say that @) is an open set if it coincides with its interior
and a closed set if it coincides with its closure. Any set @) in E that is closed
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and bounded is called a compact set. We will often use the following result
without explicitly quoting it.

Theorem 1.3 (Bolzano-Weierstrass). Any sequence in a compact set Q C E
admits a subsequence converging to a point in Q).

It will often be convenient to allow functions to take infinite values.
Consequently, define the extended real line R := R U {£oo}. The limit
inferior and limit superior of any sequence {r;} C R are defined by

liminf r; = lim {inf rj} and limsup r; = lim {sup Tj} .

1—00 i—o0 | j>1 =00 i—=00 | j>4

For any function f: E — R and a point = € E, we set

The symbol limsup,,_,, f(y) is defined similarly, with sup replacing inf.

A basic question one can ask when minimizing a function f: E — R
is whether a minimizer even exists. For example, the infimal value of the
function f(x) = e® is zero and yet this value is not attained at any point.
A standard way to ensure that a function has minimizers, which we now
discuss, is by assuming (1) compactness and (2) a mild continuity property.

Definition 1.4 (Lower-semicontinuous). A function f: E — R is lower-
semicontinuous at x € B if the inequality liminf,_,, f(y) > f(«) holds. If
f is lower-semicontinuous at every point x € E, then we call f closed.

Intuitively, lower-semicontinuity of f at x asserts that the function values
cannot suddenly jump down as one moves slightly away from z. For example,

the step function
-1 ifz<0
-

1 ifxz>0
is not lower-semicontinuous at x = 0 since lim; ;o f(—i~!) = —1 < £(0). If
instead we redefine f(0) = —1, then the function becomes lower-semicontinuous;

see Figure [1.4]

The following exercise shows that f is lower-semicontinuous at every
point in E if and only if its epigraph—the set above the graph—is a closed
set, thereby explaining why Definition calls such functions closed. The
geometry of the epigraph will play a central role in the later chapters.
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e —

f

e —

(a) Closed. (b) Not closed.

Figure 1.4: Closed functions.

Exercise 1.5. 4 Show that a function f: E — R is closed if and only if
the set, {(z,r) e Ex R : f(z) < r}, is closed.

The following exercise shows that the infimal value of a closed function
on a compact set is always attained.

Exercise 1.6 (Existence of minimizers on compact sets). # Consider a
closed function f: E — R and a nonempty compact set () C E. Then the
infimum value inf e f(x) is attained at some point in Q.

[Hint: Apply the Bolzano-Weierstrass Theorem to the sequence z; € @
satisfying f(x;) — infg f and invoke lower-semicontinuity.]

An important downside of the above exercise is it only guarantees exis-
tence of minimizers over compact sets. In light of the exponential example
mentioned previously, if we wish to guarantee existence of minimizers over
E, then we must focus on a favorable class of functions.

Definition 1.7 (Coercive). A function f: E — R is coercive if for any
sequence x; with ||z;|| — oo, it must be that f(x;) — +oc.

Equivalently, a function f is coercive precisely when the sublevel sets
{z : f(x) < r} are bounded for every r € R (check this!). For example, the
function f(z) = e® is coercive while the exponential f(z) = e? is not.

Exercise 1.8 (Existence of unconstrained minimizers). # Any coercive
closed function f: E — R has a minimizer.
[Hint: Choose 7 € R such that the sublevel set £L = {z : f(z) < r} is

nonempty and apply Exercise ]
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1.6 Differentiability

For the rest of the section, let E and Y be two Euclidean spaces, and U
an open subset of E. A mapping F': Q — Y, defined on a subset ) C E,
is continuous at a point z € @ if for any sequence x; in () converging to
x, the values F(z;) converge to F(z). We say that F' is continuous if it is
continuous at every x € Q. We say that F' is L-Lipschitz continuous if

1F(y) — F(z)|| < Llly — «f| forall z,y € Q.

If F if L-Lipschitz continuous with L € [0,1), then we call F' a contraction.
If instead, F' is 1-Lipschitz continuous, we say that F' is nonexpansive.

A function f: U — R is differentiable at a point x in U if there exists a
vector, denoted by V f(z) € E, satisfying

i L@+ H) = (@) = (Vi (), )

h—0 Al

= 0. (1.3)

In words, the estimate (|1.3|) means that as h tends to zero, the error f(x +
h) — f(z) —(Vf(z), h) tends to zero faster than any linear function. Rather
than carrying fractions around, which can be cumbersome, it is convenient
to introduce the following notation. The symbol o(r) will always stand for a
term satisfying 0 = lim, g o(r)/r. Then the equation simply amounts
to the expression

f(@+h) = f(x) + (Vf(x), h) + o([h]]).

The term o(||h||) is informally called a first-order error because it decays to
zero faster than any linear function, as h tends to zero. The vector V f(z)
is called the gradient of f at x. In the most familiar setting E = R", the
gradient is simply the vector of partial derivatives

of(z)
01
of(x)

Vi@ =|

97 (x)
0Ty

If the gradient mapping = — Vf(x) is well-defined and continuous on U,
we say that f is C'-smooth. If the gradient satisfies the stronger Lipschitz

property
IVfy) = V@) <Blly—=x| holds for all x,y € U,
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then we say that f is 8-smooth.
More generally, a mapping F': U — Y is differentiable at © € U if there
exists a linear mapping from E to Y, denoted by VF(z), satisfying

F(x+h)=F(x) + VF(x)h + o(||h]]).

The linear mapping V F'(z) is called the Jacobian of F at x. If the assignment
x +— VF(z) is continuous, we say that F is C'-smooth. In the most familiar
setting E = R™ and Y = R, we can write F' in terms of coordinate
functions F(z) = (Fi(x),..., Fy(x)), and then the Jacobian is simply

URET\ (e ohw o

T 8F3?:L’) (9Fm ) an(lac)

VF(z) = V) _| om Baz 0 Oom
VE,(x)T BFn;(a:) aF;(a:) 8F7;L(x)

o1 0o OTn

Finally, we introduce second-order derivatives. A C'-smooth function
f: U — R is twice differentiable at a point x € U if the gradient map
Vf: U — E is differentiable at . Then the Jacobian of the gradient
V(Vf)(x) is denoted by V2f(x) and is called the Hessian of f at x. Unrav-
eling notation, the Hessian V2f(x) is characterized by the condition

Vi@ +h)=Vf(z)+ V2 f@)h+o(|h]).

If the map x + V2f(x) is continuous, we say that f is C2-smooth. If f is
indeed C2-smooth, then a basic result of calculus shows that V2f(z) is a
self-adjoint operator.

In the standard setting E = R"™, the Hessian is the matrix of second-
order partial derivatives

9% f(x) 9% f(x) 02 f1(x)
Oz Ox10xy '  Ox10zn,
Pflx)  2f(z) 9% f(x)
VQf(.’L') _ Ox20x1 8x§ Tt Qx0T
@) () 2 (x)
Oxndry  Oxndra =~ °° ox2

This matrix is symmetric, as long as it varies continuously with x in U.

Exercise 1.9. & Define the function
f(z) = $(Az,2) + (v,z) + ¢

where A: E — E is a linear operator, v lies in E, and ¢ is a real number.
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1. Show that if A is replaced by the self-adjoint operator (A + .A*)/2, the
function values f(z) remain unchanged.

2. Assuming A is self-adjoint, derive the equations:

Vf(x)=Ar+v and V3f(z) = A

3. Assuming A is self-adjoint, show that f is coercive if and only if A is
positive definite.

Exercise 1.10. Define the function f(z) = %||F(z)||?, where F: E — Y is
a C'-smooth mapping. Prove the identity V f(x) = VF(x)*F(z).

Exercise 1.11. & Consider a function f: E — R and a linear mapping
A:Y — E and define the composition h(z) = f(Az).

1. Show that if f is differentiable at Ax, then

Vh(z) = A*Vf(Az).

2. Show that if f is twice differentiable at Ax, then

V2h(z) = A*V? f(Az)A.

Exercise 1.12. 4 Define the two sets

R}, ={zeR":z; >0foralli=1,...,n},
ST, ={XeSs": X >0}

Consider the two functions f: R}, — R and F': 8%, — R given by

flx)=— Zlog x; and F(X) = —logdet(X),
i=1

respectively. Note, from basic properties of the determinant, the equality
F(X) = f(MX)), where we set A(X) := (A (X),..., An(X)).
1. Find the derivatives V f(z) and V2f(z) for z € R .

2. Using the property tr (AB) = tr(BA), prove VF(X) = —X~! and
V2E(X)[V] = X"'VX~! for any X >~ 0.

[Hint: To compute VF(X), justify

F(X+tV)—-F(X)+t(X ', V) = —logdet(I+tX 2V X 1/2)4t.4r (X 12V X 1/2),
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By rewriting the expression in terms of eigenvalues of X ~1/2VX~1/2,
deduce that the right-hand-side is o(¢). To compute the Hessian, observe

(X +V)l = x—1/2 <I+X_1/2VX_1/2)_1X_1/2,
and then use the expansion
I+A) ' '=T-A+A-A%+ . =T-A+0(|A]2,),

whenever ||Allop < 1. ]

3. Show ) )
(VPF(X)[V],V) =X 2VX 2}

for any X = 0 and V € S”. Deduce that the operator V2F(X): S® — S»
is positive definite.

1.7 Accuracy in approximation

Recall that a set U in E is convez if for any two points =,y € U and real
A € [0,1], the point Az + (1 — A\)y lies in U. In other words, a set U is
convex if and only if the line segment joining any two point z,y € U lies
entirely in U. Throughout the rest of the section, we let U be an open,
convex subset of E. Consider a function f: U — R and a point x € U.
Multivariate calculus identifies the following two functions as the “best”
linear and quadratic approximations of f near x, respectively:

lo(y) := f(z) + (V[ (2),y — ),
Qu(y) = f(2) +(Vf(x),y — 2) + 3(V*f(2)(y — 2),y — ).

The goal of this section is to quantify how closely I, (y) and Q(y) approxi-
mate f(y) under various smoothness assumptions on f. All results will fol-
low quickly by restricting multivariate functions to line segments and then
applying the fundamental theorem of calculus. To this end, the following
observation plays a basic role.

Exercise 1.13. @ Consider a function f: U — R and two points x,y € U.
Define the univariate function ¢: [0,1] — R given by ¢(t) = f(x +t(y — z))
and let x; :== z + t(y — x) for any t.

1. Show that if f is C'-smooth, then equality

O'(t) = (Vf(xt),y —z) holds for any t € (0,1).
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2. Show that if f is C%-smooth, then equality
©"(t) = (V2f(2¢)(y — x),y — x)  holds for any t € (0,1).
The following theorem precisely quantifies the gap between f(y) and its
linear and quadratic models, I;(y) and Q(y).

Theorem 1.14 (Accuracy in approximation). Consider a C'-smooth func-
tion f: U — R and two points x,y € U. Then we have

1
f@)z@@%+A<Vﬂx+dy—@)—vf®%y—@dt (1.4)

If f is C%-smooth, then the equation holds:

1 t
ﬂwzQuw+[;A«v%uww@—x»—v%@»@—@y—xmﬂw

Proof. Define the univariate function ¢(t) := f(x + t(y — x)). The funda-
mental theorem of calculus yields the relation

1 1
ww—ﬂ®=4¢®ﬁ=¢®+é¢@—¢@ﬁ

Using Exercise directly yields (T.4). Suppose now that f is C2-smooth.
Applying the fundamental theorem of calculus twice yields

1 1 t
w@—ﬂ@z%¢@ﬁ=/wWH/w%Mwﬁ

0 0
/ 1 ! ! ! ! /!
=@ (0)+5¢7(0) + ; 0@(8)-@(0)6186#-
Appealing to Excercise the result follows. O

Theorem has a number of important consequences, two of which we
derive now. The first consequence of Theorem that we will often use
is summarized in Corollary The result shows that when the gradient
mapping V f is -Lipschitz continuous, one can replace the error term o( ||y —
z||) in the definition of the gradient by a quadratic gHy — z||?, with the
estimation being accurate uniformly over all = and y.

Corollary 1.15 (Accuracy in approximation under Lipschitz conditions).
Suppose that f: U — R is a B-smooth function. Then for any points x,y €
U the inequality

f) = L@)| < Sly—=|* holds. (1.5)

N |
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Proof. Taking absolute values in (1.4]) yields

1
) - Ly)] < /0 (Ve + by — 2)) — Vf(@),y — )| dt

1
< [191G =) - V@l - sl 10
1
<l =l ([ tdt) = Sl -l (1)

where ([1.6]) follows from the Cauchy—Schwarz inequality and (1.7 uses Lip-
schitz continuity of V f. O

Exercise 1.16. Consider a function f: U — R that is C?-smooth. Show
that f is S-smooth if and only if the inequality ||V?f(z)|lop < B holds.

The estimate (1.5 has a nice geometric interpretation. Observe that the
inequality amounts to the two-sided bound

Le(w) ~ Dlly 2l < ) < L) + 2y — =P

Thus if f is B-smooth, then each point x yields two simple quadratics with
amplitude S that upper-bound and lower-bound f, respectively, and agree
with f at x. See Figure for an illustration.

501

40

Figure 1.5: The black curve depicts the graph of a S-smooth function f; the
blue and red curves depict graphs of the quadratics I,(-) + g” - —z||? and
l.(-) — gH - —x||?, respectively.

The second consequence of Theorem that we will need is summa-
rized in Corollary The result shows that when f is C?-smooth, the
quadratic @.(-) is accurate up to a second-order error. Notice that this
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is not immediate from the definition of the Hessian. Indeed, the Hessian
V2f(x) a priori has no direct connection to the function values themselves,
since it is defined as the Jacobian of the gradient map.

Corollary 1.17 (Second-order expansion). Suppose that f: U — R is C?-
smooth. Then for any point x € U, the estimate holds:

lim M =0. (1.8)
y=r |y — ]

Proof. Fix two point x,y € U and define x4 := x + s(y — z) for s € [0,1].

Using Theorem and the Cauchy—Schwarz inequality, we compute

1 t
_ 222 — V2F(@N)y — o).y — 2| ds
10) =@l < [ [ 1(F2G) = P21 — o).y - )] dsat
1 t
200 ) — U2 f(x oW e — 2l ds
S/O/()”Vf(s) V2 f(@)(y — )| - |ly — x| dsdt

1 pt
< /0 /0 IV2f (25) — V2F(@)llop - ly — || ds dt
<l - I7112)~ 97

)

Since V2 f is continuous, the function z + ||V f(2)—V f(z)|| is uniformly con-
tinuous on any closed ball around z. Therefore, the term max, ¢, ) V2 f(2)—
V2f(x)|lop tends to zero as y tends to x. O

1.8 Optimality conditions for smooth optimization

We end the chapter with derivative-based necessary conditions and sufficient
conditions for a point to be a local minimizer of a smooth function. A
point x is called a local minimizer of a function f: E — R if there exists
a neighborhood @ of x such that f(x) < f(y) for all y € Q. Observe that
naively checking if x is a local minimizer of f from the very definition requires
evaluation of f at every point near x, an impossible task. We now derive
a verifiable necessary condition for local optimality based on the gradient.
Throughout the section, we let U be an open set in E.

Theorem 1.18. (First-order necessary conditions) Suppose that  is a local
minimizer of a function f: U — R. If f is differentiable at x, then equality
Vf(xz) =0 holds.
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Proof. Set v := —V f(x). Then for all small ¢ > 0, the definition of differen-
tiability implies

flx+tv) — f(x o(t
0< 1EXZTD _ g payp+ 22,
Letting ¢ tend to zero yields V f(z) = 0, as claimed. O

To obtain wverifiable sufficient conditions for optimality, higher order
derivatives are required.

Theorem 1.19. (Second-order conditions)
Consider a C?-smooth function f: U — R and fix a point x € U. Then the
following are true.

1. (Necessary conditions) If x € U is a local minimizer of f, then

Vfx)=0 and V2f(z)>=0.

2. (Sufficient conditions) If the relations
Vfx)=0 and V2f(z)>0

hold, then x is a local minimizer of f. More precisely, it holds:

fly) = f(z) > M (V2 f(2)).

liminf
e Ly = af?
Proof. Suppose first that x is a local minimizer of f. Then Theorem [1.18
guarantees V f(z) = 0. Consider an arbitrary vector v € E. Then for all
small ¢ > 0, we deduce from a second-order expansion (|1.8)) the estimate
[z +tv) — f(x) o(t?)
0< 12 = <V2f(x)v,v> + 2

Letting ¢ tend to zero yields (V2 f(x)v,v) > 0 for all v € E, as claimed.

Suppose Vf(z) =0 and V2f(z) = 0. Let € > 0 be such that Be(x) C U.
Then for points y sufficiently close to x, the second-order expansion
yields the estimate

fy) — f(z) :<V2f(x)< y—z > y—= >+0(!y—:rHZ)

Hly — |2 ly—=zl) " ly— =l ly — |2
2
o(lly — x
> M(V2f(2)) + <HHy — 33””2 )

Letting y tend to x, the result follows. O
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The reader may be misled into believing that the role of the necessary
conditions and the sufficient conditions for optimality (Theorem is
merely to determine whether a point x is a local minimizer of a smooth
function f. Such a viewpoint is far too limited.

Necessary conditions serve as the basis for algorithm design. If neces-
sary conditions for optimality fail at a point, then there must be some point
nearby with a strictly smaller objective value. A method for discovering
such a point is a first step for designing algorithms. Sufficient conditions
play an entirely different role. In later chapters, we will later see that suf-
ficient conditions for optimality at a point x guarantee that the function
f is strongly convex on a neighborhood of x. Strong convexity, in turn, is
essential for establishing rapid convergence of numerical methods.

1.9 Rates of convergence

A theoretically sound comparison of numerical methods relies on precise

rates of progress in the iterates. For example, we will predominantly be

interested in how fast the function gap f(zr) — inf f or the distance to a

minimizer ||xp — x*|| tend to zero as a function of the counter k. In this

section, we review three types of convergence rates that we will encounter.
Fix a sequence of real numbers a; > 0 with a; — 0.

Sublinear rate. We will say that ai converges sublinearly if there exist
constants ¢, g > 0 satisfying

c
ap < T for all k.

Larger ¢ and smaller c¢ indicates faster rates of convergence. In particular,

given a target precision £ > 0, the inequality a; < ¢ holds for every k >

(g)l/ 7, The importance of the value of ¢ should not be discounted; the

convergence guarantee depends strongly on this value.

Linear rate. The sequence aj is said to converge linearly if there exist
constants ¢ > 0 and ¢ € (0, 1] satisfying

ap < c¢-(1—q)* for all k.

In this case, we call 1—q the linear rate of convergence. Fix a target accuracy
€ > 0, and let us see how large k needs to be to ensure a; < . To this end,
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taking logs we get

-1 c
c-(1—gf<e «— k>7ln<7>.
(1-q) < “In(1-gq) €
Taking into account the inequality In(1 — ¢) < —¢q, we deduce that the
inequality a; < € holds for every k& > %ln(ﬁ). The dependence on ¢ is
strong, while the dependence on c is very weak, since the latter appears
inside a log.

Quadratic rate. The sequence ay is said to converge quadratically if there
is a constant c satisfying

apy1 < c- a% for all k.

Observe then unrolling the recurrence yields

1 k41
api1 < E(Ca°)2 :

The only role of the constant ¢ is to ensure the starting moment of conver-

gence. In particular, if cag < 1, then the inequality a; < e holds for all
k > logyIn(L) — logy(—1In(cag)). The dependence on c is negligible.

Comments

All results in this chapter can be found in standard textbooks in linear
algebra and real analysis. For more details on the material in Sections 1.1
the reader may refer to the relevant sections Boyd-Vandenberghe [10],
Halmos [16], and Strang [37]. The details of Section can be found in
Rudin [34]. The content of Sections can be found in most advanced
calculus textbooks, such as Apostol |1] and Folland [15].
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Chapter 2

Convex geometry

This chapter introduces the basic geometric and topological properties of
convex sets. The material presented here will, in turn, serve as the foun-
dation for convex analysis developed in Chapter [3] The main goal for the
reader should be to not only learn the formal theorems but to also develop
intuition about convexity.

Roadmap. The chapter begins with Section which recalls the def-
inition of convex sets, introduces a few basic examples, and shows that
convexity is preserved under various operations on sets, such as sums, inter-
sections, and images/preimages by linear maps. Section introduces the
convex hull operation that associates to any set the smallest convex set that
contains it. Section discusses topological properties of convex sets. The
key theorem proved in the section is that any nonempty convex set always
has nonempty interior relative to the smallest affine space that contains it.
Section for the first time discusses the idea of hyperplane separation and
duality. The main result is that any nonempty, closed, convex set admits
a “dual description” as the intersection of all halfspaces containing it. An
important construction motivated by such dual descriptions is the polar of
a convex cone, discussed in Section The final Section [2.6) introduces the
cones of tangent and outward normal directions, which will play a central
role in Chapter

21
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2.1 Operations preserving convexity

We begin with some convenient notation. For any two points « and y in E,
define the closed line segment

[,y ={ A+ (1 -Ny : 0< A< 1}

The open line segment (z,y) and the half-closed segments [z,y) and (z,y]
are defined analogously. We have already encountered convex sets briefly in
Section Since convex set are the central objects of the current chapter,
let us recall their defining property here.

Definition 2.1 (Convex sets). A set Q C E is said to be convez if for any
two points z,y € @, the entire line segment [x,y] is contained in Q.

x -~ [z
[ 2

(a) Convex (b) Not convex.

Figure 2.1: Convexity.

Let us look at a few basic examples. First, it is immediate from the
definition that linear subspaces are convex. More generally, a set L C E is
called affine if it is a translate of a linear subspace. In other words L is affine
if it has the form L = v 4+ S for some vector v € E and a linear subspace
S C E. Since convexity is clearly preserved under translation, affine sets
are convex. More interestingly, sets of the form Q = {z : (a,z) < b}, for
some a € E and b € R, are convex. Such sets are called half-spaces. A
quick computation also shows that unit balls of arbitrary norms are convex
sets; see Figure for an illustration. The reader should verify that the
nonnegative orthant

R} ={zrcR":2 >0}

and the cone of positive semi-definite matrices
ST ={reS": X >0}

are convex. Here, the symbol “>” should be understood coordinatewise.
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We thus have built a small (so far) library of convex sets. Verifying
convexity from the definition is tedious and can often be avoided. The sim-
plest way to argue that a set is convex is to recognize it as having been
constructed from known convex sets (in our library) by a sequence of set
operations that preserve convexity. In this section, we describe a few such
convexity-preserving set operations. Refer to Section for the sum, scal-
ing, and image/preimage notation.

Exercise 2.2 (Preservation of convexity). # Prove the following state-
ments.

1. (Scaling) For any convex set A C E, the set R4 A is convex.

2. (Set addition) For any two convex sets 1, Q2 C E, the sum @ + Q2 is
convex. See Figure for an example.

3. (Intersection) The intersection [;c; Q; of convex sets Q; C E, indexed
by an arbitrary set I, is convex. See Figure for an example.

4. (Linear image/preimage) For any convex sets Q C E and L C Y and a
linear map A: E — Y, the image AQ and the preimage A~!L are convex
sets.

(a) Disk plus square. (b) Intersection of disks

Figure 2.2: Convexity preserving operations.

Let us look now at two notable examples of sets built from convexity
preserving operations. A polyhedron is any set of the form

Q={xeR": Ax > ¢},

for some A € R™*™ and ¢ € R™. Equivalently, we may write Q as an
intersection of finitely many halfspaces or as the preimage A~!(c + RY).
Appealing to Exercise , we deduce that polyhedra are convex. Linear
programming refers to the problem of minimizing a linear function over a
polyhedron.

More generally, a spectrahedron is any set of the form

Q={reR": 1A + 2040+ ...+ 2, A, = C},
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for some matrices A; € 8" and C' € S". Equivalently, we may write () as the
preimage A~!(C + S7) for the linear map A(z) = Y1 | z;A4;. Appealing
to Exercise , we deduce that spectrahedra are convex. Semidefinite
programming refers to the problem of minimizing a linear function over a
spectrahedron.

There are many more spectrahedra than polyhedra. For example, a quick
computation shows that a cylinder can be written as the spectrahedron (do
it!):

1+=z Y 0 0
3 Y 1—2z 0 0

: -

(.9,2) €R 0 0 1+z2 o |Z0
0 0 0 1—2z

See Figure for an illustration. A more interesting example, depicted in
Figure [2.3D] is the elliptope:

n =8
— N
Y
(@]

1
(z,y,2) eER*: [ =
)

The high dimensional version of this set appears in statistics as the set of
correlation matrices and in combinatorial optimization when forming convex
relaxations of NP-hard problems.

(a) Cylinder. (b) The elliptope

Figure 2.3: Spectrahedra.

It will be important for the sets that we encounter to not only be convex
but to also be closed. Not all set operations in Exercise preserve closed
sets. Whereas intersections and linear preimages of closed sets are closed,
sums and linear images of closed sets need not be closed in general. The
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following exercise presents two closed convex sets in R3 whose sum is not
closed. Similarly, the image of a closed set under a linear map may also fail
to be closed (why?). Though this pathology may seem like a technicality,
it can have pronounced negative consequences; e.g. strong duality failing
in convex optimization. Therefore, care must be taken when dealing with
closure issues.

Exercise 2.3. Do the following exercises.
1. Show that if a closed set Q C E is bounded and does not contain the

origin, then R @ is closed.

2. Show that if @)1, Q2 C E are closed sets and (); is bounded, then the set
Q1 + Q2 is closed.

3. Give an example of a closed set @ € R? such that R,Q is not closed.
4. Define the two closed sets

Q1= {(z,y,7) eR3: /a2 +y2 <71} and Q2={(0,\,\): A € R}.
Show that the sum @1 + Q2 is not a closed set.

We end the section with the following useful lemma that further high-
lights the interplay between convexity and set addition.

Lemma 2.4. Consider a conver set Q C E and let A1, A2 > 0 be arbitrary.
Then the equation holds:

AMQ + XQ = (A1 + A2)Q.

Proof. We may suppose A1 + Ay # 0, since otherwise the result is trivial.
The inclusion D clearly holds, independently of convexity. To see the con-
verse, fix two points x,y € ). Convexity guarantees AQ’EFl)\2x + ﬁy € Q.
O

Multiplying through by A1 4+ Ag completes the proof.

2.2 Convex hull

The notion of a linear combination of vectors plays a central role in linear al-
gebra. Convex combinations of points play a similarly central role in convex
geometry. To simplify notation, define the unit simplex

An::{)\eR”:Z)\i:L)\ZO}.

=1
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Definition 2.5 (Convex combination). A point z € E is a convex combina-
tion of points x1,...,z; € E if it can be written as z = Zle Aix; for some
A€ A

A useful way to think about a representation of x as a convex combina-
tion z = Zle Aix; is to regard x as a weighted average of x1,...,x; with
A, ..., \r as the corresponding weights. Observe that convexity of a set
(@ C E guarantees that convex combinations of any two points of @ lie in Q);
indeed, this property defines convexity. The following exercise shows that
convexity of @) entails a seemingly stronger property: convex combinations
of any finite number of points of () lie in Q.

Exercise 2.6. s Consider a convex set Q C E and let k € N be arbitrary.

Show that any convex combination of points z1,...,z; € @ lies in Q.
[Hint: Rewrite Zle Aii = (1= Xg) Zf:ll 1:\73%% + Apxg and reason induc-
tively.]

For any nonconvex set (), one can imagine forming the “minimal” convex
set that contains (). The resulting convex set is called the convex hull of Q.

Definition 2.7 (Convex hull). The convexr hull of a set @ C E, denoted
conv(Q), is the intersection of all convex sets containing Q).

Notice that by Exercise the convex hull conv(Q) is a convex set.
One can visualize the convex hull of a set Q@ C R? by encircling Q with a
rubber band and letting it contract. The outline of the rubber band marks
the boundary of the convex hull. See Figure for an illustration.

> ~

(a) Convex hull of three disks (b) conv{(£1, £1,£1), +2e;, +2e9, £2¢3)}.

Figure 2.4: Convex hull.
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The definition of the convex hull of () is external: it involves sets that
are larger than ). The following exercise provides an equivalent internal
description of conv(Q) as the set of all convex combinations of points in Q.

Exercise 2.8. &4 For any set Q C E, prove the equality:

k
conV(Q):{Z)\ixi ckeN, zq,...,7, €Q, )\EAk}. (2.1)
i=1

The description does not rule out that one might have to take k
arbitrarily large in order to obtain the entire convex hull conv(Q). On the
contrary, the following theorem shows that it suffices to take £ < n + 1,
where n is the dimension of E.

Theorem 2.9 (Carathéodory). Consider a set Q C E, where E is an n-
dimensional Euclidean space. Then each point x € conv(Q) can be written
as a convexr combination of at most n + 1 points in Q).

Proof. Since z belongs to conv(Q), we may write z = 25:1 Aiz; for some
integer k, points x1,...,xr € @, and weights A € Ap. We may assume
k > n+ 2, since otherwise there is nothing to prove. We claim that we may
rewrite x as a convex combination of at most k — 1 points.

We begin the argument by noticing that the vectors

T —TLly.w.y L — X1

are linearly dependent, since there are at least n + 1 of them. Therefore,

there exist numbers u; for ¢ = 2,...,k not all zero and satisfying 0 =
k k k : k

Dizo Mi(@i — 1) = Do piwi — (309 pi)@1. Defining py := — 3705 pi, we

deduce Zle wiz; = 0 and Zle i = 0. Then for any a € R, we compute

k k k
T = Z i — OéZMz‘xi = Z(/\i — Qi)
i—1 i—1 =1
and
k
Z()\Z — a,ui) =1.
=1

We will now choose a so that all the coefficients A\; — au; are nonnegative
and at least one of them is zero. To this end, observe that since the vector u
is not zero, it has at least one positive coordinate. Therefore, we may choose
an index ¢* € argmin{\;/p; : u; > 0} and set o = % Thus z is a convex
combination of k — 1 points, as the coefficient A\; — au;+ is zero. Continuing
this process, we will obtain a description of x as a convex combination of

k < n+ 1 points. ]
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2.3 Affine hull and relative interior

Convex sets can easily have empty interior. For example, the unit simplex
A, has empty interior in its ambient space R". The main result of this
section shows that any nonempty convex set () has nonempty interior “rel-
ative” to the smallest affine space that contains it. The main use of the
relative interior in later sections will be to show that convex functions are
very well-behaved within the relative interior of their domains.

Recall that a set is called affine if it has the form L = v + S for some
vector v € E and a linear subspace S C E. In particular, affine sets that
contain the origin are linear subspaces (why?).

Definition 2.10 (Affine hull). The affine hull of a set @ C E, denoted by
aff ), is the intersection of all affine sets that contain Q).

It is straightforward to check that aff ) is itself an affine set, and is
by definition the smallest affine set that contains . See Figure for
an illustration. For example, the affine hull of the unit simplex A,, is the
hyperplane {(x,y, z) : z+y+2z = 1}. The reader should convince themselves
that if () contains the origin, then aff () coincides with the linear span of Q).

0

Figure 2.5: The convex set conv{(ey, ez, es, ((1,—1,1))} and its affine hull.

Viewing aff ) as the ambient space of @), it is appealing to focus on the
interior of () relative to this smaller ambient space.

Definition 2.11 (Relative interior and boundary). The relative interior of
a set @) C E, denoted ri @, is the interior of @ relative to aff (Q). That is,
we set

riQ:={xe@Q:3e>0st. Bz)naflf Q@ C Q}.
The relative boundary of @ is defined by rb @ := (clQ) \ (11 Q).

The following is the main result of the section.
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Theorem 2.12 (Relative interior is nonempty). For any nonempty convex
set Q C E, the relative interior ri Q is nonempty.

Proof. Without loss of generality, we may translate ) to contain the origin.
Then aff ) contains the origin and is therefore a linear subspace. Let d be
the dimension of aff ) as a linear subspace. Observe that ) must contain
some d linearly independent vectors 1, ..., x4, since otherwise aff () would
have a smaller dimension than d. Define the linear map A: R¢ — aff Q
by A(A1,..., ) = Z?Zl Aix;. Since the range of A contains x1,..., x4, the
map A is surjective. Hence A is a linear isomorphism. Consequently A maps
the open set

d

Q= {)\ERd:Z)\i<1and)\i>0forallz}
i=1

to an open subset A(Q2) of aff Q. Note for any A € Q, we can write A\ =

Zle Aizi + (1 — Zle Ai) - 0. Hence, convexity of @ implies A(Q2) C @,

thereby proving i Q # 0. O

Exercise 2.13. & Show that for any convex set Q C E, the two sets, clQ
and ri (), are convex and have the same affine hull as () itself.

One important consequence of (2.12)) is that any closed convex set coin-
cides with the closure of its relative interior. This result, proved in Corol-
lary will follow quickly from the following lemma.

Theorem 2.14 (Accessibility). Consider a conver set Q and two points
zeriQ and y € clQ. Then the line segment [x,y) is contained in ri Q).

Proof. Without loss of generality, we may suppose that the affine hull of @
is all of E. Fixing A € (0, 1), we aim to show that the ball (1—\)x+ \y +€B
is contained in () for some sufficiently small € > 0. Since y lies in cl Q), the
inclusion y € @ + €B holds for all € > 0. We therefore deduce

(1-=Nz+Ay+eB C (1—-Nx+ AQ+eB) + B
—(1-\) <x + A dB%) 1O, (2.2)

where (2.2]) follows from Lemma Since «x lies in the interior of @, the
inclusion x + %dﬁ% C @ holds for all sufficiently small ¢ > 0. Combining
(2.2) with Lemma we conclude

(I=XNx+Ay+eBC(1-MNQ+\Q =0Q,

as we had to show. O
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Corollary 2.15. For any nonempty convex set () in E, equalities holds:

cd(riQ)=cl@ and ri(clQ))=riQ.

Proof. We begin by verifying the first equation. The inclusion riQ) C @
immediately implies ¢l (ri @) C cl@. Conversely, fix a point y € cl@Q. Since
11 Q is nonempty by Theorem [2.12] we may also choose a point z € ri Q.
Theorem then guarantees y € cllz,y) C cl(riQ). Since the point
y € cl@Q is arbitrary, we have established the equality cl (ri Q) = cl Q.

Next, we verify the second equation. Without loss of generality, we may
suppose that @ contains the origin and therefore that aff (Q) is a linear
subspace. The inclusion D is clear. Fix any point z € ri(cl@) and choose
an arbitrary point x € ri@Q). We may assume x # z, since otherwise the
inclusion z € ri@ would hold trivially. Observe from Exercise the
equality aff @ = aff (c1@). Fix a constant p > 0 and define the point

y =z u(z —x).

Since aff @) is a linear subspace, the inclusion y € aff () holds. Therefore the
definition of the relative interior guarantees y € cl @ for all sufficiently small
u > 0. Rearranging the equation, we deduce

1 1%
z = + ey, ).
L (y, )
Thus by Theorem the inclusion z € ri Q) holds. O

2.4 Separation theorem

One of the most fruitful ways to study properties of sets is to instead focus on
the functions that act on them. This is the principle of duality. This section
introduces duality within the context of convex geometry. The main result is
the principle of strict separation: any point y lying outside a closed, convex
set () can be separated from @) by a hyperplane. An important consequence
is the dual description of convex sets. Tautologically a convex set () is simply
a collection of points. On the other hand, we will see that @) coincides with
the intersection of all half-spaces containing it.

We begin with the following basic definitions. Along with any set Q C E
we define the distance function

dﬁt@(y):==gggHw<—zAL
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and the projection

projo(y) = {x € Q : distq(y) = [l — y| }-

Thus proj(y) consists of all the nearest points of @ to y; see Figure for
an illustration.

zi € projg (y)
llzi — yl|l = distg(y)

Figure 2.6: Nearest-point projection

Exercise 2.16. & Show that for any nonempty set  C E, the function
distg: E — R is 1-Lipschitz.

If @ is closed, then the nearest-point set projy(y) is nonempty for any
y € E. To see this, fix a point y € E and define the function

sy Il @
+o0 ifrdQ

The set of minimizers of ¢ coincides with proj,(y). Since ¢ is closed and
coercive, Theorem guarantees that ¢ has at least one minimizer, and
therefore proj,(y) is nonempty.

The following theorem shows that when @ is closed and convex, the
set pron(y) is not only nonempty, but is also a singleton. Moreover, the
nearest-point z € @) to y is characterized by the fact that the vector y — z
makes an obtuse angle with the vector x — z for any =z € ). See Figure
for an illustration.

Theorem 2.17 (Properties of the projection). For any nonempty, closed,
convex set ) C E, the set pron(y) 1s a singleton. Moreover, the closest
point z € Q to y is characterized by the property:

(y—z,2—2) <0 forall z € Q. (2.3)
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Figure 2.7: Nearest-point projection for convex sets

Proof. Fix a point y ¢ Q. The claim that any point z satisfying lies in
projg(y) is an easy exercise (verify it!). We therefore prove the converse. To
this end, fix a point z € projy(y) and an arbitrary = € Q. For each ¢ € [0, 1],
define the point z; := z+t(z — z) and define the function (t) := L[y —z||*.
Convexity implies ; € @ for all ¢ € [0,1] and therefore

p(t) > disty(y) = o(0).
Taking the derivative of ¢, we therefore deduce

o) —9(0)
0<]lim ——"—F=¢(0)=—(y— —
< lim ; ¢ (0) = —(y —z,2 - 2),
as claimed. Thus, a points 2 lies in projg(y) if and only if (2.3) holds.
To see that pron(y) is a singleton, consider any two points z,z’ €
projg(y). Then, the estimate (2.3) for z and 2’ (with = 2’ and = = z,
respectively) becomes

(y—2,2 —2) <0 and (y—2,2-2")<0.

Adding the two inequalities yields 0 > (2 — 2/,2 — 2/) = ||z — #/||?, and
therefore z = 2’ as we had to show. O

Exercise 2.18. & Show that for any nonempty, closed, convex set @@ C E,
the map z — projg(z) is 1-Lipschitz.

Theorem [2.17|allows to quickly prove the following fundamental property
of convex sets. Given any closed convex set ) and a point y ¢ @, there exists
a hyperplane that separates y from (). See Figure for an illustration.
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{z: {(a,z) = b}

Figure 2.8: Basic separation

Theorem 2.19 (Strict separation). Consider a nonempty, closed, convex
set Q C E and a point y ¢ Q. Then there exists a nonzero vector a € E and
a number b € R satisfying

(a,z) <b<{a,y) foralxeQ.

Proof. Fix a point y ¢ Q and define the nonzero vector a := y — projg(y)-
Then for any x € @, the condition ([2.3) yields

(a,2) < (a,projo(y)) = (a,y) — llal* < (a,y),

as claimed. O

Exercise 2.20 (Supporting halfspaces). Consider a convex set Q C E. A
halfspace H C E is said to support Q at a point x € cl@Q if the inclusions,
x € bd H and @ C H, hold. Show that a convex set () admits a supporting

halfspace at a point x € cl@ if and only if x lies on the boundary of Q.
[Hint: Apply Theorem with y ¢ @ tending to x.]

In particular, we can now establish the following “dual description” of
convex sets, alluded to in the beginning of the section; see Figure [2.9

Theorem 2.21. Given a nonempty set Q C E, define the set of halfspaces
Fo ={(a,b) e ExR:{(a,z) <b forallzeQ}.
Then equality holds:

ceonv(Q)= (] {z€E:(az)<b}. (2.4)

(a,b)G.FQ
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7

Figure 2.9: Closed convex envelope.

Proof. Let S be the set on the right side of . Since S is an intersection
of half-spaces, it is closed and convex. Taking into account the inclusion
Q C S, we deduce clconv(Q)) C S. To see the reverse inclusion, we argue by
contradiction. Suppose that there exists a point y € S\ clconv(@). Then
Theorem yields a € E and b € R such that the halfspace H = {z :
(a,x) < b} satisfies clconv(Q)) C H and y ¢ H. In particular, the inclusion
(a,b) € Fg holds and therefore S C H. We thus arrive at a contradiction
to the inclusions y € S C H. The proof is complete. O

2.5 Cones and polarity

A particularly appealing class of sets consists of those that are invariant
under scaling by nonnegative numbers.

Definition 2.22 (Cones). A set K C E is called a cone if the inclusion
AK C K holds for any A > 0.

For example, the nonnegative orthant R’ and the set of positive semidef-
inite matrices S'} are closed convex cones.

Exercise 2.23. # Show that a set K C E is a convex cone if and only if the
point Ax + py lies in K for any two points z,y € K and numbers A, u > 0.

Exercise 2.24. Prove for any convex cone K C E the equality
aff (K) = K — K.

Duality ideas, explored in Theorem [2.21] simplify significantly for cones.
Namely, consider a cone K and a halfspace

H=A{z:{(a,z) <b}
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that contains it. Since K contains the origin, b is nonnegative. Moreover,
taking into account positive homogeneity of K, the halfspace

H = {x:{a,z) <0}, (2.5)

provides a tighter approximation K C H C H. The set of all halfspaces of
the form (2.5) that contain K comprise the polar cone.

Definition 2.25 (Polar cone). The polar cone of a cone K C E is the set
K°:={veE: (v,z) <O0forall z € K}.

Thus K° consists of all vectors v that make an obtuse angle with every
vector x € K. Observe that K° is always closed and convex since it is
defined as the intersection of infinitely many half-spaces. See Figure [2.10
for an illustration.

KO

Figure 2.10: Polar cone

Exercise 2.26. Verify the following:

1. The polar cone of a linear subspace L C E is the orthogonal complement
L° =L+

2. (R7)°=R” and (S7)° = S"

The following exercise shows a fundamental property of the polarity
operation. Applying the polar operation twice to a cone K yields its closed
convex hull. The proof is immediate from Theorem [2.21]

Exercise 2.27 (Double-polar theorem). # Prove for any nonempty cone
K C E the equality:
(K°)° = clconv(K).

Classically, the orthogonal complement to a sum of linear subspaces is
the intersection of their orthogonal complements. In much the same way,
the polarity operation satisfies “calculus rules”.



36 CHAPTER 2. CONVEX GEOMETRY

Theorem 2.28 (Polarity calculus). For any linear mapping A: E — Y and
a nonempty cone K C'Y, equality holds:

(AK)° = (A" 1K°. (2.6)
In particular, for any two nonempty cones Ky, Ko C E, the sum rule holds:
(K1 + K2)° =K NKj (2.7)

Proof. The definition of polarity yields the equivalences

y € (AK)° < (Az,y) <Oforallz € K
— (z,A'y) <Oforalzxe K
— A'ye K°
=y (A K"

This establishes (2.6)). The sum rule (2.7)) follows from applying (2.6] to the
expression A(K; x Ks) with the mapping A(z,y) := x + y. O

There is a convenient extension of polarity to general sets (not cones)
that contain the origin. The idea is to “homogenize” the set and then apply
the polarity operation for cones. Consider a set () C E that contains the
origin and let K be the cone generated by @ x {1} C E x R, that is

K={Az,\)eExR:ze€Q,\>0}.

Since () contains the origin, the polar cone K° is contained in E x R_.
Consequently, it is natural to define the polar set as

Q° ={r€E:(r,—-1) e K°}.

The reader should refer to Figure for an illustration.
Unraveling the definitions, the following algebraic description of the polar
appears.

Exercise 2.29. s Show that for any set (¢ C E containing the origin,
equality holds:

Q°={vek: (v,z) <1forall z € Q}.

Thus, Q° can be identified with the intersection of the set Fp from
Theorem with the slice E x {1}. The following exercise is a direct
analogue of Exercise [2.27]
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(a) Q — {l‘: Hx”l S 1} (b) Homogenization (C) Qo — {1, . Hx”oo S 1}

Figure 2.11: Figure depicts @, the unit ball of the ¢;-norm. Fig-
ure depicts the homogenization of @, namely K = {(z,y,r) : r >
|z| + |y|} and the polar cone K° = {(z,y,r) : » < —max{|z|,|y|}}, along
with the parallel hyperplanes R? x {#+1}. Figure depicts Q°, which
can be identified with the intersection of K° with the hyperplane R? x {—1}.

Exercise 2.30 (Double polar). For any set @ C E containing the origin,
we have

(Q°)° = clconv(Q).
Polarity of unit norm balls is in correspondence with duality of norms.

Exercise 2.31 (Polarity and dual norms). Let p(:) be an arbitrary norm
on E and define its unit ball

B,={z € E:p(x) <1}.
Show that the polar of B, is the unit ball of the dual norm:

BS = By

2.6 Tangents and normals

A principle technique in mathematical analysis is to reason about sets and
functions using their first-order approximations. Both theory and algorithms
rely on such approximations. This section revisits this idea by constructing
first-order approximations of sets.

Consider a set () C E and a point Z € (). Intuitively, we should think of a
first-order approximation to @ at T as the set of all limits of rays R (x; — %)
over all possible sequences x; € @ tending to . With this intuition in mind,
we introduce the following definition.
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Definition 2.32 (Tangent cone). The tangent cone to a set Q C E at a
point T € @ is the set

To(z) == {zliglonl(xl —I):ix; —>Tin Q, T\ 0} :

In the definition, the sequence 7; > 0 simply rescales the approach direc-
tions x; — x. See Figure for an illustation. The reader should convince
themselves that T (Z) is a closed cone, which need not be convex in general.
Whenever @ is convex, the definition simplifies drastically.

Exercise 2.33. @ Show for any convex set Q C E and a point Z € @) the
equality:

To(x) = cl Ry (Q — 7).
[Hint: The inclusion C is clear and does not use convexity. The reverse
inclusion follows from the definition of convexity and the fact that Ti(Z) is
closed.]

Thus for a convex set, the tangent cone T (Z) is computed by shifting Q
so that T becomes the origin and then taking the closure of all nonnegative
scalings of the shifted set; see Figure

Tangency concerns directions pointing “into the set”. Alternatively, we
can also think dually of outward normal vectors to a set @@ at * € Q.
Geometrically, it is intuitive to call a vector v an (outward) normal to @ at
z if @ is fully contained in the half-space {x € E : (v, — Z) < 0} up to a
first-order error.

Definition 2.34 (Normal cone). The normal cone to a set Q C E at a point
T € (@ is the set

No(@):={veE: (v,x—Z) <o(|lr—Z|) asz—Zin Q}.
Thus a vector v lies in Ng(Z) if
(v, — T)

limsup — <0
o2 e =2l

)

where the notation x Z; Z means that x tends to z in (). See Figure [2.12

for an illustration.

The following result shows that the normal cone Ng(Z) is always the
polar of the tangent cone Tg(Z). In particular, Ng(z) is always a closed
convex cone, even if @ is not convex. Consequently, taking into account the
double polar formula (Exercise [2.27)), equality Th(z) = (Ng(Z))° holds if
and only if Tg(Z) is convex.
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Nq(z)

&I

To (@)
Figure 2.12: Illustration of the tangent and normal cones for nonconvex sets.

Lemma 2.35. & For any set Q C E and a point £ € @, the polarity
relationship holds:

No(7) = (To(z))".

Proof. We show the inclusion C first. Fix vectors v € Ng(Z) and w € T (Z);
we aim to show (v,w) < 0. By definition of the tangent cone, there exist
sequences r; — T in @ and 7; N\, 0 satisfying Ti_l(xi —Z) — w. We may
suppose w # 0 (why?) and therefore x; # & for all large i. The definition of
the normal cones then yields

(v,2; — ) (v,2; — T) wz—:rH <o

Ti

Since w € T(Z) was arbitrary, we deduce v € (Tp(Z))°.
To see the reverse inclusion D, fix a vector v € (TH(z))°. Thus the
inequality (v,w) < 0 holds for all w € Tp(Z). Consider now a sequence

x; — T in @, such that xz; # Z for all large i. Defining 7, = ||z; — Z|, we
deduce -
limsup M = limsup (v, 7; !(z; — 7). (2.8)

Passing to subsequence, we may assume that the real numbers (v, Ti_l(.%‘i -
z)) converge. Since the vectors 7; ' (z; — ) all have unit norm, we may again
pass to a subsequence to ensure that Tifl(aji — ) converge to some vector
w. Since w clearly lies in T (z) while v lies in (TH(Z))°, we deduce that the
right-hand side of is nonpositive. Therefore the inclusion v € Ng(Z)
holds as claimed. ]

When @ is convex, the definition of the normal cone simplifies.
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Exercise 2.36. & Show for any convex set () C E and a point T € () the
equality
No)={veE: (v,z—2) <0 foralzeQ}.

[Hint: Appeal to Lemma [2.35]]

G

Figure 2.13: Ilustration of the tangent and normal cones for a convex set.

Thus the o(||x—Z||) error in the definition of the normal cone is irrelevant
for convex set. That is, every vector v € Ng(Z) truly makes an obtuse
angle with any direction z —  for x € Q. Equivalently, every vector v €
Ng(z) corresponds to a halfspace {z : (v,z) < (v,Z)} containing Q). See

Figure 2.13]

Some thought shows that normal cones and nearest-point projections are
intimately related. The following exercise explores this connection and will
be used extensively in the sequel; see the companion Figure 3.3

Exercise 2.37. # Prove that the following properties are equivalent for
any nonempty, closed, convex set (), a point T € @), and a vector v € E.

1. v € Ng(z),

2. T € argmax, ¢ (v, 7).

3. projg(r + Av) = 7 for all A > 0,
4. projo (T + Av) = Z for some A > 0.

Exercise 2.38. Show for any convex cone K and a point x € K, the equality

Ng(z) = K°nat.
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(v,2—Z)<0Vz €Q , 7 N (v, Z) = I;leag)((v, x)

v
{7

~

(a) v € Ng(Z) (b) prOjQ(j; + ) =7 (c)z € argmaszQ@,x)

Figure 2.14: The figures depict the equivalences in Exercise [2.37

Exercise 2.39. & Show for any convex set () and a point x € @, the
equivalence
reint@) <= Ng(x)={0}.

What is the relationship between normal vectors v € Ng(x) and supporting
halfspaces, defined in Exercise [2.20]/

Comments

The results in Section [2.1 can be found in standard texts on convex ge-
ometry and analysis, such as Barvinok [2], Borwein-Lewis (8], Hiriart-Urruty
and Lemaréchal [17], and Rockafellar [31]. The material in Section [2.6|blends
the convex analytic viewpoint on tangency/normality with the more modern
variation analytic perspective [33].
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Chapter 3

Convex analysis

This chapter investigates analytic properties of convex functions. The ma-
terial will form the backbone for the theory and algorithms presented in
the rest of the book. The core principle of convex analysis is that analytic
properties of a convex function are in direct correspondence with convex
geometric properties of its epigraph—the set above the graph. This per-
spective is emphasized throughout the chapter, and should be kept in mind
while reading.

Roadmap. The chapter begins by laying out basic notation and examples
in Section along with derivative-based characterizations of convexity for
smooth funtions. Section shows that convexity is preserved by a vari-
ety of functional operations. The main results in the section relate func-
tional operations (sums, linear images/preimages) to geometric operations
of epigraphs. Section investigates the closed convex envelope of noncon-
vex functions. Section takes the principle of duality in convex geometry
much further by associating to a convex function its Fenchel conjugate. Sec-
tion introduces subderivatives and subgradients of a function, and shows
that they are closely related to tangent and normal cones to epigraphs. Sec-
tion introduces strongly convex functions, the Moreau envelope, and the
proximal map. A highlight theorem of the section is that a proper, closed,
convex function is strongly convex if and only if its Fenchel conjugate is
smooth, thereby formalizing the duality between the two notions. The final
Section illuminates the relationship between subgradients and Lipschitz
continuity of a convex function. The main result of the section shows that a
convex function is locally Lipschitz continuous at every point in the interior
of its domain.

43
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3.1 Basic definitions and examples

We will consider functions f mapping E to the extended-real-line R = R U
{+o0}. To be completely precise, some care must be taken when working
with +oo. In particular, we set 0 - £oo = 0 and will be careful to avoid
expressions (+00) + (—o0) throughout. A function f: E — R is called
proper if it never takes the value —oo and is finite at some point.

Given a function f: E — R, the effective domain and epigraph of f are

dom f:={zx € E: f(z) < +o0},
epif:={(z,r) e ExR: f(z) <r},

respectively. Thus dom f consists of all points x at which f is finite or
evaluates to —oo. The epigraph epi f is simply the set above the graph of
the function on its domain. See Figure for an illustration.

epi f

dom f

Figure 3.1: Epigraph and effective domain of the function that evaluates to
max{—=, 322} on [—1,1] and to +oo elsewhere.

As we will see, much of convex analysis is guided by convex geometric
properties of epigraphs.

Definition 3.1 (Convex functions). A function f: E — R is convez if epi f
is a convex set in E x R.

Equivalently, a proper function f: E — R is convex if and only if the
secant inequality

fOz+ (1= Ny) <Af(2)+ (1 - A)f(y)

holds for all z,y € E and A € (0,1). See Figure for an illustration.
In particular, for each » € R the sublevel set {x : f(x) < r} of a convex
function is a convex set (verify this!).

We will often need to ensure that a function is proper. Though this
seems like a technical annoyance, there are important settings where this
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epi f

f(z) + (1 = X)f(y)

7 (y)

Fy

T et a4Ny Yy

Figure 3.2: Secant inequality.

property is not for free. For example, the function f(x) = infy g(z,y) may
be identically equal to —oo even if g is a proper function. The following
exercise provides a convenient sufficient condition for a convex function to
be proper.

Exercise 3.2. 4 Let f: E — R be a convex function. Show that if there
exists a point = € ri(dom f) with f(x) finite, then f must be proper.

Exercise 3.3 (Jensen’s Inequality). # Let f: E — R be a proper convex
function. Show that the inequality f (Zle Aizi) < Zle Aif(z;) holds for
any integer k € N, points z1,...,z; € E, and weights A € Ay.

Exercise 3.4. &2 Let fi: E — R be convex functions indexed by an ar-
bitrary set I. Show that the the pointwise supremum function f(z) :=
sup;cr fi(x) is convex.

[Hint: Express epi f in terms of epi f;.]

There are a number of convex functions that naturally arise from convex
sets. One example, which we have already seen, is the distance function.
We now define three other useful functions associated to a set. Given a set
Q C E, define its indicator function

07
5Q($)={+OO z;g

its support function

65(v) = sup (v, ),
z€eQ

and its gauge function

1o(x) = inf{X>0: 2 € A\Q}.
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The primary use of the indicator function dg is to formally convert a
constrained optimization problem into an unconstrained one. Namely, any
optimization problem of the form min,¢q f(z) is equivalent to min,cg f(x)+
6q(z). The support function &7 (v) evaluates the maximum that the linear
function (v,-) takes over ). The reader might notice that we have en-
countered this function in Exercise Indeed, the exercise showed the
equivalence

v € Ng(z) = (v,2) = 65(v),

provided @ is a closed convex set. The notation (522(1)) may seem strange at
first, since it is not clear what the support function 67 (v) has to do with
the indicator function dg(z). The notation will make sense shortly, in light
of Fenchel conjugacy (Section . Finally the gauge yg(-) can be thought
of as a generalization of a norm. In particular, the gauge of the closed unit
ball of any norm is the norm itself. Norms are special among all gauges in
that the set () that generates them is centrally symmetric, meaning () = —Q
(why?). The reader is referred to Figure for an illustration of support
functions and gauges.

3Q
2Q

Figure 3.3: The figures depict the gauge ¢ and the support functions 5*Q
of a set Q.

Exercise 3.5. @ Consider a set @ C E,

1. Show that 522 is a closed, convex function.
2. Show that if Q) is convex, then dg and distg are convex
3. Show that if () is convex, then 7 is convex.

Notice that support functions and gauges are positively homogeneous in
the following sense.
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Definition 3.6. A function f: E — R is positively homogeneous if its epi-
graph is a cone. Convex positively homogeneous functions are called sublin-
ear.

The following exercise provides a useful characterization of proper sub-
linear functions that is analogous to Exercise [2.23

Exercise 3.7. Let f: E — R be a proper function. Show that f is sublinear
if and only if the inequality, f(Az+py) < Af(z)+uf(y), holds forall x,y € E
and A\, p > 0.

As noted previously, support functions and gauges of convex sets are sub-
linear. The forthcoming Exercise [3.21] shows essentially a converse: closed
sublinear functions are support functions.

We end the section by showing that verifying convexity for a smooth
function is often straightforward because it can be characterized entirely in
terms of derivatives. In particular, the easiest way to verify that a smooth
function is convex is to show that its Hessian is positive semi-definite every-
where. This observation opens the door to a number of interesting examples.

Theorem 3.8 (Differential characterizations of convexity). The following
are equivalent for a C'-smooth function f: U — R defined on a convex open
set U C E.

(a) (convexity) f is convez.
(b) (gradient inequality) f(y) > f(z)+ (Vf(x),y —x) for all z,y € U.
(¢) (monotonicity) (Vf(y) —Vf(x),y —x) >0 forall z,y € U.
If f is C?-smooth, then the following property can be added to the list:
(d) The relation V2 f(x) = 0 holds for all x € U.

Proof. Assume @ holds, and fix two points x and y. For any ¢t € (0, 1),
convexity implies

fla+tly—x))=flty+ (1 —t)z) <tf(y) + (1 —1)f(z),
while the definition of the derivative yields
fla+tly—x)) = flz) + {{Vf(2),y — ) +ot).

Combining the two expressions, canceling f(z) from both sides, and dividing
by t yields the relation

fy) = f@) = (Vf(x),y —z) +o(t) /1.
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Letting ¢ tend to zero yields property @
Suppose now that @ holds. Then for any x,y € U, appealing to the
gradient inequality, we deduce

f) > fx) +(Vf(x),y—=) and  f(z) > f(y) +(VI(y),z —y).

Adding the two inequalities yields |(c)]

Finally, suppose |[(c)| holds. Define the function ¢(t) := f(z + t(y — x))
and set x; := x + t(y — ). Then monotonicity shows that for any real
numbers ¢, s € [0, 1] with ¢ > s the inequality holds:

©'(t) = ¢'(s) = (V (), y — ) = (Vf(2s),y — )

_ %(Vf(xt) — V(@) 2 — 2) > 0.

Thus the derivative ¢’ is nondecreasing, and hence for any x,y € U, we have

1
fy) = (1) = ¢(0) +/0 @' (r)dr = (0) + ¢'(0) = f(z) + (Vf(x),y — x).
Some thought now shows that f admits the representation (check!)

f(y) =sup {f(z) + (Vf(z),y —2)}

zelU

for any y € U. Since a pointwise supremum of an arbitrary collection of
convex functions is convex (Excercise [3.4), we deduce that f is convex,

establishing @
Suppose now that f is C?-smooth. Then for any fixed z € U and h € E,

and all small £ > 0, property@ and the second-order expansion ([1.8]) implies

2
F@)+H(T 1), h) < Flo+th) = F(@)+0VF (@), h)+ (V2 @), ) +o(t),

Canceling out like terms, dividing by ¢2, and letting ¢ tend to zero we deduce
(V2f(x)h,h) > 0 for all h € E. Hence (d) holds. Conversely, suppose (d)
holds. Then Theorem[I.14]immediately implies for all z, y € E the inequality

1 t
)~ F (@)~ (Y f(z), y—z) = / / (V2 (2+5(y—2))(y—2), y—a) dsdt > 0.

Hence @ holds, and the proof is complete. ]
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Thus convexity for a C'-smooth function f is equivalent to the property
that the affine function ¢(y) = f(z)+(V f(x),y—z) is a global underestima-
tor of f for all z. Recall that without convexity, ¢(-) is an underestimator
of f only up to a first-order error. Convexity is also equivalent to a mono-
tonicity property of the gradient. In particular, convexity of a C'-smooth
univariate function f is equivalent to the derivative function f'(-) being non-
decreasing. Finally, if f is C?-smooth, then convexity is equivalent to the
Hessian V2 f(z) being positive semidefinite for all 2. This property is usually
the easiest to verify in examples.

Exercise 3.9. Show that negative logarithm and the negative log-determinant
functions in Exercise [[L12] are convex.

Exercise 3.10. Consider a quadratic function f(z) = 1(Az,z) + (c,z) + b
for some self-adjoint linear operator A: E — E, a point ¢ € E, and b € R.
Show that f is convex if and only if A is positive semidefinite.

Exercise 3.11. Show that the following univariate functions are convex:

1. (Boltzmann-Shannon entropy)

zlogx ifx>0
flz)=<40 ifx=0
+00 ifz <O

2. (Fermi-Dirac entropy)

zlog(z) + (1 —z)log(l —z) ifz e (0,1)
flz) =10 if z € {~1,1}

+o00 otherwise

w

. (Hellinger)

fa) = {—\/1 — 22 ifxe[-1,1]

+o00 otherwise

4. (Exponential) f(x) = e”®

ot

. (Log-exp) f(z) = log(1 + €”)
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Recall from Section [I.7] that a function f: E — R is S-smooth if it is
differentiable and its gradient map = — V f(x) is S-Lipschitz continuous.
Exercise showed that any S-smooth function f satisfies the estimate:

Dy —al? < 1)~ £@) ~ (Vi@ -2y < Dy o @)

for all z,y € E. This estimate will play a key role when designing algorithms.
When f is convex, the left-hand-side of can be replaced by zero. The
following exercise shows that the resulting two-sided estimate characterizes
smoothness and convexity.

Exercise 3.12. Consider a C'-smooth function f: R® — R. Prove that
each condition below holding for all points x,y € R" is equivalent to f being
B-smooth and convex.

1 0< fly) — fl@) = (Vf(z),y —2) < Sz —y|?
2. f(@) +(Vf(z),y —2) + 55V (@) = VIW)I* < f(y)
3. 5IVF(@) = VIWI? < (V@) = VI(y).z—y)

4.0 < (Vf(z) = V), z—y) < Bllz—y|?

[Hint: Suppose first that f is convex and -smooth. Then 1 is immediate.
Suppose now 1 holds and define the function ¢(y) = f(y) — (Vf(z),y — x).
Show using 1 that

. 1 1
6(x) = ming < (y _ ng)) < o) - 35 IVo I

Deduce the property 2. To deduce 3 from 2, add two copies of 2 with z and
y reversed. Next applying Cauchy-Schwartz to 3 immediately implies that
f is B-smooth and convex. Finally, show that 1 implies 4 by adding two
copies of 1 with x and y reversed. Conversely, rewriting 4 deduce that the
gradient of the function ¢(z) = —f(x) + ng\P is monotone and therefore
that ¢ is convex. Rewriting the gradient inequality for ¢ arrive at 1. |

3.2 Convex functions from epigraphical operations

We thus have built a small (so far) library of convex functions. Verifying
convexity from the definition is tedious, as the reader has likely noticed,
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and can often be avoided. The simplest way to argue that a function is con-
vex is to recognize it as having been constructed from known convex func-
tions (in our library) by a sequence of operations that preserve convexity.
Strikingly, the typical operations one performs on functions, such as sums
and compositions with linear maps, can be interpreted as set-operations on
epigraphs. This viewpoint is very fruitful, since it couples convex analy-
sis of functions to convex geometry of epigraphs. Table records a few
such functional operations and the corresponding operations on the level of
epigraphs. Henceforth, for any linear map A: E — Y, we define the linear
map A x I mapping E x R to Y x R by setting (A x I)(z,r) := (Az, 7).

’ Function h(z) ‘ Epigraph epih ‘

M(5) A-epif
sup;eg fi(w) ﬂie[ epi fi
f(Ax) [A x I] tepi f

Table 3.1: New functions from scaling (A > 0), intersections, and preimages
of epigraphs.

In particular, the intersection of epigraphs epi f; for i € I is the epigraph
of the pointwise supremum h(x) = sup;c; fi(x), while the preimage of an
epigraph epi f under a linear map A x [ is the epigraph of the precomposed
function h(x) = f(Ax).

Exercise 3.13. Establish the correspondences in Table Deduce that if
the functions f and f; are convex, then so are the functions h in the table.

Going beyond the examples in Table there is a convenient way to
construct a convex function from sets in E x R, which are not necessarily
epigraphs. Fix a set Q C E x R and define the lower envelope

Eg(x) :==inf{r: (z,r) € Q}.

See Figure [3.4] for an illustration.
The following exercise follows directly from the definition of convexity.

Exercise 3.14. & Let Q C E X R be a set. Establish the following state-
ments.

1. If the infimum in the definition of Eg(x) is attained at every point z
where it is finite, then equality holds:

epiEg =Q+ ({0} xRy).
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epi EQ

»
|

Figure 3.4: Lower envelope of Q.

What goes wrong if the infimum is not attained at some z with Eg(x)
finite?

2. If @ is convex, then the envelope Fg: E — R is a convex function.

A primary example of the lower envelope construction arises from min-
imizing out a function in one of its variable. Namely, for any bivariate
function g: E x Y — R, the function

h(zx) := inlf g(z,y) (3.2)

is called the infimal projection of g. A quick computation (do it!) shows
that we may equivalently write

h(z) = inf{r: (z,r) € 7y, (epig)}, (3.3)

where 7, is the canonical projection 7 ,(x,y,r) = (x,r). Thus f is the
lower envelope generated by the convex set @) := m,,(epig). Using Ex-
ercise we deduce that if g is convex, then so is h. Moreover, if the
infimum in the definition is attained at any x at which h(x) is finite,
then equality holds:

epih = 7, r(epig).

An important example of the infimal projection, is the infimal convolu-
tion of two functions f,g: E — R defined as

(fOg)(z) = igf{f(y) +g(z —y)} (3.4)

The name infimal convolution comes from the similarity of the construction
with the integral convolution, where the integral and multiplication have
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been replaced by infimum and sum, respectively. A quick computation (do
it!) shows that we may equivalently write

(fOg)(z) =inf{r: (z,r) € epi f +epig}.

Hence, the infimal convolution is the lower envelope of ) := epi f + epig.
Using Exercise we deduce that if f and g are convex, then so is the
convolution fOg. Moreover, if the infimum in the definition is attained
at any x at which (f O g)(x) is finite, then equality holds:

epi(f Og) =epif+epig. (3.5)

Thus, under a mild regularity condition, addition of epigraphs corresponds
to the infimal convolution operation.

As the final example of the epigraphical projection, fix a function f: E —
R and a linear map A: E — Y. Define the function

h(z) == min {f(y) : Ay =z} (3.6)

Notice that h is the infimal projection of g(z,y) = f(y) + dg0y(z — Ay).
Unraveling notation, the reader should verify the equivalent representation

h(z) = inf{r : (x,r) € (A x I)epi f}.

Hence h is the lower envelope of the linear image @ := (LA x I)epi f. Using
Exercise we deduce that if f is convex, then so is the value function
h. Moreover, if the infimum in the definition is attained at any x at
which h(z) is finite, then equality holds:

epih = (A x I)epi f.
Table summarizes the three examples (3.2)), (3.4)), and (3.6]).

’ Function h(z) ‘ Lower envelope of Q C E xR ‘

inf, f(z,y) Ty repi f
min,{f(y) : Ay = =} [A x I]epi f
inf, f(y) +g(z—y) epi f +epig

Table 3.2: New functions from sums, projections, and images of epigraphs.

A cautionary warning is now in order. Recall from Section that we
call a function f closed if epi f is a closed set. As discussed in Section [2.1
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linear images and sums of closed sets might not be closed. By the same
token, the infimal convolution and epigraphical projection of closed functions
might not be closed. Consequently, we will have to be careful with closure
issues when dealing with these two functional operations.

Exercise 3.15. Consider a function f: E — R and define the set

Q =Ry ({1} x epi f).

1. Show that Q is the epigraph of the perspective function f™: RxE — R

defined by
Af(%2) ifA>0
f(A,:o:{ ) "
+00 otherwise

Deduce that if f is convex, then so is f™.

2. Define the quadratic-over-linear function

lAy—bl? .
g(y) = (ey)—a if <C, y> >4 .
400 otherwise

for some linear map A: E — Y, points b€ Y and ¢ € E, and ¢ € R.
Use the previous part of the exercise to show that g is convex.
&

[Hint: Write g as the perspective function of || - ||* composed with a

linear map.]

3.3 The closed convex envelope

When encountering a nonconvex and possibly nonclosed function, it is con-
venient to introduce the following definition, which plays the role of the
closed convex hull in convex geometry.

Definition 3.16 (Closed convex envelope). The closed conver envelope of
a function f: E — R is the function whose epigraph is the closed convex
hull of epi f, and will be denoted by ¢o f.

The reader should verify that the set cl(conv(epi f)) is indeed an epi-
graph of some function. Though the definition of the closed convex envelope
is geometrically pleasing, it is not convenient for computation. A better de-
scription arises from minorants, which facilitate a dual representation of
the functions that is analogous to the dual representation of convex sets

(Theorem [2.21])
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Definition 3.17 (Minorants). Given two functions f and g on E, we say
that g is a minorant of f if it satisfies g(y) < f(y) for all y € E. If in
addition, g has the form g(z) = (a,z) + b for some a € E and b € R, then
we call g an affine minorant of f. In the case b = 0, we call g a linear
minorant of f.

The following theorem is a direct analogue of Theorem Namely,
Theorem shows that we may write epi (¢o f) as an intersection of half-
spaces in E x R. The following theorem shows that the vertical halfspaces
of the form {(z,r) : (a,z) = b} can be discarded from this dual descrip-
tion, and therefore that the envelope ¢o f can be written as the pointwise
supremum of affine minorants of f. See Figure for an illustration.

epi f

) epi g1

Figure 3.5: Affine envelope representation of f; the functions g1 and g9 are
affine minorants of f.

Theorem [3.18will play a crucial role when we discuss Fenchel conjugacy—
a central topic in convex analysis.

Theorem 3.18 (Affine envelope representation). A proper function f: E —
R admits an affine minorant if and only if (¢o f) is proper. Under these two
equivalent conditions, equality holds:

(¢o f)(z) = sup{g(x) : g: E — R is an affine minorant of f}. (3.7)

Proof. Define the set @ := cl(conv(epi f)). Clearly if f admits an affine
minorant, then ¢o f never takes the value —oo and is therefore proper.
Henceforth, we assume that (¢o f) is proper. We will show that f admits
at least one affine minorant and that holds, thereby completing the
proof. Applying Theorem [2.21] we deduce that ) can be written as an
intersection of halfspaces in E x R. Observe that one of the halfspaces in
this representation must be nonvertical; otherwise, ) would be a union of
vertical lines, thereby contradicting that ¢o f is proper. Let us write this
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nonvertical halfspace as the epigraph of an affine minorant g; of f; we will
use this function shortly.

Let h(-) be the function defined on the right-hand-side of (3.7). We will
show that (¢o f) and h have the same epigraphs. Since h is a pointwise
supremum, we may write epih as an intersection of halfspaces:

epih = ﬂ{epig :g: E — R is an affine minorant of f}.

In particular, the inclusion Q C epih clearly holds. Suppose now for the
sake of contradiction that there exists a point (Z,7) € epih that is not in Q.
The separation theorem (Theorem yields (a,u) € Ex R and b € R
such that the halfspace

H = {(x,r) : <(a7lu’)v (w,r)> < b}

contains () and does not contain (Z,7). By the nature of epigraphs, the
inequality p < 0 holds (why?). If u < 0, then H is nonvertical, thereby
contradicting the definition of h. Thus, we may assume i = 0. The strategy
now is to perturb H by using g; in order to make it nonvertical. To this end,
define the function ga(x) := (a,z) — b and observe H = {(z,r) : g2(z) < 0}.
In particular, every point z € dom f satisfies go(z) < 0. We therefore deduce

Ag2(z) + g1(x) < f(x)

for all points z € E and any A > 0. Thus the function g3(z) := Aga(z)+g1(x)
is an affine minorant of f. Taking into account g2(Z) > 0, we arrive at the
contradiction

h(Z) > g3(%) = Ag2() + 91(Z),

when A > 0 is sufficiently large. O

The following exercise shows that for positively homogeneous functions,
one may replace affine functions in the envelope description of Theorem [3.18]
by linear functions.

Exercise 3.19. @& Consider a proper positively homogeneous function
h: E — R. Show that h admits a linear minorant if and only if coh is

proper. Show that under these two equivalent conditions, equality holds:

(coh)(x) = sup{g(z) : g: E — R is a linear minorant of h}.
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Exercise 3.20. Show that if h: R — R is a proper positively homogeneous
function, then equality holds

(Coh) + o = co (h + 0p).

I
=
[

—~
Q
8l
>

—~
8

~

Deduce the expression inf h(x)
llzll<1 llell<1

The following exercise is a nice consequence of Exercise It shows
that any closed sublinear function is a support function of some set. This
result will underly a key duality relationship between subdifferentials and
subderivatives in Section B.5

Exercise 3.21. & Let h: E — R be a proper, positively homogeneous
function. Define the set

Q=A{z:(x,y) <h(y) VyeE}

Show that €6 h is proper if and only if @ is nonempty. Prove that under
these two equivalent conditions, ¢o A is the support function of Q.
[Hint: Notice that @) parametrizes the set of linear minorants of h. There-
fore, the support function of @) is the pointwise supremum of all linear
minorants of h. Complete the proof by appealing to Exercise ]

3.4 The Fenchel conjugate

In convex geometry, one could associate with any convex cone its polar.
Convex analysis takes this idea much further through a new operation on
functions, called Fenchel conjugacy. Indeed, this construction subsumes all
notions of duality we have encountered so far.

Definition 3.22. For a function f : E — R, define the Fenchel conjugate
function f*: E — R by

[ (y) =sup {(y,x) — f(z)}.

zeE

Though the definition might seem strange at first, this operation arises
naturally from epigraphical geometry. From the very definition of the Fenchel
conjugate, the epigraph epi f* consists of all pairs (y,r) satisfying f(z) >
(y,x) — r for all points . Thus epi f* encodes all affine minorants x
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(y,x) —r of f. An alternate insightful interpretation is through the support
function to the epigraph. Observe

fry) = igg{«y, —1), (z, f(2)))}
= sup  {((y,—1), (x,7))}

(z,r)€Eepi f
= 6;pif(y> _1)'

Thus the conjugate f*(y) is exactly the support function of epi f evaluated
at (y, —1). Since the support function is sublinear, the appearance of —1 in
the last coordinate simply serves as a normalization constant. See Figure
for an illustration of the two outlined viewpoints.

epi f

epi f*

(y27 _b
(y1,=b1) 2

»
>

g(z) = (yz, =) + ba

Figure 3.6: Epigraphs of the function f = max{—=z, %xQ} and its conjugate
fF= %max{(), )2+ 11,00 ().

Notice that f* is a pointwise supremum of affine functions and is there-
fore closed and convex. Moreover, one can verify that f* is proper as long
as @0 f is proper (check this!). Table records the Fenchel conjugate of a
few notable univariate functions.

We can now explain the symbol 622 we have been using for the support
function of a set Q. Observe that the Fenchel conjugate of the indicator
function d¢g is exactly the support function of @, thereby explaining the
notation d¢, for the latter.

Exercise 3.23. Show that the set Fg of halfspaces in Theorem coin-
cides with epi (5’@.

We aim to show now that much like taking the double polar of a cone,
taking the Fenchel conjugate twice results in the closed convex envelope of
the function. As the first, step, the following exercise verifies this claim for
affine functions.
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| f(@)  [domf ] f*(y) | dom f* |
2] R 0 —1,1]
Sz, p>1] R vt G+o=1) R
V1+ a2 R —/1— 192 [-1,1]
—log(z) | (0,00) —1—log(—y) (=0,0)
e’ R ylog(y) —y [0, 00)
x log(x) (0,00) eV —1 R
log(1 + €”) R | ylog(y) + (1 —y)log(l—y) | [0,1]

Table 3.3: Examples of convex functions and their Fenchel conjugates.

Exercise 3.24. # Show that for any affine function f(z) = (a,z) + b, the

conjugate takes the form f*(y) = —b+0d;4(y). Deduce the equality f** = f.
We will also use the following elementary observation.

Exercise 3.25. 4 For any function ¢g: E x Y — R, the estimate holds:

supinf g(z,y) < infsup g(z,y).
y T Ty

We can now prove the biconjugacy theorem alluded to previously.

Theorem 3.26 (Biconjugacy). For any proper function f: E — R, equality
™ =¢cof holds.

Proof. We begin by successively computing:
(f)(x) = Stylp{<x, y) — ()}
= SLylp{<:v, y) —sup{(z,y) — f(2)}}
= sup inf{(y,z —2) + f(2)}

< inf sgp{<y7 x—z)+ f(2)} (3.8)

e 1 2=
z +oo T #z

= f(z),
where (3.8]) follows from Exercise
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Thus we have established f** < f. Notice that f** is by definition closed
and convex. Hence the inequality f** < o f holds. To complete the proof,
let g(+) be any affine minorant of f. By the definition of the conjugate, we
see that conjugacy is order reversing and hence g* > f*. Exercise then
yields g = (¢*)* < (f*)*. Taking the supremum over all affine minorants g
of f and using Exercise [3.18 implies cof < f**, as claimed. O

The biconjugacy theorem incorporates many duality ideas we have al-
ready seen in convex geometry. For example, let K be a nonempty cone. It
is immediate from the definition of conjugacy that d3 = dxo. Consequently,
Theorem [3.26] shows

dclconvK = €O 0 = (5K)** = 5}((0 = foo.

Hence we deduce K°° = clconvK. This is exactly the conclusion of Exer-

cise 2271
Exercise 3.27. Show that for any closed, convex set ) C E containing the
origin, it holds:

YQ() = 050 ().

The Fenchel conjugacy interacts beautifully with the epigraphical set
operations, as summarized in the Table

’ Function h(z) ‘ Fenchel conjugate h*(y) ‘

M (z) A*(R)
f(z+0) [ (y) — (by)

infz g(a:,z) g*(y,O)

fOgyg [ + g

inf, {f(y) : Ay = z} [ (Ay)

Table 3.4: Duality in epigraphical operations; here, f and g are proper
convex functions and A\ > 0.

Exercise 3.28. Verify the correspondences in Table

3.5 Subgradients and subderivatives

Section introduced the tangent cone as a first-order approximation of
a convex set, along with its polar, the normal cone. This section follows
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a similar theme for an arbitrary function f, introducing the subderivatives
df (z)(-) (analogue of directional derivative) and the subdifferential 0f(z)
(set of generalized gradient). There is a tight connection between these two
constructions and epigraphical geometry: the epigraph of the subderivative
df (z) is the tangent cone to the epigraph Ty, f(x, f(x)), while the subdiffer-
ential Of () can be identified with a slice of the normal cone Nep; ¢(z, f(x)).
The main result of the section establishes the following striking relationship:
the subderivative coincides with the support function of the subdifferential,
provided the latter is nonempty. The following two sections investigate the
subdifferential and subderivative constructions, in turn.

3.5.1 Subdifferential

By their nature, nonsmooth functions cannot be approximated by affine
functions up to a first-order error. Optimization problems, however, are
inherently one-sided, that is one aims to either minimize or maximize a
function. Consequently, it seems plausible that theory and algorithms can
use one-sided affine approximations of functions. With this in mind, we
introduce the following key definition, which simply replaces the equality in
the definition of the gradient by an inequality.

Definition 3.29 (Subdifferential). Consider a function f: E — R and a
point x, with f(z) finite. Then a vector v € E is called a subgradient of f
at z if the inequality holds:

f) > f@)+ v,y —x)+o(ly—zl) asy— (3.9)

The set of all such vectors v is called the subdifferential of f at x, and is
denoted by df(z). For points x at which f(z) is infinite, we set df(z) = (.

Thus a vector v is a subgradient of f at x if the affine function y +—
f(x) 4+ (v,y — z) minorizes f up to first-order near x; see Figure The
set 0f(x) should therefore be thought of as a set of generalized gradients.
In particular, the inclusion 0 € df(x) is a necessary condition for  to be a
local minimizer.

Lemma 3.30 (Necessary condition for optimality). Let x be a local mini-
mizer of a function f: E — R, and suppose that f(x) is finite. Then the
inclusion 0 € 0f(x) holds.

Reassuringly, for differentiable functions, the subdifferential consists only
of the gradient.
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Tepi f(:]?, .f(m))

epi f

of(z) x {—1}

l(y) = f(z) + (v,y — )

(a) Subgradient of nonconvex function (b) Tangents and normals

Figure 3.7: Subdifferential of a nonconvex function.

Exercise 3.31 (Subdifferential of differentiable functions). # Consider a
function f: E — R that is differentiable at . Then equality df(z) =
{Vf(x)} holds.

[Hint: The inclusion Vf(z) € 0f(x) is clear from the definition of the
gradient. Conversely, fix any subgradient v € df(x) and a vector h € E..
Then for all small ¢ > 0, the definition of the subgradient implies

flx+th) > f(x)+ t{v, h) + ot),
while differentiability yields
f(z+th) = f(z) + t(Vf(z),h) + ot).
Combine the two estimates to deduce V f(x) = v.]

Let us look at a few simple examples to get a feeling for subdifferential
computations. More interesting examples will appear at the end of the
section, after we develop some finer tools.

Exercise 3.32. Define the univariate functions

-z ifx>0
00 ifx<0

f@) =), o) =—lz, and h@)::{
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Show that df(x), dg(x), and Oh(z) are given by the following expressions,
respectively:

-1 ifzx <O 1 ifz <O .
1) if x <0
[~1,1] ifz=0p, 0 ifzx=0}, L ool
1 if 2> 0 1 ifaz>0 2V
epig epih
epi f

(a) f(2) = o] \

(b) g(x) = —|z| (c) h(z) = =V

Figure 3.8: Examples of subdifferentials.

Computing subdifferentials of more interesting functions, such as point-
wise maxima f(r) = sup,_y__, fi(v), sums fi+ f2, and compositions f(Az),
requires a calculus of subderivatives. Chapter [4]is devoted entirely to devel-
oping such a calculus for subdifferentials of convex functions. Consequently,
subdifferential formulas for many more interesting functions will appear in
Chapter The following exercise develops two elementary calculus rules
that we can already prove, and which will be useful in the sequel.

Exercise 3.33 (Separable sum). Let fi: E; — R, fori = 1,...,k, be a
proper function on a Euclidean spaces E;. Show that the subdifferential of
the separable function f(z1,z2,...,z,) = Zle fi(x;) is given by

Of (@1, w2, ..., an) = 0f (x1) X ... x Of (k).
Deduce an expression for the subdifferential of the ¢; norm || - ||;.

Exercise 3.34 (Smooth plus nonsmooth). # Consider two proper functions
f,9: E — R and suppose that f is differentiable at a point . Show the
equality

f +9)(x) =V f(z)+ dg(x).

Given a set @@ C E, observe the equality 0dg(z) = Ng(x) (check this!).
Hence, the normal cone is an example of a subdifferential. The relation-
ship between normal cones and subdifferentials runs much deeper, as the
following exercise shows.
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Theorem 3.35. @ Consider a function f: E — R and a point x, with f(x)
finite. Then the equivalence holds:

v € df(x) = (v, =1) € Nepif(z, f(z)).

Proof. The forward implication = is immediate from definitions; we leave
the details for the reader to verify. Conversely, fix a pair (v, —1) € Nepi f(z, f(x)).
The definition of the normal cone guarantees

r = f@)+ v,y —2) + o[y, 7)) — (z, f(@)]]), (3.10)

as (y,r) = (z, f(x)) in epi f. Let us first argue that the quotients f(ﬁ/;%ﬁﬁx)
are bounded from below on a neighborhood of z. To see this, observe that

(3.10) guarantees

r> f@)+ vy —a) = 5(ly — 2l +Ir = f@)]), (3.11)

for all (y,r) in epi f sufficiently close to (x, f(z)). In particular, if r < f(z),
then rearranging (3.11)) and using the Cauchy-Schwarz inequality yields

r = fle) +2(v,y—z) = lly -zl = f(z) — A+ 2ol |z —yll.  (3.12)

f (ﬁ/)—fﬁm)
y—x
Seeking to verify the subgradient definition (3.9)), consider any sequence

yi — x, with f(y;) finite. Clearly, we may assume f(y;) < f(x) + (v, y; — z)
for all indices i, since otherwise (3.9) holds trivially. The Cauchy-Schwarz

inequality therefore guarantees limsup % < 00. Thus the quotients
i—00 ¢

% are uniformly bounded. Plugging in r; = f(y;) into (3.10) yields

Fyi) = f(2) = (v, 9 — x) = ol[l(yi, f(9i)) — (=, f(@))])- (3.13)
Observe now that the vectors ¢; := (vi, f(vi)) — (z, f(x)) satisfy

We therefore deduce liminf,_,, > —00, as claimed.

o(lGil) _ oGl . NGl _ ol . (f(g:)—f(2))?
Tyl = TNGI Twi—all — "l \/1+ a0

Therefore, the term o(]|(;||) on the right side of (3.13) is o(||y; — z||), which
directly implies v € 0f(z), as claimed. O

Thus, we may identify the subdifferential 0f(x) with the slice of the
normal cone Nepi ¢(z, f(x)) N (Ex{—-1}). See Figure for an illustration.
An important consequence of Theorem is that the subdifferential 0 f ()
is always a closed convex set. When the target function f is convex, the
definition of the subdifferential simplifies, as one expects.
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Exercise 3.36. & Consider a convex function f: E — R and a point z,
with f(x) finite. Show that the inclusion v € df(z) holds if and only if

fly) > flx)+ (v,y — ) holds for all y € E.

[Hint: Use Exercises and [3.35]]

Thus if f is convex, then a subgradient v € df(z) has the property that
the affine function y — f(z) + (v, z — y) globally minorizes f, with no error
term. See Figure for an illustration. This is the power of convexity
and should be emphasized: subgradients of convex functions automatically
furnish global affine minorants. In particular, the zero vector is a subgradient
of a convex function f at x if and only if x is a global minimizer of f.

Tepi f(CC, f(:l?))

epi f

of (=) x {—1}

Ly) =f(z)+(v,y — =

Neh 1 (z, f(2))

»

>

X

(a) Subgradient of a convex function (b) Tangents and normals

Figure 3.9: Subdifferential of a convex function.

Corollary 3.37. A point x is a global minimizer of a proper convex function
f: E — R if and only if the inclusion 0 € O f(x) holds.

Certainly if the subdifferential is empty at some point, then it provides no
useful information. Looking back at Exercise we see that a nonconvex
function (e.g. f(z) = —|-|) could easily have an empty subdifferential set
at a point in the interior of its domain. In contrast, the following exercise
shows that any convex function admits a subgradient at every point in the
relative interior of its domain. This result is sharp in the sense that even
a convex function may fail to admit a subgradient on the boundary of its
domain. One example is the function h(z) = —/z in Exercise [3.32]

Theorem 3.38 (Existence of subgradients). Consider a proper convex func-
tion f: E — R. Then the subdifferential Of(x) is nonempty at every point
x € ri(dom f).
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Proof. We first prove the theorem when dom f has nonempty interior. For
any point x € int (dom f), Exercise yields a nonzero vector (v,a) €
Nepif(x, f(x)). In the case a = 0, the very definition of the normal cone
guarantees v € Ngom £(Z), which is not possible since Z lies in int (dom f).
Therefore we deduce a < 0. Rescaling yields the inclusion (—a~lv,—1) €
Nepi ¢(z, f(2)). Theoremtherefore guarantees —a~lv € 9f(z), thereby
completing the proof.

Suppose now that dom f has empty interior. Without loss of generality,
we may assume that the domain of f contains the origin. Define the lin-
ear subspace L := aff (dom f) and define the function ¢g: L x L+ — R by
g(z,y) = g(x). Clearly, g is convex and its domain domg = dom f x L=+
has nonempty interior. Therefore, by what we have already proved, for ev-
ery point & € ri(dom f), the subdifferential set dg(z,0) = df(z) x {0} is
nonempty. The proof is complete. ]

The subdifferential and the Fenchel conjugate function are intimately
linked by the following theorem; see the accompanying Figure [3.10

Theorem 3.39 (Fenchel-Young Inequality). Consider a proper convex func-
tion f: E — R. Then for any points x,y € E, the inequality

f@)+ f*(y) = (@,y)  holds, (3.14)
while equality holds if and only if y € Of(x).

Proof. Fix two points x,y € E. Observe
fry) = sup {(2,9) = f(2)} = (z.y) — f(@),

establishing the claimed inequality . Next, Exercise shows that
the inclusion y € df(x) holds if and only if f(z) > f(z) + (y,z — x) for all
z, or equivalently if (y, z) — f(x) > (y, 2) — f(z) for all z. Taking supremum
over z, this condition amounts to

(,2) = f(2) 2 sup {{y, 2) — f(2)} = f*(v).

This is the reverse direction in the inequality (3.14)). O

A crucial consequence of the Fenchel-Young inequality is that the con-
jugacy operation acts as an inverse on the level of subdifferentials.

Corollary 3.40. Suppose f: E — R is proper, closed, and convex. Then
yedf(x) <= zedf(y).
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epi f

€ af(z)

K

Figure 3.10: Tightness in the Fenchel-Young inequality

Proof. Theorem m shows that y lies in df(z) if and only if

(z,y) = f(z) + *(y).

On the other hand by Theorem we have f(x)+f*(y) = (f*)*(x)+f*(y).
Applying Theorem again with f replacing f*, we deduce y € 9f(x) if
and only if x € 9f*(y). O

Using Corollary we can now compute the subdifferential of a few
more interesting functions.

Exercise 3.41. Let Q C E be a closed convex set. Show the equality

905 (v) = argenéax (v, x) for all x € E. (3.15)

Use this expression to do the following exercises.

1. Show that the coordinate maximum function mx : R” — R defined by
mx (21, ...,2,) = max{xy,..., o, } satisfies

Omx (x) = conv{e; : i € I(x)},

where I(x) := {i: x; = mx (z)} denotes the set of active indices.

2. Show that the />-norm on R"™ satisfies

= iz #£0
Ollafy =4 T "7
clB ifz=0
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3. Show that the /., norm on R’ satisfies

9||z|| 0o = conv U il |,
i€l (x)

where I(x) := {i: x; = ||x||oo} denotes the set of active indices.

[Hint: Use Corollary together with Exercise to establish ([3.15]).

Recognize that mx (), || - ||2, and || - ||cc functions are the support functions
of the unit simplex A,,, the unit f>-ball, and the unit ¢; ball, respectively.
Use the expression (3.15)) to complete the proof.]

We end with an illuminating exercise, which shows that the subdifferen-
tial of a convex function satisfies a nice closeness property.

Exercise 3.42. Consider a proper, closed, convex function f: E — R.
Show that for any sequences of point z; € E and v; € 9f(x;), such that
(x;,v;) converge to some pair (Z,7), the inclusion v € Jf(Z) must hold.
Deduce that the graph of the subdifferential {(z,v) e EXE :v € df(x)} is
a closed set.

3.5.2 Subderivative

Subgradients of a function f describe affine minorants of f up to a first-order
error. An interesting alternative construction would instead aim to measure
the rate of change of f along a given direction. How should we measure the
rate of change of a nonsmooth function f along a given direction u € E?
The classical answer is the directional derivative

Definition 3.43 (Directional derivative). Consider a function f: E — R
and fix a point z, with f(z) finite. The directional derivative of f at x in
direction u € E is defined by

(3.16)

provided the limit exists.

The definition of the directional derivative for general functions f is
deeply flawed. First, the limit in the expression might not exist. This
problem turns out not to be too serious for most functions of interest; in
particular, the forthcoming Lemma [3.48| shows that the limit does exist for
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81

Figure 3.11: Example when the function f’(Z,-) is not closed.

convex functions. A much more serious deficit is that function u +— f'(Z, u)
is not closed even if f is a closed, convex function; this is in contrast to the
nice closedness properties of the subdifferential (Exercise .

A simple example will clarify what can go wrong. Let f: R?> — R be the
indicator function of the closed unit disk and define the basepoint z = (1, 0).
A quick computation yields the expression

) = {o if u; < 0

+o00 otherwise

Thus the function u — f'(Z,u) is not closed. What goes wrong is that
intuitively one expects f/(Z,u) = 0 for u = (0,1), and yet the value of the
directional derivative is f/(Z,u) = co. What is at fault is the requirement
that the approaching points x; = & + 7;u in the difference quotients must
lie on the ray {z} + Ri{u}. If we would have instead allowed a sequence
x; lying on the circle approaching Z, the problem would disappear. See
Figure for an illustration.

This example suggests that a better definition would compute difference
quotients along a sequence of points that approaches Z “directionally” along
u, but not necessarily lying in the ray {z} + R4{u}. That is, we should
focus on points x; — T satisfying Ti_l(il}i —Z) — u for some sequence 7; \ 0.
Solving for x;, we may write x; = T + T;w; for some sequence w; — u. Thus
a better measure of variation in direction u would involve the difference
quotients M as 7 tends to zero and w tends to u. With this in
mind, we introduce the following definition.

Definition 3.44 (Subderivative). Consider a function f: E — R and a
point z, with f(Z) finite. Then the subderivative function df (z): E — R is
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defined by ) )
df (z)(u) = liminf [+ rw) - f(x)

7\0 T

w—u

The following exercise shows that the subderivative of a function is
closely tied to the tangent cone to its epigraph.

Exercise 3.45. 4 Show that for any function f: E — R and a point z,
with f(z) finite, equality holds:

epi df(l') = Tepif(xa f(.%'))

For example, the grey region in Figure [3.7b| coincides with the epigraph
of the subderivative function u +— df(z)(u). An important consequence of
Exercise is that the function df (z)(:) is closed and positively homoge-
neous, since the tangent cone is always a closed cone.

The following exercise shows that when f is locally Lipschitz continu-
ous around T, the sequence w in the definition of the subderivative can be
replaced simply by u—often, a convenient simplification. Note that local
Lipschitz continuity excludes the example of the indicator function of the
unit disk, discussed previously.

Exercise 3.46. Consider a function f: E — R that is Lipschitz continuous
on a neighborhood of a point Z. Then equality holds:

vy i S (@ TU) — f(Z)
df (z)(u) = 1131\161f = .

For a smooth function f, the gradient and the directional derivative are
tightly related by the expression f'(z,u) = (Vf(z),u). The following exer-
cise shows that this relationship extends naturally to the nosmooth setting;:
the closed convex envelope of the subderivative is the support function of
the subdifferential.

Theorem 3.47 (Subderivative as the support function). # Consider a func-
tion f: E — R and a point T, with f(x) finite. Then the following two
properties are equivalent:

of(z) £ 0 = co df (z) is proper.

Under these two equivalent conditions, the envelope €6 df (T) is the support

function of the subdifferential Of(Z).
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Proof. We will verify the relationship
Af () ={v € E: (u,v) <df(z)(u) VYu e E}. (3.17)

Then the statement of the theorem will follow immediately from Exer-
cise [3.21] To this end, observe the following equivalences:

vedf(@) = (v,-1) € Nis(a, f(’)) (3.18)
= (01 () SO V(ur) € Ty (2, (@) (3.19)
= (v,u) <df(Z)(u) VucE, (3.20)

where (3.18) follows directly from Theorem the equivalence ((3.19) fol-
lows from Lemma and (3.18) is a consequence of Exercise We
have thus proved that (3.17)) holds, and the proof is complete. O

So far, the discussion of the subderivative df (z)(-) did not assume con-
vexity of f. Our next goal is to show that when f is convex, the subderiva-
tive df (Z)(-) coincides with the closure of the directional derivative function
cl f/(z,-). We begin with the following lemma, which shows that the limit in
the definition of the directional derivative exists for convex functions.

Lemma 3.48. Suppose f: E — R is conver and fix a point x with f(x) fi-
nite. Then for any point u € E, the quotients M

in T, and therefore f'(x,u) exists in R for every u € E.

are nondecreasing

Proof. Fix any reals 7, 7 satisfying 0 < 7 < 7. Using convexity, successively
compute

fle+7u)—fl@)  F((ED)z+L(x+71u) - f(2)

T ) ) T
@)+ Lt ) — @)
- T
_ fl@+Tu) - f(2)
- T
The result follows. O

Not surprisingly, the directional derivative f’(z,-) of a convex function
f is itself a convex function.

Exercise 3.49. Let f: E — R be a proper convex function. Verify that
for any point z € dom f, the directional derivative function u — f'(z,u) is
sublinear.
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We are now ready to prove the following theorem

Theorem 3.50 (Subderivative and directional derivative). Consider a proper
convex function f: E — R and fiz a point & € dom f. Then equality holds:

df(@)() = dl f'(, ). (3:21)
Consequently, as long as Of(x) is nonempty, we have
df (z) = cl f'(7,") = 054y

Proof. Without loss of generality, we may suppose z = 0 and f(z) = 0
throughout the proof. Observe that since f is convex, the tangent cone
Tepi (T, f()) is closed and convex. Therefore using Exercise[3.45 we deduce
that df (z) is a closed sublinear function. The inequality df (Z)(:) < f/(z,-) is
immediate from definitions, and therefore we conclude df (z)(-) < ¢l f/(z, ).
To see the reverse inequality, we will show the inclusion

epi f —{(@, f(2))} Cepif'(z,). (3.22)
To this end, fix an arbitrary point (x,r) € epi f, and compute

f@+(z=7) - (@)
1

<r— f(z).

Monotonicity of difference quotients (Lemma |3.48) guarantees f'(z,x —Z) <
r — f(z), and therefore

(z,7) = (2, (%)) = (z — 2,7 - f(2)) € epi ['(2,")

Thus the inclusion (3.22) holds. Using Exercise[2.33|we deduce Toyi £(Z, f(Z)) C
clepi f'(z,-). Exercise@therefore implies cl f'(Z,-) < df (&), thereby com-
pleting the proof of @ The final claim is now immediate from Exer-
cise 3.471 O

3.6 Lipschitz continuity of convex functions

Theorem showed that the subdifferential 0 f(z) of a convex function f is
nonempty at every point € ri (dom f). This section proves a much stronger
statement: a convex function f is Lipschitz continuous on any compact
subset of ri (dom f). To better appreciate the subtlety of this guarantee, it is
worthwhile to see what can go wrong at points in the relative boundary of the
domain. First, the example h(z) = —/x discussed in Exercise shows
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that a closed convex function may fail to be locally Lipschitz continuous
relative to its domain. A more interesting example is the function f: R? —
R, depicted in Figure and defined by

y; ifxz>0
flzy)=2 0 if (z,y) = (0,0) . (3.23)
+o00  otherwise

It is straightforward to see that f is closed and convex, but is not even
continuous at the origin relative to its domain.

Figure 3.12: Plot of the function f(z,y) in equation (3.23)).

We begin with the following exercise that relates Lipschitz continuity to
the size of subgradients.

Exercise 3.51. & Let f: E — R be a proper convex function and let @Q
be any open subset of dom f. Prove the identity:

sup @) = Jw)] = sup vl (3.24)
eweq o —yll T€Q,vEDf(x)

[Hint: The inequality < in (3.24) follows from the subgradient inequality
and Cauchy—Schwarz. To see the reverse inequality, fix x € Q and v € df(z),
and estimate the error f(x + tv) — f(z) using the subgradient inequality.]

Exercise 3.52. # Consider a proper, closed, convex function f: E — R.
Show that f is L-Lipschitz continuous if and only if every vector in dom h*
is bounded in norm by L.

[Hint: Using Corollary [3.40 verify sup |lv] = sup |ly||]. Com-
z€E,vedf(x) yedom h*
plete the proof by appealing to Exercise M]
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We are ready to prove the main result of this section.

Corollary 3.53. Consider a proper convez function f: E — R and let Q
be a compact subset of ri(dom f). Then f is Lipschitz continuous on Q

Proof. Without loss of generality, we may suppose that dom f has nonempty
interior. Since @) is compact, we may choose a bounded open set U satisfying
Q C UandclU C int (dom f) (verify this!). We will argue sup,cy e s (o) [Iv]l <
oo, and therefore f is Lipschitz continuous on @ by Exercise [3.51 To
verify the claim, suppose for the sake of contradiction that there exist
sequences x; € U and v; € Of(x;) satisfying ||v;]| — oo. Since U is
bounded, we may pass to a subsequence and assume that x; tends to some
Z € clU C int (dom f) and ”Z—:” tends to some unit vector v. We will show
that the inclusion ¥ € Ngom ¢(Z) holds, which is impossible since Z lies in
int (dom f). To this end, observe that the subgradient inequality takes the
form

fly) > fx) + (vi,y — ;) for all y € dom f.

Dividing through by ||v;|| and passing to the limit yields

liminf S (@) <(v,T —y) for all y € dom f. (3.25)

imoo il T

Since f is proper, it admits an affine minorant and therefore f is clearly
bounded from below on the compact set clU. Therefore the left side of
(3.25) is nonnegative, and the inclusion o € Nqom £(Z) holds, as claimed. [J

We end the section with the following exercise, which shows that the
converse of Exercise [3.31] holds for convex functions.

Exercise 3.54. & A proper convex function f: E — R is differentiable at
x if and only if 0f(x) is a singleton, in which case it must be that df(z) =
{V/f(x)}.

[Hint: The forward implication is Exercise To see the converse, assume
0f(x) = {v} for some v € E. Next, verify the inclusion Ngom f(x)+0f(x) C
Of(x) and deduce x € int (dom f). Consider any sequence y; — = and
choose any vectors v; € Of(y;), guaranteed to exist by Theorem m
Use Exercise and Corollary to deduce that the sequence {v;}
is bounded. Using the subgradient inequality and Exercise |3.42] argue

limsup,_, o f(y")_ﬂéff;ﬁf’yi_@ < lim; 00 [|v — vi]| = 0.]
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3.7 Strong convexity, Moreau envelope, and the
proximal map

This section introduces class of strongly convex functions. Such functions
play a fundamental role both in theory and algorithms, as we will see. In par-
ticular, typical algorithms for strongly convex functions converge faster than
for functions that are merely convex. One of the main results of the section
is the Baillon-Haddad theorem, which shows that a proper, closed, convex
function is strongly convex if and only its Fenchel conjugate is smooth. In
this sense, smoothness and strong convexity are dual property. On our way
to proving this theorem, we will introduce the Moreau envelope, which serves
as a smooth approximation of a convex function, and the proximal map that
appears in the expression for its gradient. These three notions— strong con-
vexity, Moreau envelope, and the proximal map—will appear often in later
sections.

Definition 3.55 (Strong convexity). A function f: E — R is called u-
strongly convex (with p > 0) if the perturbed function z — f(z) — &||z|? is
convex.

Trivially, convex functions are strongly convex with parameter pu = 0.
More generally, if f is a convex function, then f+4||-||? is y-strongly convex.
Indeed, this is the typical way in which strongly convex functions arise,
as quadratic perturbations of convex functions. Checking strong convexity
of a C%-smooth function simply amounts to lower-bounding the minimal
eigenvalue of the Hessian.

Exercise 3.56. Show that a C?-smooth function f: U — R, defined on an
open set U C E, is a-strongly convex if and only if the relation V2f(z) >
—ad holds for all x € U.

[Hint: Apply Theorem [3.8]]

The main use of strong convexity stems from a strengthened sugradient
inequality, established in the following theorem.

Theorem 3.57. Let f: E — R be a p-strongly convex function. Then for
any x € E and v € 0f (x), the estimate holds:

)2 J@)+ vy =)+ Sy —al forally €.

Proof. Fix a point x € R and a vector v € df(z). Define the convex function
g :=f— 4 - ||I* and note the equality dg(x) = df (x) — pa (Exercise [3.34)).
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The subgradient inequality for g therefore guarantees

9(y) = g(x) + (v — pz,y — x).

Plugging in the definition of g and rearranging yields

fy) = fl@) + v,y —a) + g (l? + ll2)1* = 2(x, y))
= f(@) + (v, — ) + Slly — o]
as we had to show. ]

Thus, strong convexity of a function f guarantees that any point z and
subgradient v € df(z) yield a quadratic function y — f(x) + (v,y — x) +
Elly — x||? that minorizes f. Notice that in this way, strong convexity plays
an opposite role to smoothness. Recall from Exercise that if f is B-
smooth, then the quadratic y — f(z) + (Vf(z),y — x) + 5|ly — «|? is an
upper-estimator of f for any x. See Figure for an illustration.

500
400
300
200

100

-100

(a) Strong convexity (b) Smoothness

Figure 3.13: Depiction of strong convexity (left) and smoothness (right).
Left: f(z) = |z|+2? (black), quadratic lower model formed at = = 1 (blue);
Right: f(z) = log(1 + €®) + 722 (black), quadratic upper model formed at
x =5 (blue)

The following is a direct consequence of Theorem [3.57]

Exercise 3.58. @ Any proper, closed, u-strongly convex function f: E —
R has a unique minimizer x, which moreover satisfies

fly) = f(z) > %Hy — z|? for all y € E. (3.26)

[Hint: Argue using Theorem that f is coercive, and apply Exercise
to deduce existence of a minimizer x. Deduce the claimed inequality (3.26])

from Theorem Conclude uniqueness from (3.26]).]
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A minimizer of any function f, by definition, satisfies f(y)— f(z) > 0 for
all y. The estimate guarantees that if f is p-strongly convex, then we
can squeeze out an extra quadratic term ||y — z||? on the right-hand-side.
We will use Exercise heavily in what follows.

As we alluded to previously, smoothness and strong convexity play op-
posite roles: one has to do with upper quadratic approximations and the
other with lower quadratic approximations. We will now see that this obser-
vation can be made precise through the language of duality. We will prove
that a closed convex function is S-smooth if and only if its Fenchel conju-
gate is %—strongly convex. The argument will be based on the following two

constructions, which are critically important in their own right.

Definition 3.59. For any function f: E — R and real a > 0, define the
Moreau envelope and the proximal map, respectively:

fala) = min £(3) + 5 e — ol

. 1
prox,.; (#) = argunin f(y) + o |z ~ y|>
y a

The reader should recognize the Moreau envelope simply as the infimal

convolution .
_ L2
o= 10 (51 1).

In particular, when f is proper, closed, and convex the perturbed function
[+ i”:ﬁ — -||? is proper, closed, and strongly convex. Consequently, Exer-
cise guarantees that prox,(z) is a singleton for every x. Taking into
account the expression , we recognize the epigraph of f, as the sum:

. . (1
evifo = epif +epi (50 1-17) (3.27)

An example will help to gain some intuition. Letting f be the absolute value
functionf = | - |, a quick computation shows (Figure |3.14))

r—a ifz>ao

1.2 :

50| if |[z] < «

falwy = 2l A=t @ =0 il <a
|z| — 3  otherwise

z4+a ifz<—a

The envelope f, appears often in the statistics literature, under the name of
the Huber function. Notice that the Huber function coincides with a simple
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gph (PTOXQ\.\ )

2 (b) gph (prox,,.|)

(a) epi| - |o =epi|-|+epig|:

Figure 3.14: Moreau envelope and the proximal map of | - |.

quadratic near the origin and then grows linearly. The associated proximal
map prox, s is called soft-thresholding in statistics and signal processing.

In the simplest case that f is the indicator function of a closed con-
vex set @, the Moreau envelope reduces to the squared distance fq(x) =
idis‘cé(m), while the proximal map becomes the nearest point projection
prox, () = projg(r). Consequently, a great deal of intuition can be gained
by treating the proximal map as a generalization of the nearest-point pro-
jection for functions. The following theorem, which plays an analogous role
to Exercise for projections, shows that the proximal map of a proper,
closed, convex function is 1-Lipschitz continuous.

Theorem 3.60. Consider a proper, closed, convex function f: E — R.
Then the set proxf(x) is a singleton for every point x € E. Moreover, for
any points x,y € E the estimate holds:

Iprox; () — prox(y)||* < (prox,(z) — prox;(y), = —y).

In particular, the proximal map x — proxf(a;) 18 1-Lipschitz continuous.

Proof. Notice that for every point x, the function z — f(2) + %]z — z|?
is proper, closed, and 1-strongly convex, and hence has a unique minimizer
(Exercisew ). Thus the proximal set prox  1s a singleton everywhere on E,
as claimed. Next, consider any two points z,y € E and define ™ = prox f(:n)
and y* = proxs(y). By definition 2" is the minimizer of the function
f+ 3| - —=z|?* and y* is the minimizer of f + 3| - —y||>. Using strong
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convexity and Exercise [3.58, we therefore deduce

1 1 1
Pty 4 gl =l < (10 + 3 = al?) = Sl - o2

= fly"

~—

1 1
., 2 a2
+olly™ =yl = Slly™ — 27
1
ly*™ = =l* = Slly" = ol
1
< () + 3l =0l = - o2

1 1
- + 2_7 + 2
+2M || QM yl*.

N | =

+

Rearranging yields the claimed estimate:

1
M+—xﬂP§§UW+—yW—WW+—MF+Mﬁ—$W—Hfﬂ—ﬂﬂ
<l’+ - y+,.%' - y)

The Cauchy-Schwarz inequality then implies ||y T —a || < ||z —y]| as claimed.
U

The proximal map of a convex function and that of its conjugate are
closely related, as the following theorem shows.

Theorem 3.61 (Moreau decomposition). For any proper, closed, convex
function f: E — R, equality holds

proxs(z) + prox . (z) = Vo € E.

Proof. Using the definition of the proximal map, we successively deduce

z =proxs(z) <= 0€ 0 (f + %H . —xH2> (2)
<z —2z2€0f(z)
= z2€df(x—2) (3.28)
= 0€0f (r—2)—=z
<~ 0€0 <f*—|-;|| . —x||2> (x —2)
= T — 2 = proxs (7).

where (3.28)) follows from Corollary This completes the proof. O



80 CHAPTER 3. CONVEX ANALYSIS

Theorem [3.61] is geometrically appealing when specialized to indicator
functions of cones. Letting f be the indicator function of a closed, convex
cone K C E, the theorem guarantees:

projg () + projge.(z) = x Va € E.
See Figure for an illustration.

Figure 3.15: Polar decomposition of a point z = projx (z) + proj ko (z)

Thus every point x can be decomposed as a sum of a point in K and a
point in K°. When K is a linear subspace, we simply recover the orthogonal
decomposition. Continuing with the linear algebraic analogy, the following
exercise shows that the polar decomposition is unique.

Exercise 3.62. Let K C E be a nonempty, closed, convex cone. Show that
for any three points x,y, z € E, the following conditions are equivalent.

l.z=zx+ywithze K, ye K°, (z,y) =0,

2. © = projg(z) and y = projgo(2).

Exercise 3.63. Compute the proximal operator prox,; of the following
functions: f(z) = [lz[l1, f(z) = llz]l2, f(z) = [|2]lc-

Looking at Figure it appears that the Moreau envelope of the
absolute value function is smooth. This is not a coincidence. An intuitive
reason stems from the expression for the epigraph of the Moreau en-
velope. The addition of epi i |- ||? to an epigraph of a convex function tends
to “smooth out” its nonsmooth features. The following theorem provides a
formal justification.

Theorem 3.64. For any proper, closed, convex function f: E — R, the
envelope fo is continuously differentiable on E with gradient

Vfa(z) =a t(z - prox, s(z)). (3.29)

Consequently ¥V fo is Lipschitz continuous with parameter o !.
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Proof. Suppose first « = 1 and fix a point x € E. We aim to show that the
subdifferential of f,, is a singleton at every point. To this end, we successively
deduce the equivalences

z€0fa(x) <= xz€d(fO %H . ||2)*(z) (3.30)
= z€d (f* + (4] u?)*) (2) (3.31)
= z€if(2)+=
= vcal+il-—al)e)
<= 2z =Dproxsu ()
<= z=1 — proxs(r), (3.32)

where follows from Corollary and the definition of the Moreau
envelope, the second equivalence (3.31]) uses the conjugate formula for the
infimal convolution in Exercise and the last equivalence follows
from Theorem [3.61] Thus we deduce that the subdifferential 0f,(z) is a
singleton. Hence by Exercise the envelope f, is differentiable with
Vfa(z) = ¥ — proxg(z). It follows immediately from Theorem that
V fo is 1-Lipschitz continuous. Returning to the general setting o # 1,
observe that « - f, is the Moreau-Yosida envelope of af with parameter 1.
Applying what we have already proved for the case @ = 1 completes the
argument. O

Exerciseﬁ3.65 (Mean-value theorem). Consider a proper convex function
f: R — R and fix two points z,y € ri(dom f). Show that there exists a
point z € [z,y] and a subgradient v € 0f(z) satisfying

fy) = f(x) = {v,y —2).

[Hint: Explain why without loss of generality you can assume that dom f
has nonempty interior. Then apply the mean value theorem to the Moreau
envelope f,(7) and note the inclusion Vf,(x) € 0f(prox,(z)). Complete
the proof by letting « tend to zero. Why is it important that z and y lie in
the interior of dom f7]

We end the section with the following theorem, which formalizes the
duality between smoothness and strong convexity.

Theorem 3.66 (Baillon-Haddad). A proper, closed, convez function f: E —
R is p-strongly convex if and only if the conjugate f* is u~'-smooth.
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Proof. Suppose that f is p-strongly convex and define the convex function
g(z) := f(z) — §||lz||>. We may then write

*
=g +51-1P)" =g 05l 1%

The right-hand-side is simply the Moreau envelope of g* with parameter p,
and is therefore 1~ '-smooth by Theorem m

To see the converse, assume that f* is u~!-smooth. To simplify notation,
define h := f* and 8 := 1/u. We will show that h* is %-strongly convex,
thereby completing the proof. To this end, define the function g(z) :=
gH -||? = h. Taking derivatives, we compute

(Vy(y) — Vy(z),y — x) = Blly — z||* = (Vh(y) — Vh(z),y — z) >0,

for all z,y € E, where the last inequality follows from Exercise . Thus
g is convex by Theorem We now express h as

h(y) = Slyll> — 9(y) = 21yl — g™ (v)
= Slyl* = sup {(y, 2) — g"(2))

= inf {Zllyl* - (4.2) + g"(2) } .
Using this expression for h, we compute the conjugate
h*(z) = Sup {(z,9) — h(y)}
= sup {(z,y) — inf { Syl — (w,2) + *(@) }}

Y
=swpsup {(z,9) = Syl + (v.2) — g"(2)}

= sup fsup {(z 4000~ 210l } - o0
e Ly
=sup o5z +z|® — g*(2).

xX
Subtracting %HZHQ from both sides yields

h*(2) = 2l = sup (z,2) + F5lall® — g*(a).

The right-hand-side is a pointwise supremum of affine functions in z and is
therefore convex. This completes the proof. O
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Exercise 3.67. Show that any 3-smooth function h: E — R can be written
as the Moreau envelope f},3 of some closed convex function f: E — R.

Another notable consequence of the Baillon-Haddad theorem is that
strongly convex functions are subgradient dominated.

Theorem 3.68. Any proper, closed, a-strongly convex function f: E — R
satisfies the subgradient dominance condition:

f(z) —min f < éHvH2 forallx € E, v e df(z).

Proof. Let z* be a minimizer of f. Fix any x € E and v € 9f(z). We
compute

fla) =" < (e — %) < f| - [lo — 27|

= [loll- IV (v) = VOl < éHvlﬁ (3.33)

where (3.33)) follows from Corollary and Theorem O

Theorem plays an important role when analyzing algorithms. We
will encounter a number of algorithms for minimizing a convex function f
that generate sequences z; and v; € 0f(x;) satisfying v; — 0. When f is
strongly convex, Theorem [3.6§| allows to translate estimates on the norms
|lvi]| into estimates on the function gap f(x;) — min f.

3.8 Monotone operators and the resolvant

Optimization problems in applications often arise in the structured form

(P)  min h(Az) + g(x)

for some proper, closed, convex functions g: E — R and h: Y — R and
A:E — Y a linear map. Such optimization problems will be the main
focus of Chapter 4l An important result of the chapter (Corollary will
show that under mild conditions, a point x is optimal for (P) if and only if
there exists a “dual variable” y such that the pair (x,y) jointly satisfies the
inclusion

m © [—OA é] B] +9g(x) x Oh*(y)- (3.34)

Thus, letting T'(z, y) denote the set on the right-side of (3.34)), the problem
(P) is equivalent to finding a pair (z,y) satisfying 0 € T'(x,y). Notice that
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T(z,y) is a sum of a skew symmetric linear operator and the subdifferen-
tial of a proper, closed, convex function. In this section, we will see that
even though T'(z,y) is not the subdifferential of any convex function, it does
satisfy a nice “monotonicity property”. It it this monotonicity property
that enables application of a number of efficient algorithms to the system
. In this section, we will use convex analytic techniques to study gen-
eral monotone operators. The obtained results will serve as the foundation
for the primal-dual algorithms developed in Chapter [7}

3.8.1 Notation and basic properties

We begin with some basic notation. A set-valued map T, denoted T: E =
Y, is an assignment that maps E to the powerset of Y. Thus T assigns to
every point x € E a subset T'(z) C Y. We have already encountered an
important set-valued map: the subdifferential Of of a function f: E — R

is a set-valued map from E to E. The domain, range, and graph of a map
T:E =Y are defined by

domT = {z € E: T(z) # 0},

range T = U T(z),
z€eE

gphT ={(z,y) e ExY :y € T(x)},

respectively. Thus the domain of T' consists of all points = where T'(z) is
nonempty. The range of T consists of all points y that satisfy y € T'(x)
for some point z. Finally the graph of T" simply “stacks” the images of T’
see Figure [3.16] for an illustration. In particular, a set-valued map is fully
described by its graph. The inverse map T~': Y = E is defined as

T 'y) ={z €E:yecT(z)}

Notice that the inverse map is always well-defined, as a set-valued map.
The graph of 7! is simply the image of the graph of T' under the reflection
(@,y) = (y,2).

A set-valued map T': E =3 Y is called surjective if equality, range T =Y,
holds. We say that T'is single-valued if T'(x) is a singleton set for every z € E.
Single-valued maps T correspond to point-to-point maps in the conventional
sense. The sum 17 + 15 of two set-valued maps T1: E=Y and Th: E=Y
is the set-valued map defined through set-addition

(Th + To)(x) = Th(z) + To(x).
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- gph T-1
gp

Figure 3.16: Graph of the set-valued map T'(x) = conv {%x,élzc} and that
of its inverse T7!(y) = Tconv{y, 3y}.

In this section, we will be primarily interested in set-valued maps that
satisfy the following monotonicity property.

Definition 3.69 (Monotone operator). A set-valued map 7: E = E is a
monotone operator if it satisfies

(Y1 —yo, 21 —w2) >0 for all (z1,91), (z2,92) € gphT.

gph T

Figure 3.17: Graph of a monotone map 7: R = R.

To gain some intuition, let us look at a univariate set-valued map 7: R =
R. Then by definition T is monotone if the inequality (y; —y2)(x1 —x2) >0
holds for all pairs (z1,y1), (z2,y2) € gphT. That is, whenever x; > z2, the
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inequality y1 > y2 must hold for all y; € T'(z1) and y2 € T'(x2); see Fig-
ure for an illustration. In particular, observe that the graph depicted
in Figure |3.17] is very “thin” within its ambient space. Exercise [3.80| will
formalize this observation for all monotone operators.

The main two examples of monotone operators are skew symmetric lin-
ear operators and subdifferentials of convex functions. Recall that a linear
operator A: E — E is skew-symmetric if it satisfies A* = —A.

Exercise 3.70. Establish the following.

1. Show that a linear map A: E — E (not necessarily self-adjoint) is mono-
tone if and only if (Az,z) > 0 for all x € E.

2. Show that any skew symmetric linear operator A: E — E is monotone.

3. Show that the subdifferential 9f: E = E of any convex function f: E —
R is monotone.

4. Show that a skew symmetric linear operator A: E — E is the subdiffer-
ential of a convex function if and only if A is identically zero.

Monotonicity is preserved under a variety of operations. In particular,
the sum of a skew symmetric linear operator and the subdifferential of a
convex function is monotone.

Exercise 3.71. Let T, T, and T5 be monotone operators on E and fix
A > 0. Show that T~!, T} + T, and AT are monotone operators.

General monotone operators can be quite pathological. For example,
given a monotone operator 1" on E and an arbitrary set S C E, one can
redefine T'(xz) = ) for all x € S and maintain monotonicity. The full power
of monotonicity becomes available only once the the map in question is
maximally monotone in the following sense.

Definition 3.72 (Maximal monotone operators). A monotone mapping
T: E = E is mazimally monotone if gphT is not properly contained in
the graph of any other monotone operator.

Thus a monotone operator T: E = E is maximally monotone if and only
if no enlargement of its graph is possible without destroying monotonicity.
More concretely, in order to show that a monotone map 7' is maximal mono-
tone, one must argue that any pair (Z,9) € E x E satisfying

(§—y,&—2)>0 V(z,y) €gphT



3.8. MONOTONE OPERATORS AND THE RESOLVANT 87

must satisfy the inclusion (Z,9) € gphT.

Coming back to the two main examples, we will now show that skew
symmetric linear operators and subdifferentials of proper, closed, convex
functions are indeed maximally monotone. The following lemma, in partic-
ular, guarantees that skew symmetric linear operators are indeed maximally
monotone.

Lemma 3.73. Any continuous monotone map T: E — E is mazimally
monotone.

Proof. Consider a pair (Z,y) € E x E satisfying (§ — T'(x),Z — x) > 0 for
all x € E. Then setting * = & — tu for some ¢t > 0 and u € E, we deduce
(§—T(& —tu),u) > 0. Letting ¢ tend to zero and appealing to continuity of
T yields the estimate (g — T'(&),u) > 0 for all u € E. Setting u = T'(z) — g,
we conclude || —T(2)||? < 0 and therefore § = T'(Z), as we had to show. [

Checking maximal monotonicity from the definition is often difficult.
The following lemma provides a convenient sufficient condition for a mono-
tone operator 1" to be maximal monotone, namely surjectivity of the opera-
tor I + T. Maximal monotonicity of the subdifferential of a proper, closed,
convex function will follow quickly from this lemma. We will later prove
that surjectivity of I+ 17 is not only sufficient for maximal monotonicity but
also necessary—a much deeper result.

Lemma 3.74 (Surjectivity is sufficient). Let T: E = E be a monotone
operator such that I + T is surjective. Then T is mazimal monotone.

Proof. Fix a pair (,9) € E x E satisfying
(g—y,&—x)>0  VY(x,y) € gphT. (3.35)

Since I + T is surjective, there exists z € E satisfying 2 + 3 € (I +T')(x).
Therefore we may set y = & + ¢ — x in (3.35)), thereby deducing

0<(§—(&+§—2),&—x) =~z — >
We conclude x = & and therefore § € T'(%), as we had to show. O

Lemma 3.75 (Convex subdifferential). Let f: E — R be a proper, closed,
convex function. Then the subdifferential 0f : E = E is maximal monotone.

Proof. In light of Lemma [3.74] it suffices to argue that the map I + Of is
surjective. To this end, observe that I +0f is precisely the subdifferential of
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the function g = f + %H -||2. The conjugate g* is the Moreau envelope of f*
and is therefore C''-smooth by Theorem Therefore given any v € E,
the point =z := Vg*(v) satisfies v € dg(x) by Corollary Thus Jg is

indeed surjective as claimed. O

Coming back to our two running examples, we have already observe
that the sum of a skew symmetric linear operator and the subdifferential
of a proper, closed, convex function is monotone. More importantly, the
following exercises shows that the sum is mazimal monotone.

Exercise 3.76. Let A: E — E be a skew symmetric linear operator and
let T: E = E be a maximal monotone operator. Show that the sum A+ T
is maximal monotone.

[Hint: Recall that if A is skew-symmetric, then equality (Ax,z) = 0 holds
for all x € E/]

3.8.2 The resolvant and the Minty parametrization

We next discuss an important generalization of the proximal map to mono-
tone operators, which will form the core of primal-dual algorithms explored
in Chapter 7?7. Recall that the proximal operator of a proper, closed, convex
function f: E — R is defined by

prox;(z) = arginin {f(z) + %Hz — $”2} .

Let us rewrite prox; purely in terms of the subdifferential of f. Appealing
to first-order optimality conditions, we may write:

z=proxg(r) <= 0€0f(2)+(z—2) <= ze€(l+If)(2).
Thus we may identify the proximal map as the set-valued inverse
prox; (x) = (I +9f) " (x).

This expression for the proximal map suggests a generalization to any set-
valued operator.

Definition 3.77 (Resolvant). Let T: E = E be a set-valued operator.
Then the resolvant operator Rr: E = E is defined by

RT(.%') = (I + T)_l.
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Similar to the proximal map, we expect the resolvant of a maximal mono-
tone operator to be single-valued everywhere and non-expensive. This is
indeed the case.

Theorem 3.78 (Properties of the resolvant). Let T: E = E be a mazimal
monotone operator. Then the resolvant Rr: E — E is a globally defined
single-valued map satisfying

[Rr(x) = Rr)lI* < (Rr(z) = Rr(y),z —y)  Ve,y€E.  (3.36)
In particular, the resolvant Ry is non-expansive.

The most involved part of the proof of Theorem [3.78| is to show that
the domain of Rp is all of E, or equivalently that the operator I + T is
surjective. Notice this is precisely the converse of Lemma We state
this result as Theorem but postpone its proof until Section [3.8.3] since
it is somewhat long.

Theorem 3.79 (Surjectivity). Let T: E = E be a monotone operator.
Then T is maximal monotone if and only if I + T is surjective.

With Theorem [3.79 at hand, the proof of Theorem [3.7§] is straightfor-
ward.

Proof of Theorem[3.78. Theorem [3.79 guarantees that the resolvant Rp has
as its domain all of E. For any pairs (z1,y1), (z2,y2) € gph Ry, the definition
of the resolvant guarantees the inclusions x; — y; € T'(y;) for ¢ = 1,2. Using
monotonicity of T', we deduce

0<((z1—wy1)— (w2 —y2),y1 —Y2) = (w1 — @2, 41 — Y2) — ||v1 — 92”2-

Rearranging, yields the guarantee

Hyl - y2||2 < <931 — T2, Y1 — y2>- (3-37)

In particular, in the case x1 = x2, the right side becomes zero and therefore
y1 = y2. We conclude that Rp(x) is a singleton for every x. The estimate

(3.37) is then exactly (3.36)). Combining (3.36)) with the Cauchy-Schwarz

inequality directly implies that Ry is non-expensive. ]

The following exercise explores further properties of the resolvant. In
particular, it shows that if T: E = E is a maximal monotone operator,
then the map z — (Rr(2), Rp-1(2)) is a bijection from E to gph T, whose
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inverse is simply the restriction of the linear map (z,y) — x 4+ y to gphT.
Moreover, the bijection is Lipschitz continuous in both directions. In this
sense, the graph of any monotone operator is “thin” inside its ambient space
E x E.

Exercise 3.80 (Minty parametrization). Consider a map 7: E = E.

1. Show the inverse resolvant identity
Rp-1=1—TRr.

Recognize this identity as the generalization of Theorem [3.61]

[Hint: Unrolling notation, the claimed equation amounts to the identity
I —(I+T)"' = (I+ 7Y This identity can be proved directly
from the definition of the inverse map. Show first that the inclusion
ze€ (I —(I+T) ) (x) is equivalent to x — z € T~1(2); then add z to be
both sides and conclude the result.]

2. Suppose now that 7' is maximal monotone and define the map
H(z) = (Rr(2), Rp-1(2)).

Show that H is a Lipschitz continuous bijection from E to gph T, whose
inverse is the restriction of the linear map (z,y) — x + y to gphT.
See Figure for an illustration. Deduce that H furnishes a Lipschitz
homeomorphism between gphT and E.

[Hint: The fact that the image of H is contained in gph T follows directly
from the definition of the resolvant and part Lipschitz continuity of
H follows from Theorem B.78 The fact that the inverse of H is the
restriction of the linear map (z,y) — x + y to gph T again follows from
the definition of the resolvant and part

3.8.3 Proof of the surjectivity theorem.

In this section, we prove the surjectivity Theorem The argument
will be based on analyzing the subdifferential of a certain convex function
associated to a monotone operator.

Definition 3.81 (Fitzpatrick function). With any monotone operator T': E =
E, we associate the Fitzpatrick function Fr: E x E — R defined by

Fr(z,y) = (x,y) — inf y— Y, T —T).
r(z,y) = (z,y) e -y )
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Figure 3.18: Illustration of the Minty parametrization of gphT in Exer-
cise |3.80L The dashed black lines are the level sets of the linear map
(z,y) — = + y, which restricts to a bijection between gph7 and R. The
green arrows indicate the resulting bijection.

The main use of the Fitzpatrick function Fr is that it enables a gen-
eralization of the Fenchel-Young inequality for maximal monotone opera-
tors. Indeed, one should think of Fr as playing a similar role to the sum
f(z) + f*(y) in the case when T" = 0f is the subdifferential of a proper,
closed, and convex function f.

Lemma 3.82 (Fitzpatrick inequality). Let T: E = E be a mazimal mono-
tone operator. Then the Fitzpatrick function Fr is proper, closed, and con-
vex. Moreover, for any pair (z,y) € E x E the inequality

Fr(z,y) > (x,y) holds, (3.38)
while equality holds if and only if y € T'(x).

Proof. Observe that we may express the Fitzpatrick function as

FT(JU,y): sup {<$,y>—@—y,i—$>}
(z,9)€gph T

= sup {<g7$>+<j7y> - <g7i'>}
(z,5)€gph T

Thus Fr is a pointwise supremum of affine functions, and is therefore closed
and convex. Next, observe that monotonicity of T' guarantees

inf y—y,r—x)=20 V(z,y) € gph T,
(m)egphT@ Y ) (7,y) € gp
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while maximal monotonicity of T" implies

inf (y—y,z2—2)<0 V(z,y) € (ExE)\gphT.
(z,9)€gph T’

Thus the inequality (3.38) always holds, while equality holds in (3.38) if
and only if (z,y) lies in gphT. Finally, the fact that Fp is proper is now

immediate from (3.38) (why?). O

The next lemma shows that the inclusion y € T'(z) can be verified using
the subdifferential of the Fitzpatrick function.

Lemma 3.83 (Subdifferential of the Fitzpatrick function). Let T: E = E
be a maximal monotone operator and fix a pair (xr1,y1) € E x E and a
subgradient (ya,x2) € OFp(x1,y1). Then the inequality

(y1 —y2, w1 —w2) <0 holds. (3.39)
Moreover, if equality holds, then the inclusion yo € T'(z2) is valid.

Proof. We compute

(Y1 — y2, 21 — x2) = (Y1, 21) — (Y1, T2) — (Y2, ¥1) + (Y2, T2,)

< FT(x1,y1) — (yl,x2> — <y2,.%'1> + <y2,x2), (340)

where the inequality follows from Lemma Aiming to upper bound
Fr(z1,y1), fix a pair (Z,y) € gphT. Then using the subgradient inequality,
we deduce

Fr(z1,y1) < Pr(z,9) + {(y2, 22), (z1,11) — (2, 7))
= <jvg> + <y27x1 - f> + (952,y1 - 17>,

where the last equality follows from Lemma [3.82] Combining this estiamate

with (3.40)), we conclude
(Y1 — Y2, 71 — 22) <(T,9) — (Y2, %) — (22,9) + (y2,72) = (Y — y2, T — T2, ).

Hence taking the infumum of the right-side over (z,7) € gph T we conclude

(1 —y2, 21 —w2) < inf  (§— 402, T — x2,) = (w2, y2) — Fr(x2,92).
(z,9)€gph T

An application of Lemma [3.82] completes the proof. O

We are now ready to prove Theorem [3.79
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Proof of Theorem|3.79. The backward implication is Lemma |3.74] Con-
versely, suppose that T" is maximal monotone. We will show that v = 0 lies
in the range of T'. Surjectivity of T will then follow simply by replacing 7'
with 7' — {v} for an arbitrary vector v € E.

Suppose for the moment that we can find a pair (z,y) € E x E satisfying
the inclusion —(z,y) € 0Fp(x,y). Then Lemma immediately implies

02 (y—(~a),z—(~y)) = llz +y[* > 0

Thus equality holds throughout, and we conclude —x € T'(—y) and z = —y.
Therefore zero indeed lies in the range of T'4 I. It remains to construct the
pair (x,y). To this end, define the strongly convex function

o(e.v) = Fr(e.) + 5 (o) + ).

Let (x,y) be the minimizer of g. Then the optimality condition (0,0) €
0g(x,y) becomes —(x,y) € OFr(z,y), and therefore (z,y) is exactly the
pair we seek. O

Comments

Almost all of the material in this section can be found in standard text-
books on convex analysis (Bauschke-Combettes [4], Borwein-Lewis [8], Rock-
afellar [31], Hiriart-Urruty and Lemaréchal [17]) and variational analysis
(Rockafellar-Wets [33], Mordukhovich [25]), with some significant variation
in the order in which the material is presented and in the proofs. The driving
theme of translating geometric properties of epigraphs to analytic properties
of functions originates in [31]. The proof of the biconjugacy Theorem is
taken from [8], while the proof of the Baillon-Haddad Theorem is taken
from Bauschke-Combettes [3]. Section is an introduction to monotone
operator theory. For more details on the subject and historical references
we refer the reader to Bauschke-Combettes [4]. The proof of the surjectivity
theorem in Section is due to Simons-Zalinescu [36]. The original proofs
of the surjectivity theorem and maximal monotonicity of the subdifferential
of a proper, closed, convex function is due to Rockafellar [32]. The Fitz-
patrick function was introduced by Fitzpatrick in [14], and has now become
a standard tool in monotone operator theory.
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CHAPTER 3. CONVEX ANALYSIS



Chapter 4

Subdifferential calculus and
primal /dual problems

Thus far, the only procedure we have for computing the subdifferential is di-
rectly from the definition. In this way, we have computed the subdifferentials
of all the ¢),-norms and of the pointwise maximum mx (-) in Exercise
Computing subdifferentials for a broader class of functions requires devel-
oping a calculus of subgradients. For example, we need calculus rules for
computing subdifferentials of sums and of compositions of convex functions
with linear maps. The goal of this chapter is to develop such a calculus.
Along the way, we will see that subdifferential calculus is intimately tied to
two seemingly unrelated topics: stability of an (1) optimization problem to
perturbations and (2) existence of solutions to an auxiliary (dual) problem.
Such primal/dual pairs of optimization problems are important in their own
right, independently of calculus. Indeed, most of the chapter is devoted to
the primal/dual formalism, with calculus one of its many consequences.

Calculus. Plainly put, the reason why subdifferential calculus is subtle is
that functions may take infinite values. Before delving into technical details,
it is best first to see a (pathological) example where a subdifferential rule
may actually fail. Let A and B be two closed convex sets in E. The sum
rule of subdifferentials, which we expect to hold, would say

864 + 05)(z) = d(x) + 065(z),

or equivalently
Nanp(z) = Nag(x) + Np(x). (4.1)

95
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The very definition of the normal cone shows that the inclusion D always
holds for any € AN B (check this!). The reverse inclusion C is much
less clear at first sight. Indeed, verifying this inclusion amounts to showing
that any vector v € Ngnp(x) can be decomposed into a sum of normals to
individual sets A and B—in essence, an existence statement.

For the sake of building intuition, let us contrast two explicit instances
of A and B, depicted in Figure

Unstable Intersection: Define the shifted unit disks (Figure [4.1al)
A:=clB(0,-1) and B :=clB4(0,1) (4.2)

The intersection AN B consists only of the origin, and therefore the left-side
of evaluated at the origin is all of R%. The right-side in contrast equals
R x {0}; thus, equality in fails. The intuitive explanation for what has
gone wrong is that the intersection A N B is highly unstable under pertur-
bations: translating A by a small vector v may yield an empty intersection
(A+v)N B = (. In particular, the interiors of A and B do not meet.

Stable Intersection: Define the shifted disks (Figure [4.1b)
A:=clBy(0,-3/4) and B :=clB4(0,3/4) (4.3)

and set z = (0, %) A quick computation shows that the sum rule (4.1])
holds. In contrast with the first example (4.2), the intersection A N B is
stable because the interiors of A and B do meet.

Nans (33)

(a) Sum rule fails (b) Sum rule holds
Figure 4.1: Normal cone to an intersection.
The two instances (4.2]) and (4.3)) illustrate the subtlety of subdifferential

calculus. In particular, it is clear that the sum rule will require some mild
assumption on the way that the domains of the functions intersect.
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Primal-dual pairs of optimization problems. We will see that valid-
ity of subdifferential sum and chain rules is intimately tied to success of
a certain lower-bounding procedure. To illustrate, consider the problem of
linear programming

(P) min (b, z) subject to Ax > ¢,
zeRM

for some matrix A € R™*™ and vectors b € R™ and ¢ € R™. How can
we judge the quality of a putative feasible solution z? If we knew a good
lower bound ¢ on the optimal value, we could compute the gap f(z) — .
One simple lower bound can be generated as follows. For any feasible point
x € R™ and any y > 0, the quantity (y,c — Az) is negative. Therefore the
estimate holds:

(b,x) = (b,z) + (y,c — Az) = (b~ ATy, z) + (c,y).

Thus if we further impose the restriction b = ATy, the estimate becomes
independent of z and we obtain a lower bound on the optimal value of (P).
Choosing the best such lower bound amounts to a new optimization problem

(D) max (c,y) subject to ATy =b, y > 0.
yeR™
This problem is called the dual. A central result of linear programming
is the strong duality theorem: as long as the optimal value of (P) or (D)
is finite, the two are equal and are attained. In particular, the best lower
bound achieved by the outlined procedure matches the true optimal value of
(P). Strong duality is an existence statement, much like the subdifferential
sum rule, since it ensure existence of an optimal dual solution.

The Fenchel-Rockafellar and Lagrangian dualities extend the formalism
outlined about to nonlinear convex optimization problems. Strong duality
holding in these more general settings is equivalent to validity of a sum and
chain rules for subdifferentials.

Roadmap. We begin developing subdifferential calculus by computing the
subdifferential of the infimal projection p(y) = inf, F(z,y) in Section
The main observation is that dp(0) consists of solutions of an auxiliary
optimization problem. Building on this, Section introduces Fenchel-
Rockafellar, Lagrangian, and minimax primal/dual pairs, and deduces the
sum and chain rules for subdifferential calculus. Section 3.8 introduces basic
properties of monotone operators, with the key surjectivity theorem proved
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using strong duality. The final Section is devoted to computing the
subdifferential of spectral matrix functions; these are functions of symmetric
matrices that depend on the matrix only through its eigenvalues.

4.1 The subdifferential of the value function

When solving an optimization problem, one is often interested not only in the
optimal value, but also in how this value changes under small perturbation
to the problem data. More formally, consider an arbitrary convex function
F:E x Y — R and the parametric optimization problem:

p(y) == inf F(z,y)

The reader should think of y as a perturbation parameter and the problem
corresponding to p(0) as the original “primal” problem. The assignment
y — p(y) is called the value function. The reader should recognize p as the
infimal projection of F.

A worthwhile goal is to study how p(y) varies as y is perturbed around
the origin. Thus with the machinery we have developed, we aim to compute
the subdifferential dp(0). Subdifferential calculus and duality theory—the
two themes of the chapter—will follow quickly under an appropriate choice
of the function F'. Remarkably, we will see that dp(0) coincides with the set
of maximizers of an auxiliary convex optimization problem. To make this
idea precise, define the new parametric family of problems

q(z) :==sup — F*(z,y).
y
Let us call the problem corresponding to ¢(0) the parametric dual. The

terminology is easy to explain. Indeed, looking at the Table[3.4and invoking
Exercise yields the equality p*(y) = F*(0,y), and therefore

p™(0) = Sup {0,9) =p*(y)} = Sup —F*(0,y) = ¢(0). (4.4)

Thus ¢(0) is the biconjugate of p evaluated at zero. Hence we expect that
under mild conditions, equality p(0) = ¢(0) should hold. This is indeed
the case, and moreover, the subdifferential dp(0) consists precisely of the
optimal solutions y to the parametric dual problem.

Theorem 4.1 (Parametric optimization). Suppose that F: E xY — R is
proper, closed, and convex. Then the following are true.
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1. (Weak duality) The inequality p(0) > q(0) always holds.
2. (Subdifferential) If p(0) is finite, then the inclusion holds:

Op(0) C argmax — F*(0,y). (4.5)
y

If in addition, the inclusion 0 € ri(domp) holds, then (4.5 holds with
equality.

3. (Strong duality) If the subdifferential Op(0) is nonempty, then equality
p(0) = q(0) holds and the supremum q(0) is attained.

Proof. Part is immediate from the inequality p(0) > p**(0). Next sup-
pose p(0) is finite. Observe that a vector ¢ satisfies ¢ € dp(0) if and only if
for all y it holds:

p(0) < p(y) = (¢,y) = inf {F(xvy) - <(g) 7 <§>>} :

Taking the infimum over y, we deduce ¢ € 9p(0) if and only if p(0) <
—F*(0,¢). Thus in light of any subgradient ¢ € 9p(0) is dual op-
timal, that is holds. Suppose now p(0) is finite and the inclusion
0 € ridomp holds. Observe that then p is proper (Exercise . More-
over, since p is lower-semicontinous on a neighborhood of 0, the equality
p*™(0) = (cop)(0) = p(0) holds. Consider a vector ¢ € argmax, —F*(0,y).
Since p* coincides with F*(0,-), we conclude 0 € 9p*(¢). Corollary
therefore guarantees ¢ € dp**(0) C dp(0). Thus equality holds in (4.5)).

Finally, suppose that there exists a subgradient ¢ € 9p(0). Since the
function y — p(0) + (¢, y) is an affine minorant of p, using Theorem we
deduce

p(0) + (¢,0) < (cop)(0) = p™(0) < p(0).

Thus, equality p(0) = ¢(0) holds, while the supremum ¢(0) is clearly attained
by . The proof is complete. O

4.2 Duality and subdifferential calculus

The idea of duality has appeared throughout the previous sections, culmi-
nating in the definition of the Fenchel conjugate. In this section, we will
use these ideas to investigate the so-called primal-dual pairs of convex op-
timization problems. Roughly speaking, we will see that for a number of
well-structured convex minimization problems, there are natural ways to
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obtain lower bounds on their optimal value. The task of finding the largest
such lower bound is itself another optimization problem, called the dual. A
central question is therefore to determine conditions ensuring that the best
lower-bound matches the primal optimal value. As a bonus, we would also
like to know that optimality in the primal can indeed be certified by a dual
feasible solution, or in other words that the dual optimal value is attained.
The answer for both questions will come directly from Theorem The
sum and chain rules for subdifferentials will follow immediately from dual
attainment.

4.2.1 Fenchel-Rockafellar duality

Consider a general class of structured optimization problems

(P) inf h(Az) + g(a)

where h: Y — R and ¢g: E — R are some proper functions and A: E - Y
is a linear map. Let us call this problem (P) the primal. Define now a new
convex optimization problem, called the dual:

(D) sup — h*(y) — " (—A"y).
yeY

The dual problem (D) arises naturally from a lower-bounding procedure.
Let us try to find simple lower bounds for val(P), the optimal value of (P).
From the Fenchel-Young inequality, any ¢ € dom h* yields the lower bound:

val(P) = inf **(Az) + g(x),
> inf (5, Az) — h*(7) + g()
= —h*(y) - sup {(-A"y, z) — g(2)}
= —h*(g) — g" (= A"D).

(
{

The right-hand-side is exactly the evaluation of the dual objective function
at y. Thus val(D) is the supremum over all lower-bounds on val(P) that can
be obtained in this way. In particular, we have deduced the weak-duality
inequality

val(P) > val(D).

Table lists a few notable examples of Fenchel-Rockafellar dual problems.
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Primal (P) \ Dual (D) |
min 5[ Az — 0[5 + [|=[s maxy {—3[yl* = (b,y) : [ATyllo <1}
min [|[Ax —b max — ||[ATy|; — (b,y
o | lp e =47yl = (b )
min {(c,z): Ar =b,z € K} max {(b,y): ATy —c € K°}
T Yy
1
mxin {3(Qz,z) + (c,x) : Az > b} 15138(_§<Q71(c — ATy), e — ATy) + (b, y)

Table 4.1: Fenchel-Rockafellar dual pairs. The parameters are: K is a
convex cone, Q = 0, and p,p,q,§ € [1,00] satisfy p~t+p 1 = ¢ 1 +q71 = 1.

Exercise 4.2. Verify that the problems in the second column of Table
are the Fenchel-Rockafellar duals of the problems in the first column.
[Hint: You may find Exercise helpful.|

The goal now is to show that when h and g are proper, closed, and
convex and a mild compatibility condition holds, we can be sure that strong
duality holds: val(P) = val(D) and the dual optimal value is attained. The
argument proceeds by interpreting Fenchel-Rockafellar duality within the
parametric framework of Theorem The perturbation function will take
the following simple form

p(y) = inf h(Az +y) + g(z).

In order to guarantee the inclusion 0 € ri(domp), we will require the fol-
lowing simple lemma establishing a calculus rule for the relative interior.

Lemma 4.3. (Calculus of relative interiors) For any two nonempty convex
sets Q € E, P €Y and a linear map A: E — Y, inclusions hold:

AriQ) +1i P Cri(A(Q) + P), (4.6)
ri(Q)NAriP) Cri(QNATP).

Proof. We first prove . Without loss of generality, we may assume
P = {0}, since otherwise we may replace A with the new linear map (z,y) —
Az 4+ y and replace @ with @ x P (check this!). Translating @ if necessary,
we may assume that  contains the origin. Let A: aff Q — A(aff Q) be the
linear map obtained by restricting the domain and range of A. By definition,
A is a surjective linear map and therefore maps open sets to open sets. In
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particular, the set A(ri@) is contained in A(Q) and is open in A(aff Q).
Therefore the inclusion A(ri Q) C ri. A(Q) holds, as claimed.

Next, we prove . Without loss of generality, we may assume @ = E,
since otherwise we may redefine the linear map A to be x — (x, Az) and
replace P with Qx P (check this!). Define the map A: A~!(aff P) — aff P to
be the restriction of A. By continuity of A, the preimage A~!(ri P) is open in
A~1(aff P) and is contained in A~ P. The inclusion A~1(ri P) C ri (A~ P)
follows immediately, as claimed. O

We are now ready to prove the main result of the section.
Theorem 4.4 (Fenchel-Rockafellar duality). Consider the problems:

(P)  min h(Az) + g(a)

(D) max — " (=A%) — h*(y).

where g: E = R and h: Y — R are proper, closed convex functions, and
A:E — Y is a linear map. Suppose that the reqularity condition holds:

0 € ri(domh) — A(ridom g) (4.8)

Then the primal and dual optimal values are equal and the dual optimal
value is attained, if finite.

Proof. We first show that the two problems (P) and (D) fit the perturbation
framework of Theorem [L.1] with

F(z,y) = h(Az +y) + g(x).
To this end, observe

F*(z,y) = sup{{(z,w), (z,y)) — h(Az + w) — g(2)}.

Z,W

Making the substitution v := Az + w yields

Fr(x,y) = sup{{z,2) + (v = Az,y) — h(v) — g(2)}

Z,v

= sup{(z,2 — A"y) — g(2)} + sup{{v,y) — h(v)}

=g (x — Ay) + h*(y).
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Thus the Fenchel dual problem (D) is exactly ¢(0) = sup, —F*(0,y). A
quick computation shows

domp = dom h — A(dom g). (4.9)

Lemma allows us to take relative interiors of both sides in . There-
fore, assumption implies 0 € ri (dom p). If p(0) = —oo, there is nothing
to prove. Hence we may suppose that p(0) is finite. Theoremthen implies
that p is proper, while Theorem [3.38|in turn guarantees that the subdiffer-
ential Op(0) is nonempty. Finally, an application of Theorem completes
the proof. O

In many applications, the primal problem (P) looks slightly different:
(P) mxin (c,x) + h(b— Az) + g(z),

for some vectors b € Y and ¢ € E. Some thought shows that this formulation
can be put into the standard form of Theorem [£.4]simply by replacing g with
g+ (c,-) and replacing h with h(b — -). Then the dual reads:

(D) max (b,y) — g"(A"y — ) — h*(y),

and the regularity condition (4.8) becomes
b € A(ridom g) + ri (domh).

Among the most important consequences of Theorem [£.4] are a sum and
a chain rule for subdifferentials.

Theorem 4.5 (Subdifferential calculus). Let g: E — R and h: Y — R be
proper, closed convex functions and A: E — Y a linear map. Then for any
point x, the inclusion holds:

d(g+ hoA)(z) D Idg(x) + A*Oh(Ax). (4.10)
Moreover, equality holds under the regularity condition
0 € ri(domh) — A(ridom g). (4.11)

Proof. The inclusion follows immediately by adding the subgradient
inequalities for g at x and for h at Az. Assume now (4.11)) holds. Fix a
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vector v € d(g+hoA)(z). Without loss of generality we may assume v = 0,
since otherwise, we may replace g by g — (v, ). Thus x minimizes

(P) min h(Az) + g(z).
Consider now the dual problem

(D) max — g (=A%y) — h*(y).

Theorem [£.4] guarantees that the primal and dual optimal values are equal
and the dual optimal value is attained. Letting y be any dual optimal
solution, we deduce

0= (g9(z) + h(Az)) + (g"(—A"y) + " (y))
= (9(z) + 9" (—=A"y)) + (h(Az) + h*(y))
2 (z, —A%y) + (Az,y) =0, (4.12)

where the (4.12) follows from the Fenchel-Young inequality (Theorem [3.39).
Hence equality holds throughout and we learn

g(@) + 9" (- A"y) = (z,-A"y)  and  h(Az) + h*(y) = (Az,y).
Using the characterization of equality in Theorem yields the decompo-
sition

0=-A"y+ A"y € dg(z) + A*Oh(Azx),
as claimed. ]

The calculus of normal cones is now an immediate consequence

Corollary 4.6 (Normal cone calculus). Let A, B C E be nonempty, closed,
convex sets. Then for any point x € AN B, the inclusion holds:

Nanp(z) D Na(z) + Np(x).
Moreover, equality holds under the reqularity condition (ri A) N (ri B) # 0.

We derived subdifferential sum and chain rules as a consequence of strong
duality. The following exercise, shows an essential converse.

Exercise 4.7. Consider the primal and dual problems in Theorem [4.4]
where g and h are proper, closed, convex functions. Suppose that = is a
minimizer of the primal (P) and it satisfies the calculus rule:

0 € A"0h(Az) + 0g(x).
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Show that strong duality holds: the optimal values of (P) and (D) are equal,
and the dual admits a maximizer.

[Hint: By the assumptions, we may write 0 = A*y+w for some y € Oh(Azx)
and w € dg(z). Using the inversion formula (Corollary , arrive at the
inclusion 0 € 0h*(y) — Adg*(—A*y). Deduce that y is optimal for the dual
(D). To show that the optimal values of (P) and (D) are equal, simplify
the quantity (g(z) + h(Azx)) + (¢*(—A*y) + h*(y)) using the Fenchel-Young
inequality.

The following two exercises provide two useful calculus rules that follow
by applying Theorem to epigraphs.

Exercise 4.8 (Pointwise maximum). Consider arbitrary convex functions
fi: E— Rfori=1,...,kand define the function g(z) = max{ fi(z),..., fr(z)}.
Prove the expression:

0g(z) = conv U fi(z),

el

where I = {i: fi(z) = g(x)} is the active index set.
[Hint:. Compute the normal cone to the intersection ﬂle epi f; using the

Corollary [4.6]]

Exercise 4.9 (Normal cone to sublevel sets). Consider a proper, closed,
convex function f: E — R and a point Z € int (dom f) such that f(z) is not
the minimum of f. Define the sublevel set Q := {z : f(z) < f(Z)}. Prove
the formula

No(#) = Ry 0f(2).
[Hint: Focus on the epigraphs.]

In the case of linear programming, strong duality holds as long as the
optimal value is finite. That is, the regularity condition (4.11]) is not needed.
The following exercise proves this fact.

Exercise 4.10. A convex function f: R® — R is called polyhedral if its
epigraph is a polyhedron. Any proper polyhedral function can be written as

fla) = max {{u; ) +qi} +op(z),

i=1,...,

for some u; € R™ and ¢; € R and some polyhedron P C R". (You don’t
need to prove this).
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1. Show that if a polyhedral function is finite at some point, then it must
be proper.

2. Show that a polyhedral function f has a subgradient at every point x at
which it is finite. You may use the following two intuitive facts without
proof: (i) the image of a polyhedron under a linear map is a polyhedron
and (i7) the infimum of a linear function over a polyhedron is always
attained, if finite.

3. Consider the linear programming problem and its dual:
(P) min (b, z) subject to Az > ¢,
zeR™
(D) max (c,y) subject to ATy =1b, y>o.
yeR™
for some matrix A € R™*" and vectors b € R™ and ¢ € R™. Show that
if the optimal value of (P) is finite, then the optimal values of (P) and
(D) are equal and the dual (D) admits a maximizer.

[Hint: For the second part, use Exercise For the third part, define the
value function

ply) = mf (b, 2) + O(cpymyp (Az +y).
Recognize (D) as the parametric dual and argue that p(-) is a proper poly-
hedral function. Use part two of the exercise and Theorem [£.1] to complete
the proof.]

Notice that the optimality conditions for the primal (P) and the dual
(D) problems, under mild regularity conditions, read as

0 € A"0h(Az) + 0g(x)
0 € —Adg*(—A*y) +0h*(y) |

This system of inclusions is not very convenient for two reasons. First, the
variable x and y appear unrelated, even though they are closely related
as we will see. Second, the fact that the subdifferentials Oh and dg are
evaluated at points in the image of A and A*, respectively, is inconvenient
for computation. We end the section by deriving “primal-dual optimality
conditions” that simultaneously capture optimality for the primal and dual
problems in a convenient form. Such optimality conditions will play an
important role in Chapter [7], when designing primal-dual algorithms. The
proof follows similar reasoning as that of Theorem
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Corollary 4.11 (Primal-dual optimality conditions). Consider the prob-
lems:

(P) rnxin h(Az) + g(z)

(D) max —g"(—A"y) — W*(y).
where g: E — R and h: Y — R are proper, closed, convex functions, and
A: E =Y is a linear map. Suppose that the optimal values of (P) and (D)
are equal, as is implied for example by either of the two regularity conditions:

0 € ri(domh) — A(ridom g)
0 € ri(dom g*) + A*(ri dom h*).

Then x is the minimizer of (P) and y is the mazximizer of (D) if and only
if the inclusion holds:

o< |00 ] oot < on) (413

Proof. Since the primal and dual optimal values are equal, we deduce that
x is a minimizer of (P) and y is a maximizer of (D) if and only if equality
holds:

0= (h(Az) + g(z)) + (9" (=A"y) + 1" (y)) . (4.14)

The Fenchel-Young inequality (Theorem [3.39)) guarantees
h(Az)+h*(y) = (Az,y)  and  g"(=A"Y) +g(z) = (-Ay,z). (4.15)

Adding the two inequalities in , we see that the right side of is
always lower-bounded by zero. We therefore deduce that @ holds if and
only if the inequalities hold as equalities. Theorem @ guarantees
that this happens precisely when the inclusions, Az € Oh*(y) and —A*y €

dg(x), hold. These two inclusions are exactly the system (4.13]). O

4.2.2 Lagrangian Duality

We next look at the principle of duality for a problem class that does not
directly fit in the framework of Fenchel-Rockafellar. The standard problem
of nonlinear programming takes the shape

min f(x)
st. gi(x) <0 Vi=1,...,k (P)
gi(lx)=0 Vi=k+1,...,m
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for some proper functions f: E — R and ¢;: E — R. Notice that we may
write this problem in a form resembling the Fenchel-Rockafellar framework,

min f(z) +h(G()),

by setting G(z) = (g1(2),...,9m(z)) and h = Ogk .y, - Since G is
nonlinear, we can not appeal to Fenchel-Rockafeller duality. Instead, we
will use a direct lower-bounding procedure to derive a dual formulation,
which will be called the Lagrange dual.

To simplify notation, define

G(x) = (q1(x),...,gm(x)) and K :=RF x {0}

Not that the polar of K is given by K° := R’i x R™%. Next, define the
Lagrangian function

L(z,y) == f(z) + {y, G(z)).
A quick computation shows (verify this!)

sup L(z,y) =
yeK®°

{f(x) if Ga) € K

400 otherwise
Consequently, taking the infimum over x € E, we deduce

inf sup L(z,y) = val(P).
T Ko

Hence any g € K° certifies a lower bound on the primal optimal value:

val(P) > inf L(z,y).

Finding the best lower bound that is achievable in this way is the Lagrange
dual optimization problem:

sup ®(y) where ®(y) := inf L(z,y). (D)
y€K° €T

The following exercise asks the reader to compute the Lagrangian dual
of a few explicit problems.

Exercise 4.12. Compute the Lagrangian duals of the following problems

1. min, {(c,z): Az =b,x € Q}, where @ is a closed convex cone.
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2. ming{1(Qz,z) : Az < b}, where @ > 0.
3. mingern{> 1y f(z;) : Az < b}, for a univariate function f: R — R.

We will see that under reasonable convexity and compatibility assump-
tions, we can be sure that strong duality holds: val(P) = val(D) and the dual
optimal value is attained, if finite. First, we need the following observation.

Exercise 4.13. & Show that if {g;}}_, are convex and {g;}/", ,, are affine
functions, then the function (x,y) — dx(G(x) + y) is convex.

To establish strong duality, we simply apply Theorem[£.1]to the Lagrange
primal-dual pair.

Theorem 4.14. Consider the constrained optimization problem , where
f: E — R is closed, proper, and convezx, g;: E — R are convex for i =
1,...,k, and g;: E — R are affine functions fori = k+1,...,m. Then
the primal and the dual problems @ fit the perturbation framework of
Theorem [/ 1] with

F(z,y) = f(z) + 0x (G(z) +y). (4.16)
In particular, the reqularity condition
3z € ri(dom f) with G(z) € RF _ x {0},_s (4.17)

guarantees that the primal and dual optimal values are equal, and the dual
optimal value is attained, if finite.

Proof. Let us verify the assumptions of Theorem To this end, let F(-,-)
be the function defined in (4.16]). Note that F' is clearly proper and closed,
and is convex by Exercise [£.13] We successively compute

F(0.5) = sup (0.). (2. - Fa,v)
—up (1,3) ~ 1(0)  (Gw) + v
= s (3,2~ Gl)) — £(x) ~ 3 (2)
= sup (1,2) ~ nf{( O + @)}

=Ko (y) — @(y).

Thus the Lagrange dual (@ is precisely the problem ¢(0) = max, —F*(0, y).
Next, observe the equality

dom F' = (dom f x R™)n{(x,y) : G(x) +y € K}.
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Let = be a point satisfying Assumption . Lemma and the continuity
assumption on G guarantee the inclusion (z,0) € ri(dom F') (verify this!).
Since the domain of p(-) is the image of dom F' under the projection (z,y) —
y, Lemma guarantees the inclusion 0 € ri (domp). If p(0) = —oo, there
is nothing to prove. Hence we may suppose that p(0) is finite. Exercise
then implies that p is proper, while Theorem [3.38)in turn guarantees that the
subdifferential dp(0) is nonempty. An application of Theorem completes
the proof. O

Exercise 4.15. Consider the problem

(P) min (Qoz, )
st. (Qjz,x)=0; forj=1,...,m

where Q; (for j =0,1,...,m) are n X n symmetric matrices and b € R™ is
a vector.

1. Prove that the Lagrangian dual of this problem is the Semi-definite Pro-
gram

(D) max ylb
y

st. Qo— Y 9@ =0

j=1

(4.18)

2. Use Lagrangian (or Fenchel) duality to derive the dual problem of (D):
(B)  min (Qo.X)

s.t. <Qj,X>:bj forjzl,...,m
X =0.

3. When there exists y € R™ such that the matrix Qg — Z;”zl y;Qj is

~

positive definite, the optimal values of (P) and (D) are equal. What is
then the relationship between the optimal value of (P) and that of (P)?
The problem (P) is called a convez relaxation of (P). Why?

4.2.3 Minimax duality

We motivated both Fenchel-Rockafellar and Lagrangian duality from the
viewpoint of a lower-bounding procedure. In this section, we discuss an
alternative viewpoint that is applicable in many other contexts. Namely,
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suppose that we are given a function ®: X x Y — R of two variables x € X
and y € YV, where X and ) are some sets. One may then define the primal
and the dual problems, respectively:

(P) inf () where  ¢(z) =sup ®(z,y)
A . (4.19)
(D) sup ¢(y)  where ¢(y) = inf &(z,y)
y
Exercise [3.25] guarantees the weak duality inequality:
val(P) = inf sup ®(z,y) > supinf &(z,y) = val(D). (4.20)

The question of when equality val(P) = val(D) holds amounts to deter-
mining conditions on ®, which ensure that we may freely interchange inf,
and sup,. The following exercise shows that both Fenchel-Rockafellar and
Lagrangian duality can be understood from this perspective.

Exercise 4.16. Show that the following are true.

1. Let h: Y — R and g: E — R be proper, closed convex functions, and
let A: E — Y be a linear map. Set X = domg and ) = dom h* and
define the function

®(x,y) = g(z) + (Az,y) — h*(y).

Show that the problems (P) and (D) in (4.19)) are exactly the Fenchel-
Rockafellar primal-dual pair of Section

2. Fix some proper functions f: E — R and g;: E - R fori=1,...,m.
Set X =dom f and Y = R’i x R™* and define the Lagrangian function

O(z,y) = f(x)+ Y vigi(®).
i=1
Show that the problems (P) and (D) in (4.19)) are exactly the Lagrangian

primal-dual pair of Section [4.2.2

In this section, we aim to find conditions that ensure primal and dual
attainment along with the equality val(P) = val(D). To this end, we will
need the following definition.

Definition 4.17. A pair (z*,y*) € X x ) is a saddle point of ® if it satisfies

O(x*,y) < P(z",y") < P(z,y") Vee X, ye ).
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Equivalently (z*,y*) is a saddle point of ® if simultaneously z* mini-
mizes ®(-,y*) and y* maximizes ®(z*,-). Using the functions ¢ and 1, this
amounts to the equation

p(x") = (2", y") = P(y")-

Existence of saddle points completely characterizes primal-dual attain-
ment and zero duality gap.

Lemma 4.18 (Saddle-points and duality). The following are equivalent.
1. z* € argmin g, y* € argmax ), and p(z*) = P(y*),
2. (x*,y*) is a saddle-point of ®.

Proof. Suppose holds. We then deduce

p(a”) =¢(y") = nf &z, y") < B(a",y"),
Y(y*) = p(a") = Sup (2", y) > (z%,y").

Thus holds as claimed. Conversely, suppose holds. Then we compute

inf sup ®(x,y) < sup ®(z*,y) = (2%, y*) = inf ®(z,y") < supinf &(z,y).
Taking into account the weak duality inequality (4.20), we deduce that
equality holds throughout. The condition follows immediately. O

We are now ready to establish conditions on & that ensure equality
val(P) = val(D). These conditions will be stated in terms “marginal func-

tions” py: E— R and ¢;: Y — R, defined by

py($)2{¢(w,y) ifzeX } and qx(y):{ —®(x,y) ifye) }

+00 otherwise +00 otherwise

The proof of the following theorem, not surprisingly, is based yet again on
recognizing (P) and (D) as a parametric primal-dual pair for the perturba-
tion function: Define the function p: Y — R by

p(z) := inf sup {®(z,y) + (z,9)}. (4.21)
reX yey
The reader should convince themselves that when specialized to the Fenchel-
Rockafellar and Lagrangian frameworks, this function reduces precisely to
the perturbation function we used to establish strong duality in Theo-
rems [4.4] and Theorem [4.14]
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Theorem 4.19 (Convex minimax). Consider a function ®: X x )Y — R
defined on some sets X CE and Y C Y. Assume the following.

1. (convex-concave) The functions p, and g, are proper, closed, and con-
ver for allz € X and y € Y.

2. (coercivity) For some point § € Y, the function py is coercive.
Then equality holds:

inf sup ®(x,y) = sup inf ®(x,y),
IEXyEB ( y) yGEIGX ( y>

whenever the left-side is finite.

Proof. Define the value function p: Y — R by (#.21)). In particular, equality
val(P) = p(0) holds. Our immediate goal is to show the equality val(D) =
p**(0). To this end, we may express p as the infimal projection

p(z) = inf F(z,z), where  F(z,z) :==sup {py(z) + (z,9)}.
zeE yeY
Observe that F' is closed and convex, since it is the pointwise supremum
of closed convex functions. In particular, we conclude that p is a con-
vex function. Recall from the expression for the double conjugate
p*(0) = sup, —F(0,y). Using the definition of the Fenchel conjugate, we
successively compute

F*(0,y) = sup {<<x,z>, (0,9)) — sup {(z) +pu<x>}}

(z,2) uey

= supsup {(z.0) = sup ({20 ~ 0s0))

zEX z€Y u€Y
=supsup {(z,9) —q¢;(2)}
rx€eEX 2z€Y
= sup ¢, ().
reX

Taking into account that g, is proper, closed, and convex for every z € X,
we conclude

p™*(0) = sup —F*(0,) = sup inf d(z,y) = val(D),
yeyY yey TEX

as we set out to show. Suppose now that p(0) is finite, and fix a point y €
such that py is coercive. We will show that p is lower-semicontinuous at 0,
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from which equality p**(0) = p(0) follows immediately. To this end, consider
a sequence z; — 0. Passing to a subsequence, we may assume that the values
p(z;) converge in [—00, +00). Choose now points z; € X satisfying

F(xi, 2) < p(z) +i L. (4.22)
We claim that the sequence {x;} is bounded. Indeed, observe
plz) +i71 2 Flxi,z) 2 pyle) + (zi,y) 2 pyle:) — [zl - 7]
We therefore deduce limsup;_, . py(x;) < oo Since py is coercive, we con-
clude that the sequence {x;} is bounded. Therefore passing to a subse-

quence, we may be sure that x; converges to some point z € E. Taking into
account that F' is closed, we conclude

p(0) = inf F(2,0) < F(z,0) < liminf F(z;, z;) < liminf p(z;),

zeE i—00 i—00

where the last inequality follows from (4.22f). Thus p is lower-semicontinuous
at z = 0, as we had to show. The proof is complete. O

An immediate and useful consequence is the Kakutani minimax theorem.
Exercise 4.20 (Convex compact minimax). Consider a continuous function
$®: ExY — R,andlet ¥ C Eand Y C Y be two nonempty compact convex
sets. Suppose that ®(-,y) is convex for all y € Y and ®(z, ) is concave for

all x € X. Show that ® has a saddle point on X x ).

Exercise 4.21 (Direction of steepest descent). Consider a convex function
f: E— R and a point = € int (dom f). Verify the equality

min f'(z,v) = — min |v].
v:||v||§1f( , V) Ueaf(x)ll |

Define the vector v € argmin,cyy(y) [|v]| and assume ¥ # 0. Show that there
exists €, a > 0 such that

f(z) — f(z —tv) > at||v]| for all t € (0,¢).

[Hint: Use Theorem and Exercise [4.20]]
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4.3 Spectral functions

The previous sections focused on two closely related ideas of duality and
subdifferential calculus for convex functions. The goal of this section is
to derive an expression for the subdifferential of a special class of functions
(called spectral) on the space of symmetric matrices. These are the functions
that depend on the matrix only through its eigenvalues. Remarkably, we
will be able to explicitly compute Fenchel conjugates, subdifferentials, and
proximal maps of such functions. The expression for the subdifferential, in
particular, can be regarded as a special type of chain rule.

We begin with some notation. The symbol S™, as before, will denote
the Euclidean space of symmetric matrices, while O(n) will denote the set
of n x n orthogonal matrices. The symbol I1(n) will denote set of all n x n
permutation matrices. In particular, for any vector x € R™ and permutation
m € II(n), the product mz is the same vector as x but with coordinates
permuted according to w. We next record the following two key definitions,
whose close relationship will be become clear shortly.

Definition 4.22. A function f: R® — R is called symmetric if it satisfies
f(rx) = f(x), for all z € R",w € II(n).
Definition 4.23. A function F: S” — R is called spectral if it satisfies
FUXUT)=F(X), forall X € 8",U € O(n).

Thus a function f on R" is symmetric if its value does not depend on
the ordering of the coordinates of its argument. For example, all £,-norms
are symmetric. A function F' on S™ is spectral if it is invariant under con-
jugation of its argument by orthogonal matrices. For example, any function
F on S™ that factors as I = f(A(X)) is spectral, since the eigenvalues
are invariant under conjugation by orthogonal matrices. Thus, the nega-
tive log-determinant F'(X) = —Indet(X) on S%, (see Exercise and
all Schatten £p-norms || X||, := [|A(X)||, are spectral functions. The latter
function class in particular includes the nuclear norm F(X) = >"7" | |\i(X)],
the operator norm F(X) = max;=1__n,|\i(X)|, and the Frobenius norm

F(X) = /3" 23(X). See Figure for an illustration of the unit balls
of these norms.

All of the examples of spectral functions we have seen so far can be
factored as F(X) = f(A(X)) for some simple symmetric function f: R" —
R. Indeed, all spectral functions factor in this way.
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(b)yp=1.5 (c)p=2 (d)yp=5 (e) p=oc

(a)p=1

Figure 4.2: Unit balls of Schatten £,-norms || X||, = [|A\(X)]|, over S2.

Exercise 4.24. A function F: S® — R is spectral if and only if one can
write F' = f o A for some symmetric function f: R" — R.
[Hint: Explicitly, set f(z) = F(Diag (x)).]

In typical circumstances, the spectral function F may appear highly
complicated, whereas f is simple (e.g. polyhedral). For example, it is not
clear at all that the Schatten /,-norms are indeed norms on S", or that
they are even convex functions. In this section, we will see that numerous
analytic properties of F' can be described purely in terms of the analogous
properties of f. Before delving into the details, we will need the following
two results. For a vector z in R™, let ' denote the vector with the same
components permuted in nonincreasing order.

Exercise 4.25. 4 For any two vectors x,y € R”, the inequality holds:

(z,y) < (2T y").

Moreover, equality holds if and only if there exists a permutation 7 satisfying
n(z) = 2" and 7(y) = y'.

Exercise 4.26. Consider a convex symmetric function f: R® — R. Then
whenever the inclusion v € df(x") holds, so does the inclusion v" € 9f(zT).
[Hint: Use the Fenchel-Young inequality together with Exercise ]

The key tool we will use to build a parallel between analytic properties
of f and those of F' = f o \ is Theorem The result shows that if two
symmetric matrices X and Y are well-aligned, then so are their vectors of
eigenvalues A\(X) and A(Y). The proof will use the following basic linear
algebraic fact: two symmetric matrices X,Y € S"™ commute if and only
if they can be simultaneously diagonalized, meaning that there exists U €
O(n) such that both UXUT and UYU” are diagonal matrices.
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Theorem 4.27 (Trace Inequality). All matrices X,Y € S™ satisfy the in-
equality:
(A(X),A(Y)) = (X,Y), (4.23)

with equality if and only if X and Y admit a simultaneous ordered spectral
decomposition, meaning that there exists U € O(n) satisfying

UTXU = Diag (\(X)),  UTYU = Diag (\(Y)). (4.24)

The reader should verify that the estimate in (4.23]) can be equivalently
written as

IAX) = A2 < X = Y][p.

Therefore, Theorem [£.27] shows that the eigenvalue map is 1-Lipschitz conti-
nous and characterizes those pairs of matrices for which the Lipschitz bound
is tight. We postpone the proof of Theorem to Section [4.3.3] so as to
not distract from the main theme of the section.

4.3.1 Fenchel conjugate and the Moreau envelope

Armed with Theorem we can now prove a precise relationship between
the Fenchel conjugate and the Moreau envelope of a spectral function f o A
and those of f.

Theorem 4.28. Consider a symmetric function f: R® — R. Then the
inequalities

(fo ) (Y) = (fToN)(Y) and  (foX)a(X) = fa(AX)),
hold for all X, Y € S™.

Proof. We begin with the computation of the Fenchel conjugate. To this
end, we successively compute

(f o A)"(Y) = sup {(X,Y) = f(A(X))}
< sup {(A(X), A(Y)) = f(AX))} (4.25)
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where (4.25]) follows from Theorem To see the reverse inequality, fix an
eigenvalue decomposition Y = UDiag (A(Y))U” with U € O(n). Observe

FFAY) = sup {(z,A(Y)) — f(2)}

ZGRH

< sup {(AMX), A1) — (X)) (4.26)

- ;ggn{wmag AX)UTY) = fF(MX))}

< nggn{<Z7Y> —f(A(2))} = (f o N (Y),

where uses symmetry of f and Exercise We conclude (f o
M*(X) = (f* o A)(X), as claimed.

Next, we verify the analogous expression for the Moreau envelope. Fix
a matrix X and an eigenvalue decomposition X = UDiag (A\(X))U” with
U € O(n). We then deduce

(f o Na(X) = juf {FNZ) + 5117 - X|3)

< inf {f(2) + 5 |UDiag (-)U7 ~ UDiag (\(X))U" 3}

< inf {7(2) + 512 = AOIB) = fa(A(X)).

Conversely, observe

fulAX) = int {£(2) + 512 = A(X) B}

< jnf {f(M(2)) + iIIA(Z) - A(X) |3}

< nf (JA2) + 517 - XIF) = (FoNa(X) (427

where (4.27)) follows from Theorem This completes the proof. O

Theorem [4.28 has a number of important corollaries. The first is that a
closed symmetric function f is convex if and f o A is convex.

Corollary 4.29 (Convexity of spectral functions). Let f: R® — R be a
proper, closed, symmetric function. Then f is convex if and only if f o X is
convez.
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Proof. If F':= f o X\ is convex. then writing f(z) = F(Diag (x)), we deduce
that f is convex. Conversely, suppose that f is convex. Is it straightfor-
ward to check that the Fenchel conjugate of a symmetric function is itself
symmetric. Therefore, applying Theorem twice yields the equality

(FoA)™ = f*oA=foA

Since f o A coincides with its double conjugate, it must be convex. O

4.3.2 Proximal map and the subdifferential

With Theorem at hand, we can now obtain an explicit expression for
the proximal map of f o X\ in terms of the proximal map of f.

Theorem 4.30 (Proximal map). Consider a symmetric function f: R"™ —
R and an arbitrary matric X € S™. Then the expression holds:

prox s, (X) = {UDiag (w)UT :w e prox;(A(X)), U € Ox},

where
Ox :={U € O(n) : X = UDiag (\(X))UT}.

Proof. Fix a matrix U € Ox and a vector w € prox;(A(X)). Using Theo-
rem [£.28 we compute

(f o )‘)a(X) = fa()‘(X))
= f(w) + 5o IAC0) — wlB
= f(UDiag (w)UT) + %HX — UDiag (w)U" ||

Thus UDiag (w)UT lies in prox;y(X). To see the reverse inclusion, fix a
matrix W € proxy,,(X). Using Theorem we compute

foz()‘(X)) = (f © )‘)a(X)
= FO)) + 51X~ W
> FONI)) + 5 INX) = Al (4.28)
> fa(A(X) (1.29)

where (4.28) follows from Theorem Thus equality holds throughout.
In particular, we deduce

IX = W% = [AX) = AW)[E  and  A(W) € prox;(A(X)).
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Theorem therefore guarantees that there exists a matrix U € Ox sat-
isfying W = UT Diag (\(W))U. The proof is complete. O

Thus the recipe for computing the proximal map of a spectral function
F = fo ) at a matrix X is simple: form an eigenvalue decomposition
X = UDiag (A(X))UT, compute any vector w € prox;(A(X)), and form the
matrix UDiag (w)U7T.

Exercise 4.31. Consider a proper, closed, convex, symmetric function
f: R™ = R. Show that the set prox,y(X) consists of all matrices W & S"
that admit a simultaneous ordered spectral decomposition with X and sat-
isfy A(W) € prox;(A(X)).

Next, we establish an analogous expression for the subdifferential of con-
vex spectral functions.

Theorem 4.32 (Subdifferential of convex spectral functions). Consider a
proper, closed, convex, symmetric function f: R™ — R and an arbitrary
matriz X € S™. Then the expression holds:

O(f o A)(X) = {UDiag (y)U” : y € 0f(\(X)), U € Ox},

where

Ox :={U € O(n) : X = UDiag (A\(X))UT}.

Proof. Fix a matrix Y € 9(f o A)(X). Then Theorem [3.39 guarantees the
equality
(f o N)"(Y) + (f o M(X) = (Y, X).

We therefore deduce

(A(Y), A(X)) < fA(AY)) + F(AX) (4.30)
= (foA)"(Y) + (fo M)(X) (4.31)
= (¥, X)

(A

(¥), AX))- (4.32)

where follows from Theorem and follows from Theo-
rem Hence equality holds throughout. Theorem [£.27] therefore guaran-
tees Therefore combining equality in with Theorem we deduce
that the matrices X and Y admit a simultaneously ordered decomposition.
Equality in (4.30)), in turn, guarantees the inclusion A(Y) € 0f(A(X)).

IN
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Conversely, consider a matrix Y = UDiag (y)U” for some U € Ox and
y € Of(A(X)). Then by similar reasoning as before, we have

(y, MX)) = [*(y) + F(MX))

= (fo )" (Y) + (f o M)(X)

> (¥, X) (4.33)

= (A(Y), A(X))

> (y, A(X)), (4.34)
where (4.34) follows from Exercise m Thus equality holds throughout.
From equality in (4.33]) we conclude Y € 9(f o A)(X), as claimed. O

Thus the recipe for computing the subdifferential of a convex spectral
function F' = fo\ at a matrix X is simple: form an eigenvalue decomposition
X = UDiag (\(X))UT, compute any subgradient y € df(A(X)), and form
the matrix UDiag (y)UT.

Exercise 4.33. Consider a proper, closed, convex, symmetric function
f: R™ — R. Show that the subdifferential O(f o \)(X) consists of all matri-
ces Y € S" that admit a simultaneous ordered spectral decomposition with
X and satisfy \(Y) € 9f(A(X)).

Exercise 4.34. Define the function F': S* — R by F(X) = || X||op. Prove
the expression

A(f o N(I) ={Y = 0: te(Y) = 1}.

We end the section with the promised proof of the trace inequality.

4.3.3 Proof of the trace inequality
Proof of Theorem [{.27 Fix two matrices X,Y € S" and define the set

L={UXUT:U € O(n)}.

Since £ is compact (why?), the linear function Z — (Z,Y) attains its max-
imum over L. Let Z be any maximizer of this linear function over L. Fix
now an arbitrary skew-symmetric matrix W meaning W7 = —W. Notice
that for any t € R, the matrix exponential E = ¢!V is an orthogonal matrix,
due to the computation

ET — (etW)T — W W _ g1
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Define the function ¢ € R — R by
o(t) = (W Ze W Y.

Using the Taylor expansion of the exponential, it is straightforward to verify
F(0) = (YZ - 2Y,W).

Since Z is a maximizer of ¢, equality ¢'(0) = 0 holds. In particular, setting
W :=YZ - 7Y, we deduce YZ = ZY. Since Z and Y commute, they
must be simultaneously diagonalizable. Thus there exist U € O(n) and a
permutation 7 satisfying

Y = UDiag (m - \(Y)UT,  Z = UDiag(\2))U”. (4.35)
Moreover, since Z and X both lie in £, equality A(Z) = A\(X) holds. Thus
(X,Y) £ (Z,Y) = (- MY),A(X)) £ (A(), A(X)), (4:36)

where the last inequality follows from Exercise This establishes the

inequality .

Suppose now that equality holds in . Then we can set Z = X in
the first place. Thus Y and X are simultaneously diagonalizable and the
estimate guarantees the equality

(m- AY), AMX)) = (A(Y), AX)).-

Applying Exercise we deduce that there exists a permutation 7 satis-
fying A(X) = #A(X) and 7A(Y) = 7#A(Y). Consequently, using (4.35)) we

deduce
Y = UDiag (#\(Y))U7, X = UDiag (#-\(X))UT.

Permuting the columns of U according to #~! yields the factorization (4.24]),
thereby completing the proof. O

4.3.4 Orthogonally invariant functions of rectangular matri-
ces

Thus far, this section has focused on orthogonally invariant functions on
the space of symmetrice matrices S™. It is possible to develop a completely
parallel theory for orthogonally invariant functions on the Euclidean space
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of rectangular matrices R™*". We now outline such results, leaving the
details as exercises.

We begin with the following two definitions that parallel those in the
symmetric setting. Throughout, we let IIL(m) denote the set of m x m.
Thus any matrix 7 € Iy (m) has exactly one entry £1 in each row and each
column.

Definition 4.35. A function f: R™ — R is called absolutely symmetric if
it satisfies

flrx) = f(x), for all z € R", m € Il (m).

Definition 4.36. A function F': S — R is called orthogonally invariant if
it satisfies

FUXVT)=F(X), forall X € R™", U< O(m), VeO(n).

Without loss of generality, suppose m < n. It is straightforward to
see that a function F' is orthogonally invariant if and only if it factors as
F = f oo, where f is some absolutely symmetric function on R™ and o
is the singular value map. The trace inequality then takes the following
form. The proof follows along similar lines as its symmetric counterpart
(Theorem [£.27)), and is therefore omitted.

Theorem 4.37 (Trace inequality for rectangular matrices).
All matrices X, Y € R™*"™ satisfy the inequality:

(0(X),0(Y)) = (X,Y),

with equality if and only if X and Y admit a simultaneous ordered singular
value decomposition, meaning that there exist U € O(m) and V € O(n)
satisfying

UTXV = Diag (¢(X)), UTYV = Diag (o(Y)).

The following result is the direct extension of Theorem [£.28] [£.30] and
to the rectangular setting, with an identical proof.

Theorem 4.38. Consider an absolutely symmetric, proper, closed function
f: R™ —= R. Then the expressions hold:

(foa)*:f*oa and (fOJ)a:faOU,
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and
Prox o, (X) = {UDiag (w)VT :w e prox;(o(X)), (U,V) € OX} ,
where we define
Ox = {(U,V) € O(m) x O(n) : X = UDiag (¢(X))VT}.

Moreover, f o o is conver if and only if f is convexr, in which case the
subdifferential admits the form

O(f o 0)(X) = {UDiag (y)V" :y € 0f(0(X)), (U,V) € Ox}.
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Chapter 5

First-order algorithms for
black-box convex
optimization

This chapter introduces a number of foundational iterative methods for min-
imizing a convex function f on E. The algorithms we consider will only use
first-order information: gradients when f is smooth and subgradients when
f is nonsmooth. The efficiency of any such first-order algorithm is measured
by the number of (sub)gradient evaluations required to produce a point z.
satisfying f(xz.) — min f < e. In particular, we will only be interested in
efficiency guarantees that are independent of the dimension of the ambinet
space E, which the reader should assume is huge. We focus on three algo-
rithms: gradient descent, accelerated gradient descent, and the subgradient
method. We will see that the accelerated gradient method has the best
possible efficiency guarantees among any first-order method for minimizing
smooth convex functions. Similarly, the subgradient method is best in class
for minimizing Lipschitz convex functions. The final section of the chap-
ter provides a more modern view of the three methods based on two-sided
and one-sided model approximation. This viewpoint will lead to important
extensions of these methods to a wider class of problems in Chapter ?7.

Roadmap. We begin with Section 5.1} which introduces gradient descent
and the accelerated gradient method for minimizing S-smooth convex func-
tions. Section introduces the subgradient method for minimizing L-
Lipschitz convex functions. The final Section outlines an illuminating
viewpoint of (accelerated) gradient and subgradient methods based on model
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approximation.

5.1 Algorithms for smooth convex minimization

Throughout this section, we consider the optimization problem

min f(x), 5.1
min f(2) (5.1)
where f: E — R is a f-smooth and a-strongly convex function. Here,
a, 8 > 0 are nonnegative real numbers. In particular, the setting a = 0

simply corresponds to convexity. Thus, as a consequence of Corollary
and Theorem the function f satisfies the two sided bound

Uy — 2l < 1)~ f@) ~ (Vi@y—2) < Dy -2l (52)

for all z,y € E. Geometrically, this estimate means that f is sandwiched
between the two quadratics

Quly) = () + (VS @)y — )+ 21y — P,
@:(y) == J(2) + (Vf(@),y - 2) + Sy — ]

See Figure for a geometric illustration. The ratio k := 3/« is called the
condition number of f. Intuitively, k measures the “scaling” of the problem.
In particular, equality x = 1 holds if and only if f is a spherical quadratic.
We will see that the condition number s strongly influences convergence
guarantees of numerical methods.

Throughout, we assume that f has at least one minimizer, which is
automatic if &« > 0 (why?). The symbols f* and z* will denote the minimal
value of f and an arbitrary minimizer of f, respectively.

5.1.1 Gradient descent

Gradient descent is the most basic numerical method for the problem ([5.1)).
In each iteration, the method simply takes a step in the direction of the
negative gradient:

Tip1 = 2 — NV fxy),

where the parameter > 0 is to be determined. The classical motivation
for moving along the negative gradient direction is that this is the direction
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Q.
f

Az

Figure 5.1: Illustration of a S-smooth and a-strongly convex function f,
where Q. (y) := f(z) + (Vf(z),y —z) + gHy — x||? is an upper estimator
based at z and ¢, (y) := f(z)+(Vf(z),y—z)+5|ly—z|? is a lower estimator
based at x.

of maximal instantaneous decrease

Vi)

argmin f(2.v) = ~I7FR)T

In order to determine an appropriate parameter 1 > 0, let us estimate the
functional decrease achieved by a single gradient step.

Lemma 5.1 (Descent). The gradient step ™ = x — nV f(x;) satisfies

np
fat) < 5@ = (1= ) IV F@I
Proof. Using the right-hand-side of (5.2), we compute

fle =0V f(z)) < f(x) = (Vf(z),nV [(z)) + gllnvf(:r)ﬂ2

= @) - (1= ) IV s,

as claimed. O

Thus the decrease in the function value achieved by a single gradient
step is proportional to n ( — %) |V f(z)||?>. Consequently, it is appealing

to choose 77 to be the maximizer of the concave quadratic n — 7 (1 — %)
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A quick computation yields the choice n = % Algorithm (1| records the

resulting procedure. Using this value of 7 in Lemma [5.1] shows that the
iterates generated by Algorithm [1] satisfy the guarantee

Flaee) < flar) - ;ﬁuwmw for all £ > 0. (5.3)

In words, this estimate means that the functional improvement in each step
f(z) — f(ze41) is at least on the same order as the measure of optimality
|V f(z¢)||? at the current iterate. Thus, if z; is highly suboptimal, we expect
that f(x4y1) will be siginificantly smaller than f(z;).

Algorithm 1: Gradient descent
Input: Starting point x¢ € E, parameter 5 > 0, iteration T' € N.
Stept=0,1,..., T —1:
Set w411 = x4 — %Vf(:vt)

The following theorem establishes a sublinear rate of convergence of gra-
dient descent for minimizing smooth convex functions. Notice that the guar-
antee of the theorem does not depend on the strong convexity constant c,
and is valid even when o = 0.

Theorem 5.2 (Gradient descent under convexity). Let f: E — R be a
conver and B-smooth function. Then the iterates generated by Algorithm
satisfy

k]2
flay - g < o2

Proof. We successively compute

Flrn) < F@0) 4 (V@) 21 — ) + 5 laas — P (5.4)
= flzg) + (Vf(x),x* — ) + §th+1 — xi||® + (V) mpg1 — 27)

(5.5)

< 4 Dl — il + (VF (@), 21 — ) (5.6)

=f"+ g (lzesr — zel|® — 21 — 24, Teg1 — 2%)) (5.7)

— 7+ 2 (e — 012 = i — 2 ?) (53)

2
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where (5.4) and (5.7)) follow from (j5.2]), while equalities (5.5)), (5.7), and

(5.8) follow from algebraic manipulations.
Subtracting f* from both sides and summing for ¢ = 0,...,t — 1, the
terms on the right side telescope, yielding

t—1

/8 — * * ﬁ *
> (flwiy) - <35 Z s = 2*|> = |zipa — 2*)?) < S llwo — ™|,
=0

=0

Taking into account that that the function values { f(x;)};>0 are nonincreas-
ing (Lemma [5.1]), we deduce

t

I
—

Bllzo — 2|

f(wt)_f*g 2 ;

(f(ziy1) = fF) <

~+ | =

S
I
o

as claimed. O

The key part of the proof of Theorem is the estimate . Though
this inequality might seem like a lucky coincidence at first, Section 77 will
provide a more appealing geometric explanation.

Theorem shows that gradient descent, applied to a convex S-smooth
function, drives the function gap f(x¢) — f* to zero at a sublinear rate
1/t. When f is in addition a-strongly convex with o > 0, gradient descent
convergences at a linear rate.

Theorem 5.3 (Gradient descent under strong convexity). Let f: E — R
be an a-strongly convexr and B-smooth function. Then the iterates generated
by Algorithm [1] satisfy

flarsn) = 1 < (1= 50 ) (Fla = 1), (5.9)
o -1 < (557 ) e =212 (5.10)

Proof. To see (5.9), we combine Lemma [5.1| with Theorem to deduce

Flar) = flen) < =55 |V < =5 () = 1),

Adding and subtracting f* from the left-side yields

(Flaesn) = %) = (Fo) = 1) <~ (F(@) — 1)
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Rearranging completes the proof of (5.9).
Next, we prove (5.10). To this end, we successively compute

41 — 2" = |I(ze — %) = BTV f ()|

= e — |2 + Z<Vf<mt>,x* —m)+ ;r\vmw

< la—a"|F+ 5 (57 = flo) = Gl =" I) + IV @)
(5.11)
= (1= 8 =1+ 3 (= a0 + 5 19A@OI), (512

where follows from strong convexity. Lemma guarantees that the
second term in is nonpositive, and therefore the quantity ||z;1 —x*|?
tends to zero at the linear rate 1 — x~!. We can establish a slightly faster
rate by a more careful argument. Namely, strong convexity and Lemma [5.1
guarantee

£+ o = oI < fari) < S = 519 )P

and therefore

fr=f@e) + %llvf(ﬂft)ll2 < —5lleer -2 [
Combining this estimate with (5.12)) and rearranging yields ([5.10]). O

Thus gradient descent drives both the quantities ||z;—z* || and f(z;)— f*
to zero at a linear rate 1 — x~!. In particular, in light of Section 1.9} we can

be sure that the inequality f(z:)— f* < ¢ holds after t = O(k-In M))

&€
iterations. Combining Theorems and we see that gradient descent
satisfies the guarantee:

1

1 t )
— f* < mi — - . —z* > 0.
flxy) — fF < mln{%, (1 21%) } Bllzo — =*|| forallt >0

Thus f(x¢) — f* is simultaneously bounded by two sequences, one converg-
ing sub-linearly and the other converging linearly to zero. Typically, the
sublinear rate is observed in the early iterations of the algorithm, while the
linear rate is observed towards the end (if at all). See Figure for an
illustration.
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0.95%

50 100 150 200

Figure 5.2: Sublinear vs. linear rates

5.1.2 Accelerated gradient descent

131

The reader may now wonder whether there is a faster algorithm for smooth
convex minimization, in terms of the number of gradient evaluations, than
gradient descent. In particular, can the sublinear rate 1/t be improved? The
answer is yes! The accelerated gradient method, outlined in Algorithm

achieves the much faster sublinear rate 1/t2.

Algorithm 2: Accelerated gradient method

Input: Starting point xg € E.
Sett=0anday=a_1 =1, x_1 = xp;
fort=0,...,7 do
Set
Uy = ¢ + at(a;ll —1)(zy — x4-1)
Tyl = Ut — ;Vf(ut>

Set the extrapolation coefficient

Vvai +4a? — a?

2

a1 =

end

The idea of the method is to maintain two sequences of points z; and
u. The gradient steps are computed along the points u;, while the iterates
x¢ are used to encode the history, and in particular the momentum, of the
algorithm. The choice of the extrapolation sequence a; is subtle and is

entirely motivated by the convergence analysis of the method.
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Theorem 5.4. Let f: E — R be a convex and 5-smooth function. Then
the iterates {x;} generated by Algorithm[3 satisfy

26||l2* — yol®

(t+1)2

We postpone the proof of Theorem until Section 77?7, where a more
general result will be established. Meanwhile, let us take the validity of
Theorem for granted. Recall that gradient descent converges at the
linear rate 1 — k! for smooth strongly convex functions. In contrast, to
make Algorithm [2]linearly convergent, one must modify the method. There
are two such approaches in the literature: (1) modify the definition of a;
in using the strong convexity constant or (2) periodically restart the
algorithm. We omit the first approach, since it is fairly technical; instead,
we focus on the second approach, which is elementary and has many other
uses.

The idea of restarts is useful in many contexts, often allowing one to
boost sublinear rates to linear rates of convergence under strong convexity
assumptions. Imagine that we run the basic accelerated gradient method
on f for a number of iterations (an epoch) and then restart. Let 2% be the
t’th iterate generated in epoch i. Theorem along with strong convexity
yields the guarantee

flze) — 7 <

z* — x| K ‘
= SN C Y SR T

Suppose that in each epoch, we run an accelerated gradient method for T’
iterations, and initialize each epoch with the final iterate of the previous

epoch. The estimate (5.13) then guarantees that the function gap shrinks
by a factor of % after each epoch. The idea is now to optimally choose

flap) = f* <

the number of epochs I and the length of each epoch T in order to reach
desired accuracy € with minimal computational effort.

Theorem 5.5. Let f: E — R be an a-strongly convex and 3-smooth func-
tion. Fix a target accuracy € > 0 and set the algorithmic parameters

T=[2Vk]  and 1= |m(H=L))

Then the iterate {1} generated by Algorithm@ satisfies f(x)— f* < e, while
the run of the algorithm uses at most

e[ (L02=1)]

gradient evaluations.
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Algorithm 3: Accelerated gradient method with restarts
Input: Initialrg € E, epoch length T' € N, and epoch number I € N
Set x;l = x20.
fori=0,...,1do
Set xé = :E%Tl.
Let z?, be the T"th iterate generated by Algorithm [2| initialized
with zg.
end

Proof. The estimate (5.13|) immediately guarantees:

4k I
)2) (f(mo) — f*) < e I(f(wo) — f*) <€, (5.14)

f(x’{F)_f*S <(T+1

thereby completing the proof. ]

The efficiency guarantee O(y/k - In (M) of Algorithm (3) is much

better than the efficiency guarantee for gradient descent O(k -In <M>

€

Indeed, we will see in Section that the sublinear and linear efficiency
estimates of the accelerated gradient method are the best possible among
all first-order algorithms for smooth convex minimization.

5.2 Algorithms for nonsmooth convex minimiza-
tion

In this section, we dispense with the smoothness assumption and focus on
the optimization problem

min f(z), (5.15)
where f: E — R is a convex function that is L-Lipschitz continuous on a
neighborhood of a closed convex set () C E. Thus in comparison with the
previous section, we have weakened the smoothness assumption to Lipschitz
continuity, while also allowing a convex constraint set. The analysis of the
projected subgradient method—the content of this section—is essentially
the same whether @ is present or not. Extensions of gradient descent to
the constrained setting, in contrast, require a different argument and will

appear in Section .
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5.2.1 Subgradient method

The projected subgradient method, summarized in Algorithm {4l is the basic
algorithm for the problem (5.15)). In each iteration ¢, the algorithm chooses
a subgradient v; € 0f(z¢) and declares

Tiy1 = Projo (@ — o),

for some user specified sequence {7;}. Thus the method travels in the oppo-
site direction to a subgradient v; and then performs a projection operation
to restore feasibility. Notice that in particular, the projection pron(-) needs
to be efficiently computable in order for the algorithm to be implementable.

Algorithm 4: Projected subgradient method

Input: Initial z¢ € E, iteration T € N, sequence {n;} C (0, 00).
Stept=0,1,..., T —1:

Choose vy € Of (x+)

Set @441 = projg (@t — mvr)

There is an important difference between the smooth and nonsmooth
settings. A crucial property of gradient descent is that the function values
f(z;) decrease along the iterate sequence. Indeed, our reasoning for setting
n= % was entirely motivated by the desire to force the function value to
decrease as much as possible in a single iteration (Lemma . In contrast,
the projected subgradient algorithm for nonsmooth optimization is not a
descent method. Indeed, if v € df(x) is an arbitrary nonzero sugradient,
then following the direction —v might not lead to function decrease. More-
over, even if we could find a vector v € Jf(x¢) of minimal norm, which
by Exercise defines a descent direction, it is not possible to uniformly
control the amount by which the function decreases.

Instead, we monitor a different quantity, the distance to an optimal
solution ||z — z*||. To see why this is a reasonable strategy, observe that if
x is not a minimizer of f, then any subgradient v € df(x) satisfies

(v, —x) < f(z*) — f(z) < 0. (5.16)

Thus any subgradient v € Jf(x) makes an obtuse angle with the vector
z* — x. It follows immediately that for all sufficiently small n > 0, the
updated point = — nv moves closer to z*. Moreover, suggests that if
the ratio m)%]:;” is large, then we should be able to make good progress

towards z* by following the direction —v. More formally, the convergence
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analysis of the projected subgradient method (Theorem will rely on the
elementary estimate

41— 2||* < llwe — 2|1 = 20 (f(2e) = £*) + 0 [l

Intuitively, since the third term on the right scales as n?, it can be made
small relative to the second term, which scales as 7;. Thus the function
gap f(x¢) — f* indeed controls the decrease in the distance to the solution.
Since, the distance ||z; — 2*|| is lower bounded by zero, the function values
f(xy) — f* must tend to zero. With this intuition in mind, we are now
ready to establish the convergence guarantees for the projected subgradient
method. It is worthwhile to note that in the nonsmooth setting, rather than
measuring the suboptimality of any individual iterate xy, it is most natural
to measure the suboptimality of the running average of the iterates.

Theorem 5.6 (Subgradient method under convexity). Let f: E — R be a
convezx function that is L-Lipschitz continuous on a neighborhood of a closed
convex set Q C E. Then the iterates generated by Algorithm [{] satisfy

t t

1 . xo — 2|2+ L2 n?

f ; E nixi | — f S H 0 H - Zz—O ; ) (517)
Zizo M=o 2 Zi:o i

In particular, when using the constant parameter n; = L\/% for a fized

R > ||xg — z*||, the efficiency estimate becomes

1 <& . RL
f<T+1th>_f S UTHT (5.18)

t=0

Proof. We successively compute

241 — 2*||° = [[projg (¢ — mvy) — 2™

= HPI"OJ'Q(CCt — NeVt) — pron(a;*)Hz

< (e — &) = meve? (5.19)
= llze — @*||* = 2me{ve, @ — %) + 07 |oel|?, (5.20)
< e — 2[* = 2me(f (1) — ) + 07 L7, (5.21)

where ([5.19) uses that projg is 1-Lipschitz continuous (Theorem [3.60) and
(5.21)) uses convexity and Lipschitz continuity of f. Iterating the recursion
yields

T

T
lzrn = 2% < oo — ¥ = 2 me(f(ae) = )+ L2 Yo}
t=0

t=0
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Lower-bounding the left side by zero and rearranging, we conclude

T % T
> () — £7) < o = 2" J; CVEY3 (5.22)

t=0
Finally using convexity, observe
T T "
f 1 mae | — f* < tho ne(f () — f*)
T = t .
D=0t =0 D im0t

Combining this estimate with (5.22]) completes the proof of (5.17). Setting
n=mnforalt=0,...,7—1in (5.17)) yields the guarantee

T
| o w2 | I
e — < .
f(T—i—let) US|

t=0

Optimizing the right side of ((5.17)) in 1 yields the choice n = L\/% and the

guarantee ([5.18)). O

Thus, (5.18) shows that setting 7; to be a constant, the uniform average
of the iterates {z;}]_, is suboptimal by an additive error \/J;LH. When
f is a-strongly convex with o > 0, a faster rate is achievable by making
the judicious choice n; = ﬁ and averaging the iterates non-uniformly,

namely by assigning higher weight to the latter iterates.

Theorem 5.7 (Subgradient method under strong convexity). Let f: E — R
be an a-strongly conver function that is L-Lipschitz continuous on a neigh-
borhood of a closed conver set Q C E. Then the iterates generated by Algo-

m’thm with m = ﬁ satisfy

! 212
2 e _ f* _

Proof. Starting from ((5.20) and using Lipschitz continuity and strong con-
vexity of f, we compute

e —a*|* < llze — 2*|* + 20 (o, 2" — o) + 07 oe?
< e — a1 + 200 (f* — flae) = § ll2* —@e|®) + 0P L%
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Rearranging and diving through by 27, yields the expression

* 1 —an %112 1 «2 , 9
flz) = f §< 2 >||$t—$|2—2m||$t+1—93||2+2L-

Plugging in n; := m and multiplying through by ¢, we obtain

. at(t —1) L2 at(t+1) 2 t 9
t — < - 7 — - 7 — R
(Fla=1) < “HE = 2 P= S fan - 0P
Summing the estimate for ¢ = 1...,¢, the first two terms on the right-side

telescope, yielding

Z:z(f(xZ zt:a Lz<E
a

i=1 =1

Dividing through by Z';f:li = L;Ll) and taking into account that f is
convex, we conclude

) N \ : 2L”
f(”z>_f S(ZHJ 2 1w) = 169) < Ty

=1

as claimed. O

5.3 Model-based view of first-order methods

Sections and presented the “classical” motivation and analysis of
gradient descent and the projected subgradient method. The current section
revisits both algorithms from a more modern perspective, rooted in model
approximation. Sections and will leverage this viewpoint to develop
new algorithms for a wider class of problems.

Setting the stage, fix a point x € E and a vector v € E, and define the
update

T = projo(z — ), (5.23)

where @) is a closed convex set. Clearly, gradient decent and the projected
subgradient method are examples of this update rule, under the settings
v =V f(zx) and v € 9f(x), respectively. The key observation now is that
the update can be equivalently written in the variational form

_ 1
v = argmin f(y) + o[y — 2l (5.24)
YeQR n
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where f,(-) is the affine function

fa(y) := f(z) + (v,y — z). (5.25)
To see this, successively compute

r4 = argmin |y — (x —no)|* = argmin 2n(v,y — ) + [ly — 2|
yeQ yeR

= argmin f,(y) + 5y — o]
yeQ n

Thus z* is obtained by minimizing the sum of the affine model f, of f

and a simple quadratic. The assumptions of a-strong convexity and (-

smoothness amount to the lower and upper estimates on approximation

quality, respectively:

)< L)+ Dy 2l VeyeE, (5.26)
f&) = foy) + Sly -2l VayeE. (5.27)

Observe that in the smooth setting, the function f, + g” -~z used
in the update rule for gradient descent globally upper bounds f. An
immediate consequence, already well known to us, is that gradient descent
generates iterates with decreasing function values. See Figure for an
illustration. In contrast, the function fx—l—% ||-—2||? defining the subgradient
step in the nonsmooth setting might not be an upper model of f for any n >
0. Herein lies the distinction between smooth and nonsmooth optimization.

In Sections and we will see that the functional form of the models
(5.25)) is completely irrelevant for convergence guarantees of gradient descent
and the projected subgradient method. Any algorithm that proceeds accord-
ing to , with arbitrary convex models f, () satisfying the two-sided
accuracy &, enjoys convergence guarantees that parallel those
of gradient descent. Similarly, any algorithm that proceeds according to
@D, with arbitrary convex models f,(-) satisfying the one-sided accuracy
@, enjoys convergence guarantees that parallel those of the subgradient
method. The ability to use more interesting models f, will open the door
to a number of new algorithm.

5.4 Lower complexity bounds

This chapter has discussed at great length convergence guarantees of (accel-
erated) gradient descent and of the subgradient method. Tables and
summarize the efficiency estimates of these algorithms.



5.4. LOWER COMPLEXITY BOUNDS 139

400 -
300

200

100 -

‘
! L. g ‘ -
2 3/ 4 6 8 b

(a) Two-sided approximation (b) One-sided approximation

Figure 5.3: Left: the black curve depicts the graph of a S-smooth function f,
the red curve depicts the graph of the function f,(y) = f(z)+(V f(z),y—x),
the blue curve depicts the graph of the function y — f, (y)—i—g ly—z|?. Right:
the black curve depicts the graph of a nonsmooth function f, the red curve
depicts the graph of the function f,(y) = f(z) + (v,y — z) with v € 0f(x).

convex, B-smooth | a-strongly convex, S-smooth
Gradient descent M K- log(w)
Accel. grad. descent M VE - IOg(M)

Table 5.1: Number of gradient evaluations to find z satisfying f(z) — f* <e

This section switches gears and instead focuses on lower complexity
bounds, which express limitations on the convergence guarantees that any al-
gorithm can have. In particular, we will see that the convergence guarantees
of accelerated gradient descent are the best possible among any algorithm
for minimizing S-smooth convex functions. Similarly, the convergence guar-
antees of the subgradient method are the best possible among any algorithm
for minimizing L-Lipschitz convex functions.

In order to make such results precise, we specify how an algorithm gath-
ers information about the objective function. Consider an optimization
problem

min f(z), (5.28)
where f: E — R is a finite-valued convex function. We will assume that
an algorithm accesses information about f by querying a first-order oracle,
which on input € E returns some subgradient v € df(x). In particu-
lar, if f is smooth, then the oracle on input x simply returns the gradient
Vf(x). When f is nonsmooth, the oracle returns an arbitrary subgradi-
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convex, L-Lipschitz | a-strongly convex, L-Lipschitz
Subgrad. method L;RQ L7

Qe

Table 5.2: Number of subgradient evaluations to find x satisfying f(z)—f* <
¢, where an upper bound R > ||xg — z*|| is assumed to be known.

ent v € Jf(x). We will prove lower-complexity bounds for a large class of
algorithms, summarized in the following definition.

Definition 5.8 (Linearly-expanding first-order method). An algorithm for
(5.28)) is called a linearly-expanding first-order method if it generates an
iterate sequence {x} satisfying

x¢ € ko + span{vg,...,v—1} for t > 1,

where v; € 9f(x;) is generated by a call to the first-order oracle of f with
input x;.

5.4.1 Lower-complexity bound for nonsmooth convex opti-
mization

We begin by proving a lower-complexity bound for minimizing an L-Lipschitz
continuous convex function on a ball.

Theorem 5.9 (Lower-complexity bound for nonsmooth convex optimiza-
tion). Fiz a dimension n € N, an iteration counter t <n, and a real L > 0.
Then there exists a convexr function f: R™ — R that is L-Lipschitz contin-
uous on a ball Br(0), for some R > 0, and such that any linear expanding
first-order method initialized at the origin satisfies

RL

i — 1 >
pin_ Jon) = min f@) 2 5

There also exists an a-strongly convex function f: R™ — R that is Lipschitz
continuous on Br(0), for some R > 0, and such that any linear expanding
first-order method initialized at the origin satisfies
L2
min rr) — min z) > —.
k=1,..t—1 f(@x) r€BR(0) flz) 2 Sat
Proof. Fix two constants v, a > 0, which will be specified shortly. We will
consider the outcome of applying any linearly expanding first-order method
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to the a-strongly convex function:
— TR pNT:
fz) = max ;+ |z
Observe the expression for the subdifferential (Exercise (3.41))
Of(x) =~ -conv{e; : i € I(x)} + ax,

where I(z) consists of all indices ¢ = 1,...,t satisfying x; = maxj—1__; ;.
Taking into account that the function x — max;—1, . ;x; is 1-Lipschtiz con-
tinuous, while the quadratic 3|z|? is R-Lipschitz on the ball Bg(0), we
deduce that f is Lipschitz continuous on Br(0) with constant v + aR.

Next we describe a first-order oracle for f. When asked for a subgradient
at x, the oracle returns ve; + ax, where i is the smallest coordinate in the
set of active indices I(x). In particular, if the algorithm is initialized at
xg = 0, then the oracle returns e;. Therefore the next iterate x; lies on
the line generated by e;. A simple induction shows that the iterate xj lies
in the linear span of ey,...,e; for all k = 1,...,¢. In particular, the t'th
coordinate of ;1 is zero and therefore f(x;—1) > 0. Finally, let’s compute
the minimal value of f. We claim that the minimizer of f is the point «*
defined by setting x; = ;—z forl <i<tandz; =0fort+1 <1 < n.
To see this, simply observe 0 = v 3", %ei + az* € Of(x*). Therefore, the
minimal value of f is

) } ¥ ad 7
=) =Gt 5am T et

Thus we conclude
72
N > L ,=1,...,t— 1.
flay) = f*> 5o’ foralli=1,...,t—1

Setting v = % and R = % proves the lower bound for a-strongly convex

functions. Taking a = % 1+1 G and v = L 1;@{ completes the the proof of

the lower-bound for non-strongly convex functions. In both cases, a short
computation (do it!) verifies that z* indeed lies in Br(0). O

In light of Theorem we see that the projected subgradient method
has the best possible efficiency estimate when minimizing Lipschitz (strongly)
convex functions on a Euclidean ball. It is worthwhile to note that Theo-
rem stipulates that the dimension n of the ambient space is larger than
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the number of iterations ¢. This is not an artifact of the proof. In the set-
ting n < t, there exist much faster first-order methods than the subgradient
algorithm, indeed ones that converge at a linear rate that depends on n.
The reader may consult for example the recent survey [11] or the classical
text [26].

5.4.2 Lower-complexity bound for smooth convex optimiza-
tion

We now prove a lower complexity bound for minimizing $-smooth convex
functions.

Theorem 5.10 (Lower-complexity bound for smooth convex optimization).
Fiz a dimension n € N, an iteration counter 1 <t < (n—1)/2, and a real
B > 0. Then there exists a convex [-smooth function f: R™ — R so that
the iterates generated by any linearly-expanding first-order method started at
o satisfy

36||xo — x* ||

f(xt) _minfz 32(t+1>2 ;

(5.29)

where x* is any minimizer of f.

Without loss of generality, assume zg = 0. The argument proceeds by
constructing a uniformly worst function for all linearly-expanding first-order
methods. The construction will guarantee that in the k’th iteration of such
a method, the iterate z; will lie in the subspace R! x {0}"~*. This will cause
the function value at the iterates to be far from the optimal value.

Here is the precise construction. Fix a constant 8 > 0 and define the
following family of quadratic functions

t—1
filars o) = G (5 + D (1 — 2i0) 4 2) — )
=1

indexed by t = 1,...,n. It is easy to check that f; is convex and -smooth.
Indeed, a quick computation shows

t—1
(V2 fi(x)v,v) = %((v% + Z(U" —vig1)? + vf))
i=1

and therefore
t—1

0 < (V3 fu(@)v,0) < §((0F + D0 207 + ) +07)) < Blo]
=1
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The following exercise establishes a few basic properties of the function
ft that we will need.

Exercise 5.11. Establish the following properties of f;.
1. Define the point z; € R™ whose ¢’th coordinate is given by
=, ii=1,...1
0 ifi=t+1,...,n

Using first-order conditions for optimality, show that Z; is a minimizer
of f; with optimal value f; = g (—1 + H%) .

2. Taking into account the standard inequalities,

tt+1 t4+1)3
ZIZ:(;_) and ;i2<<+),

show the estimate ||Z;[|> < %(t + 1).

3. Fix indices 1 < i < j < n and a point * € R’ x {0}"~*. Show
that equality f;(z) = f;(x) holds and that the gradient V f;(x) lies in
R+l « {O}n—(i—‘rl).

Proof of Theorem[5.10, Proving Theorem [5.10] is now straightforward. Fix
t and apply the linearly-expanding first order method to f := fo;41 starting
at g = 0. Let z* be the minimizer of f and f* the minimum of f. By
Exercise (part 3), the iterate x; lies in R? x {0}"~!. Therefore by the
same exercise, we have f(xy) = fy(z¢) > min f;. Taking into account parts
and [2] of Exercise [5.11] we deduce

B 1 B 1
fla) = f* _ 8 (1) St a)
|zo — x*||2 ~ 12t +2) 320+ 1)2
This proves the result. O

The lower-complexity bounds in Theorem do not depend on the
strong convexity constant. When the target function class consists of (-
smooth and a-strongly convex functions, the analogous complexity bound
becomes

2t
S =12 (V1) ool (5.30
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where x* is any minimizer of f. The proof is similar to that of Theorem [5.10
where one modifies the definition of f; by adding a multiple of the quadratic
- 11%.

In conclusion, we see that the accelerated gradient method achieves the
best possible efficiency estimate for minimizing S-smooth convex functions.
Similarly, the restarted accelerated gradient method achieves the best possi-
ble efficiency estimate for minimizing a-strongly convex and S-smooth func-
tions.

References: The earliest convergence guarantees for gradient descent and
the subgradient method can be found for example in Nemirovsky-Yudin [26]
and Shor [35]. The accelerated gradient method and its restarted variant
were developed by Nesterov in [28]. The proof of Theorem appears
in |18, though an analogous guarantee that is suboptimal by a log factor
appears in [26]. The complexity viewpoint for first-order methods, which
we follows here, originates in the monograph of Nemirovsky-Yudin [26].
The treatment of lower-complexity bounds in Section follows the simpli-
fied treatment in Nesterov [27]. Contemporary texts focusing on first-order
methods include Beck [6], Bertsekas 7], Bubeck [11], and Nesterov [27].

5.5 Additional exercises

Exercise 5.12 (Ridge Regression). In this exercise, you will consider the
ridge regression problem:
1 A
: N Ax — 2 n 2
min 2[4z — yl3+ B,
which aims to recover a point x,y from (noisy) linear measurements y. For
n = 100, m = 80, and A = 1, generate data as follows:

e the underlying signal is drawn xoy ~ N(0, I),

e the measurement matrix A € R™*"

dard Gaussian rows A; ~ N(0,1),

is drawn with independent stan-

e the observed data y € R™ is

y = ATop + €, € ~ N(0,0.25) i.i.d.

Note that the objective function is S—smooth with 8 = ||A*Al/,, + A, and
a—strongly convex with a = A. In your experiments, you may set 5 =
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4(m +n) + )\E| Write code that generates the problem data as above and
implement the following algorithms:

1. Gradient descent,

2. Accelerated gradient descent.

For each algorithm, plot the the function value over the first 50 iterations
on a semilog plot.

Exercise 5.13 (Huber regression). Consider the huber-ized version of ridge

regression:
m

A
Din ) hy(yi —a;x) + Sllzl
=1
where aZT are the rows of A, and h,, is the huber function with parameter 7:

1,2 .
hn(w) _ W=, if |w| <n
n(lw| —n/2), otherwise.

The huber function penalizes large deviations less than the quadratic cost
function, and is therefore often used when outliers are present in the data.
Note that the objective function in this case is f—smooth with 8 > mn + A
and a—strongly convex with a = A.

Generate T and A as in Exercise and generate y = Axop + €
where € contains 5 outliers drawn from N(0,25) and the rest of its entries
are again independent N (0,0.25). Implement the same two algorithms as in
Exercise on this problem, and plot the function values for the first 100
iterations in a semilog plot.

Exercise 5.14 (Logistic regression). Consider the regularized logistic re-
gression problem:

m
A
. T 2
min lln (1 + exp(—wif " z:)) + S 11612
1=
Here y; € {£1} are binary labels for the data points z; € R", and we are
trying to find the best vector 8 of parameters for the model

1

'By Gaussian concentration, with high probability we have ||Allop < v/m + /1.
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(We are doing this by minimizing the negative log likelihood function plus
a regularization term.)

Implement the same two algorithms as before, with n = 50 and m = 100
and A = 1. Generate data as follows:

L Oopt = (1,..., )7

2. X € R™*" has i.i.d. standard normal entries, with rows xiT;

3. z = X0 and the true vector of probabilities is p = 1/(1 + exp(—=z)),
where the operations are applied entrywise to the vector z;

4. y € {£1}™ has independent Bernoulli entries with P(y; = 1) = p;.
5. 6y has i.i.d. standard normal entries.

Implement the same two algorithms as in Exercise [5.12|on this problem, and
plot the function values for the first 100 iterations in a semilog plot. You
may take the smoothness parameter of the objective function to be 8 = 100
and the strong convexity parameter to be o = 1.

Exercise 5.15 (Polyak stepsize). Consider a differentiable convex function
f: E — R and let x* be any of its minimizers. Consider the gradient descent
iterates

Thp1 = Tk — VeV f(Tr),
for some sequence ~y;, > 0.

1. By writing the term [|z5y1 — 2*||? = ||(zr41 — zx) + (zx — 2%)||* and

expanding the square, deduce the estimate

2
ok — & [1” = i (f () = f(z)) + %HW(%)H?
(5.31)

N

1
5ka+1 —z*|* <

2. Supposing that you know the minimal value f* of f, show that the
sequence Yy, = % minimizes the right-hand-side of (5.31)) in ~,
thereby yielding the guarantee

* (12 * (12 f(.%'k)_f* ’
g1 — a*||° < [Jop — 2| _<HVf(xk)H> .



5.5. ADDITIONAL EXERCISES 147

3. Let x; be the sequence generated by the gradient method with v, =
Her)=f Supposing that f is S-smooth, conclude the estimate

IV f(zi)l?*
k—1
1 v 2B]lxo — z*|?
= o I S Qe el i [

If f is in addition a-strongly convex, derive the guarantee

a ES
loess — 22 < (1 - 4/3) I
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Chapter 6

Algorithms for additive
composite problems

In the previous chapter, we saw that there is a sharp distinction in the
complexity of smooth and nonsmooth optimization. Namely, the acceler-
ated gradient method finds an e-approximate minimizer of a S-smooth con-

vex function using on the order of 4/ M gradient evaluations, while
the subgradient method finds an e-approximate minimizer of an L-Lipschitz
convex function using on the order of (%)2 gradient evaluations, where
R > ||lxo — z*|| is assumed to be known. Both efficiency estimates are
the best possible for the two problem classes. That being said, the lower-
complexity bounds we derived make the fundamental assumption that the
only access to the objective functions is through a first-order oracle. Typical
nonsmooth problems that arise in practice, however, are highly structured
and one can hope to use this structure to develop faster algorithms. In this
section, we focus on one well-structured class of problems, for which this is
indeed possible.

Throughout the section, we consider the optimization problem in additive
composite form:

mxin o(z) = f(z) +r(x), (6.1)

where f: E — R is a “complicated” function and r: E — R is “simple”.
The meaning of the words “complicated” and “simple” will become clear
shortly. The two functions f and r will play different roles algorithmically.
The reader should think of f as a difficult function, which needs to be
replaced by a simpler model within numerical schemes. In contrast, r is
already simple, such as an /,-norm. Let us look at the two most important

149
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examples of this problem class.
Example 6.1 (Smooth plus simple). Consider the setting where

1. f is convex and B-smooth, and

2. r is closed and convex, but possibly nonsmooth.

Let us assume moreover that r is simple in the sense that its proximal map
is efficiently computable. Then a natural algorithm, which we will motivate
shortly, is the proximal gradient method:

Tt+1 = ProxX, ;g (:rt = %Vf(a:)) .

Thus, the method accesses f by computing its gradient, while accessing r
through its proximal map. We will show that even though the sum ¢ = f+1r
is nonsmooth, the proximal gradient method converges at a similar rate as
gradient descent for smooth minimization. Moreover, the proximal gradient
method can be accelerated by using inertia.

Example 6.2 (Lipschitz plus simple). Suppose next that

1. f is convex and L-Lipschitz, and

2. ris closed and convex, but has a huge Lipschitz constant (maybe infinite).

Let us assume again that the proximal map of r is efficiently computable.
Then the prozimal subgradient method, which we will motivate shortly, in
each iteration ¢ chooses a subgradient v; € 0f(z;) and declares

Tt+1 = Proxy,, (¢ — meve)

where 7; > 0 is a user-specified control sequence. We will show that even
though the sum ¢ = f + r might not be globally Lipschitz, the proximal
subgradient method converges at a similar rate as the basic subgradient
method for minimizing Lipschitz convex functions.

Moreover, even when r is Lipschitz, the proximal subgradient method
may have advantages oven the vanilla subgradient method. For example,
when 7 = || - |1 is the ¢1-norm on R™, the application of the proximal map
prox,, .|, tends to generate iterates z; that are sparse and are therefore easier
to store and manipulate. The iterates generated by the basic subgradient
method, in contrast, are not sparse.
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Both the proximal gradient and the proximal subgradient methods are
examples of a more general class of algorithms. Namely, in this section we
analyze procedures that simply iterate the steps

. 1
xpyp1 = argmin fy, () + r(x) + T‘|$ — xtHQ,
x Mt

where n; > 0 is a user specified control sequence and fy,(+) is some “model”
of the function f. We will place relevant assumptions on f;, shortly. Not
surprisingly, the convergence guarantees of Algorithm [5| will strongly depend
on how accurately the models f,(-) approximate f.

Algorithm 5: Model Based Algorithm
Input: Starting point x¢ € E, parameters 7; > 0, iteration T' € N.
Stept=0,1,..., 7 —1:

. 1
Set a1 = argmin fy, (x) + r(z) + — ||z — 24|
T 2m

6.1 Proximal methods based on two-sided models

In this section, we analyze Algorithm [5], when we have two-sided control
on the error f(y) — f.(y). Formally, we impose the following assumption
throughout the section.

Assumption 6.3 (Two-sided model). Let f,: E — R be a family of func-
tions indexed by points z € domr. Assume that there exist real aq,as > 0
and 8 > 0 satisfying the following properties.

(A1) (Two-sided accuracy) The estimate holds:
o B
Sy =2l < f) ~ f2) < Sly —2|*  Voy€E.

(A2) (Convexity) The functions f,(-) +r(:) are as-strongly convex for all
r € E.

In a nutshell, under assumption , the convergence guarantees of
Algorithm || directly parallel those of gradient descent. Before delving into
the convergence analysis, let us look at three important instantiations of
Algorithm [5| with two-sided models.
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Example 6.4 (Proximal gradient method). The first and most important
example occurs when f: E — R is g-smooth and r: E — R is closed and
and convex. In this case, we may simply use the affine models

fa(y) = f(x) + (Vf(2),y — ).

Algorithm [5] equipped with these models is called the proximal gradient
method. In particular, setting 7, = % the proximal gradient method iterates:

xyp1 = argmin f(xy) + (Vf(z),x —x) +r(z) + ng — x| (6.2)
xr
Equivalently, by completely the square, we may write

2
+5 = = 495t

= prox, g (xt — %Vf(xﬁ) .

When f is a-strongly convex, we may set a; = «. Similarly if r is a-strongly
convex, we may set as = . Notice that in order to apply the proximal gra-
dient method, the proximal map prox, /5(33) must be computable. In par-
ticular, when r is identically zero, the method reduces to gradient descent.
More generally, if r is the indicator function of a closed convex set @, the
method reduces to the projected gradient algorithm.

Ty = argmin r(x)
X

Example 6.5 (Partial-linearization). As the second example, suppose that
f can be written as a pointwise maximum

f(x) = max{ fi(x), f2(x),..., fu(x)},

for some B-smooth functions f;: E — R. Then we may choose the poly-
hderal models

foly) = max {fi(z) +(Vfi(z),y —2)}.

7/:17"'7

Each iteration of Algorithm [5| with 7, = & then amounts to solving

Tiy1 Zargiﬂiﬂ max{ fi(x¢) +(Vfi(2e), o —x4) } +7(2) + ||93 x| (6.3)

20
If r is a polyhedral function, then one can rewrite the subproblem (6.3]) as
minimizing a simple quadratic function over a polyhedron (why?), for which
specialized algorithms are available. If each function f; is a-strongly convex,
then we may set @y = «. Similarly if r is a-strongly convex, we may set
a9 = (.
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Example 6.6 (Proximal point method). The most accurate model of a
function is itself f, = f for all x € E. With this choice of the models, we
may set § > 0 arbitrarily. Algorithm [5| is then called the proxzimal point
method and it simply iterates:

Tyy1 = argmin () + ng — x> (6.4)
x

Equivalently, the reader should recognize the right side as the evaluation of
the proximal map

Ti+1 = pfOX(p/ﬂ(xt),

Invoking Theorem [3.64] yet another equivalent description of the method
emerges as gradient descent on the Moreau envelope

Ti41 = Tt — ;V%/g(l‘t).

The proximal point method is a conceptual algorithm since each subprob-
lem typically does not admit a solution in closed form. Instead, the
implementation of the method requires invoking an auxiliary optimization
algorithm, albeit on the strongly convex function ¢ + gH - —x¢||?. Instead,
one should think of the proximal point method as a conceptual algorithm,
guiding the design and analysis of other algorithms that try to amulate it.
For example, one can think of Algorithm [5| with any models f, satisfying
Assumption [6.3, as an “approximate proximal point method”. This view-
point will be useful for us shortly.

Our main tool for analyzing Algorithm 5| will be the observation that each
iterate x;11 is by definition the minimizer of the strongly convex function
h(z) := fp,(x) +7(x)+ 2%7,5 |z — z¢||%. Exercise therefore guarantees the
estimate: N

h(z) > h(zi41) + §||$t+1 — z|? Vr € E, (6.5)

where « is the strong convexity constant of h. The convergence analysis of
Algorithm [5] will be based entirely on this observation.
6.1.1 Sublinear rate

We are now ready to establish a sublinear rate of convergence for Algo-
rithm [5] which directly parallels Theorem [5.2] for gradient descent. Looking
ahead, it will also be useful to introduce the gap function

Af(z,y) = fy) — f2(y).
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Observe that A is always nonnegative. We will see that not only does the
residual f(x;) — f* tend to zero at a controlled rate, but so does the average
gap % ZE;(l) Ay (x¢, x*). The consequences of convergence in the average gap
will be discussed in Section [7.1l

Theorem 6.7. The iterates generated by Algon'thm@ with ny = % satisfy

1 t—1

p(xe) —p(z) + n ZAf(xi,x) <
=0

Bllzo — ||

E.
o7 Vo €

Proof. Since x4 is the minimizer of the S-strongly convex function f;, +
T+ gH - —x¢||2, we deduce

Plae1) € fuu(ornn) +r(an) + 5 e — ol (6.
R R P P (67)
= o(&) ~ Aglana) + 2 (e — 2l ~ ea —2l?),  (68)

where and follow from (Al). Subtracting p(x) — Ag(x¢, ) from
both sides, summing for ¢ = 0,...,¢t — 1, and dividing by ¢ completes the
proof. O

6.1.2 Linear rate

We next turn to proving a linear rate of convergence for Algorithm [5| that
depends on the constants a1, ag > 0. To this end, the view of Algorithm [5]as
an approximate proximal point method will be particularly fruitful. Namely,
fix a constant > 0 and define the map G,: E — E by

Gy(z) =0~ (2 —a™),
where T denotes the update

ot = argmin £(y) +r(y) + 5y — o

Yy n
The map G, is called the prozimal gradient because in the setting f, =
f, it coincides with the gradient of the Moreau envelope (Theorem .
Continuing with the analogy, it seems plausible that G, should act as an
“approximate gradient” for f itself. This is the content of the following
theorem.
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Theorem 6.8. Fizx a point x € E and set

* = argmin fufy) +r(y) + 5y —

Y

X

Then the estimate

1
oY) = () +(Gyp(),y — ) + 52 11G1p(2)]
o o 26 (6.9)
A1y o2 X2y 2
+ Ly — ol + Ry - o,
holds for all z,y € E.

In particular, in the setting a; = as = 0, we may rewrite the estimate

as
o) 2 9lat) + (G1y(e).y — a) + 53 005(a)
= () + (Gyyala)sy =) = 5511G1a(a)
for all y € E. That is, ¢ is lower bounded by the affine function p(z™) +

(G1/p(x),- — ™) up to a constant offset %ng(x)n? See Figurem for an
illustration.

1G1/5(@)I1?

\/

p(x) +(G1/p(2),y — =)

Figure 6.1: Depiction of Theorem



156CHAPTER 6. ALGORITHMS FOR ADDITIVE COMPOSITE PROBLEMS

Proof. Since x* is the minimizer of the (8 + as)-strongly convex function
fotr+ %Hy — z/|?, we deduce

1) 70 + Dy = all? 2 £o@) o) + Dt — a?
6.10)
ag + 3 (

a2 VL, a2
+ 22y — ot

Property (A1) in turn yields the two estimates

fo() +7(y) < oly) — = lly — =%,

fol@®) +r(a™) Z (@™) -

(6.11)
N

while algebraic manipulations yield the expression

lz* =] = lly = 2* + lly = 2™ > = 2(y — 2™, 2 — 2™

=2y —x,x — ") + 2z — 2>
(6.12)

Combining (6.10} -, and (6.12)) completes the proof. ]

There are a few useful consequences of Theorem worth highlighting,
which are summarized in the following corollary.

Corollary 6.9. Fiz a point x € E, define n = %, and set

+

. 1
ot = argmin f,(y) +r(y) + %Hy —z|%.

Y

Then the estimates hold:

#(@) = @(a™) + ]Gy (@), (6.13)
(Gy(a),x —a*) 2 D1G,@)2 + Flle —a* 2+ Fllet —2"|2, (6.14)
1@ 2 Sl — "]l (6.15)

Proof. Setting y = x in (]E immediately yields (6.13). Next, set y = =*
in . The inequality (6.14)) then follows immediately after using the lower
bound ¢(z+) > ¢(2*). Dividing the inequality (6.14) by ||z — 2*|| and using

the upper bound (G, (z),z — z*) < ||G,(2)]| - ||z — =¥ yields (6.15]. O
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Having proved Corollary we can now quickly establish the linear rate
of convergence for Algorithm [f] that is analogous to Theorem

Theorem 6.10. Suppose that Assumption[6.5 holds. Then the iterates gen-
erated by Algorithm@ with ny = % satisfy
4p

mﬁrwfﬁ<(§+ )H P (6.17)

Proof. To simplify notation, set n = % We estimate

ela) =" < (1= 55 ) (wlo = o) (6.16)

lze41 — 2|7 = [Joe — ™ = nGy(we) ||
= o — 2| = 20(Gy(xe), 2 — 2*) + ?[|Gy (o) ||
< e = a*|* = canllee — &*||* = aonllzers — 27|,
where the last inequality follows from (6.14)). Rearranging yields (6.17]).
Next, setting y = 2* in and using (6.15]), we deduce

w@Hﬂ—Mf)S@Mm%%—xﬂ—gWA%MQ

su%mmﬁﬁi—g)

Combining this estimate with (6.13)), we compute

n 1 .
P(@e41) — (@) < —§Hgn($t)H2 < 1_ 8 (p(@e41) — o(z7)).
aq
Adding and subtracting ¢* from the left-side and rearranging yields (6.16]),
thereby completing the proof. O

6.1.3 Accelerated algorithm

In this section, we analyze an accelerated variant of Algorithm [5] that is
in exactly the same spirit as the accelerated gradient method for smooth
minimzation. Algorithm [6] summarizes the resulting procedure.

Exercise 6.11. # Suppose ag = 1 and a; is given by (6.20]) for each index
t>1.
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Algorithm 6: Accelerated proximal method
Input: Starting point xg € E.
Set t =0 and ag = a_1 = 1;
fort=0,...,7 do

Set

U = Tt + at(at__ll - 1)(.’17t - xt—l) (618)
xyy1 = argmin fy, (z) + () + ng — utH2 (6.19)

Set, . . ,

var +4ar —a
ai4+1 = t 9 t t (620)

t<t+1.
end

1. Show that the relation holds:

1—aq 1
e ) (6.21)

2
Ay ai

2. Using induction, establish Eﬁ:o ai = a% and a; < H%’ for each t > 0.
“ t

[Hint: In order to prove Sf_ L = a%, rewrite (6.21]) as a21 — a% =1
1 t4+1 1

i=0 a; a1

and sum up the equation.]

The following theorem establishes the convergence rate of Algorithm [6]
In particular, Theorem [5.4] whose proof was omitted earlier, is a direct con-
sequence. The main idea of the argument is based on the following algebraic
trick. Recall that the proof of Theorem for the unaccelerated algorithm
was based on comparing the value of the function f;, + r at xyy; with the
value at z* based on strong convexity of the function f,, +r+ g |- —]|2. We
now use the the interpolated comparison point a;z* + (1 — a4)z; instead of
x*. The flexibility in choosing a; € (0,1) is a key ingredient that facilitates
an accelerated rate of convergence.

Theorem 6.12. The iterates generated by Algorithm [0 satisfy

t
Ar(xi,x a?f||xo — z||?
plrrn) — pla) + a7 30 D) @Bl el g

i=0 v
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and therefore the estimate holds:

v 2B]|lwo — =*|?

Proof. Let x; be the iterates generated by Algorithm [ and define the func-
tion my(x) := fy,(z) + r(x) for each index ¢. Since x4 is the minimizer of
the [-strongly convex function my + gH - —u||?, we successively estimate

s 2
pze1) < mu(zerr) + 5l zern — wel (6.22)

<my(ae + (1 — a)xy)

+ g (Hat:): + (1 —ap)z — utH2 — [Jazx + (1 — ag)xy — xt+1H2)

(6.23)
< agmy(x) + (1 — ag)my ()
+ 28 (o o — a7 (I~ e o — a7~ mn)I)
5 T =T = a, (Tr— N

(6.24)
<arp(r) + (1 — ar)p(we) — arAyp(ue, )

2
a
L Bai

2
. [

— & = [z — a; (e — 2e)]IIP)
(6.25)

(I = [z — a; (2 — )]

where (6.22]) and (6.25) follow from Assumption (A1) and (6.24)) uses con-
vexity of my. Subtracting o(x) from both sides and dividing by a? then
yields

elaan) = plo) < T o(or) - plo)) - L)

2 (I~ e — 0 e — )P (6.26)

—lle = 2 — a7 @ — 2e0)]|1P).

The update rule (6.18)) is precisely designed to force telescoping in the last
two lines of (6.26). To see this, define an auxiliary sequence z; = x; —
a; l(xt —uy). Observe that z;41 then satisfies

21 = o1 — A (T — weg1) = T + (a7 — 1) (241 — 20)

=y —a; Nz — 241).
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Thus the inequality (6.26)) becomes

(@) = p(a) + o = sl o elw) - pla) + Gl - 2
_ Af(utv x)
at
1
= (p(e0) — pl@) + 2l — P
t—1
_ Af(utv 33‘)
Qg

where the last equality follows directly from the definition of a; in ((6.20)).
Iterating the recurrence yields

(;@mwn—¢@»§l‘%

¢
p 2 Af (ui7 (L‘)
x0) — () + =z — 20]|" — _

o S ea0) — ) + e =l - D0 L
Taking into account ag — 1 =0, zg = g — aal(xo —up) = ug, and a; < t%
(Exercise [6.11]) completes the proof. O

Recall that one approach to making the accelerated gradient method
linearly convergent under a strong convexity assumption was to periodically
restart the algorithm. The resulting procedure was summarized in Algo-
rithm |3 with its convergence guarantees developed in Theorem Exactly
the same strategy boosts the sublinear rate of Algorithm [f] to an acceler-
ated linear rate, whenever ¢ is strongly convex. We leave the details for the
reader.

6.2 Proximal methods based on lower models

In this section, we consider the additive composite problem class (6.1)) but
weaken the Assumption Namely, we only assume the one-sided bound

fa <.

Assumption 6.13 (One-sided model). Assume that there exist real u > 0
and L > 0 such that the following properties hold:

(B1) (One-sided accuracy) The estimate holds:

fo(z) = f(z) and fo(y) < f(y) Va,y € domr.
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(B2) (Model convexity) The functions fz(-)+r(-) are a-strongly convex for
all z € domr.

(B3) (Lipschitz property) The function f,(-) is L-Lipschitz continuous on

domr for every x € domr.

Throughout the section, we suppose that Assumption holds. Be-
fore establishing convergence guarantees of Algorithm [5] let us look at two
examples.

Example 6.14 (Proximal subgradient method). As the first example, sup-
pose that 7 is closed and convex, and f is convex and L-Lipschitz continuous
on a neighborhood of domr. The proximal subgradient method then simply
uses the affine models

fx(y) = f(l’) + <vx,y - $>v

for some vectors v € df(x). Each step of the algorithm then takes the form

Li+1 = Proxy,, ((L‘t - ntvt) )

for some vectors vy € df(x¢). If r is strongly convex, we may set « to be its
strong convexity constant.

Example 6.15 (Clipped subgradient method). Suppose again that we are
in the setting of Example but we also have available a lower-bound £*
on the optimal value f*. Then we can use the tighter models

fe(y) = max{f(z) + (v,y — ), £},

for some v € df(z). The update of Algorithm 5| then takes the form
1
Ty1 = argmin max{f(z:) + (v, x — ), £} + 7(2) + %Hx — x|
x t

In particular, in the case r = 0 a quick computation (do it!) yields the
explicit update

—/
fﬁijp 77715} + Ut.

Ti41 = T¢ — min {

Not surprisingly, we will see that Algorithm [b| exhibits similar conver-
gence guarantees as the basic subgradient method for minimizing Lipschitz
convex functions. Before passing to the convergence analysis, we record the
following simple lemma.
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Lemma 6.16. The function f is L-Lipschitz continuous on domr.

Proof. Assumption (B1) guarantees f(z)— f(y) < fu(z)— fuly) < Lllz—yl,
for all z,y € domr. Switching the roles of x and y completes the proof. [J

Recall that the convergence guarantees for the subgradient method fun-
damentally relied on the relation

|1 — 21 < e — 2|1 = 20e(f () — ) + i L,

where f is the Lipschitz convex function to be minimized. The following
lemma establishes an analogous guarantee for Algorithm [5] from which con-
vergence guarantees will follow quickly.

Lemma 6.17. For every indext > 0 and x € domr, the inequality holds:
(1 + ez — 2l® < [z — 2l* = 20 (p(2141) — () + 207 L. (6.27)

Proof. Taking into account that xy; is the minimizer of the (a + 7, -

strongly convex function f,, +r + %H - —x¢||?, we deduce
—1
o = P+ gl =l = ool il
< 7(@) + fo (2) = 7(@e11) = fo (Te41)
S 7() + fa (@) = 7(@e41) = far (20) + Llween — 24| (6.28)
< r(@) + F(@) = r(weer) — F(z0) + Lot — o (6.29)
< r(@) + F@) = (o) — f@e) + 200w —zl (6.30)

where (6.28)) follows from Assumption (B3), inequality (6.29) follows from

(B1), and (6.30) follows from Lemma [6.16]
Define §; := ||z¢+1 — x¢||]. Rearranging (6.30)) and multiplying through
by 2n:, we immediately deduce

(1 +ma)e =zt < ||z — ze|* = 2ne(p(@e41) — @(x)) + ALSye — 67
<l = l* = 2m(o (i) — () + max{4Lom — %}

= |l = zl|* = 2ne(p(es1) — p(x)) + 4L%n;
The proof is complete. O

Convergence guarantees of Algorithm [5| now follow quickly, both in the
convex and strongly convex settings.
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Theorem 6.18 (Convergence rate). The iterates generated by Algorithm@
satisfy

T 1 2 o T 2
1 allwo —x|* + L2 Y _omi
A=) E N1 | — p(x) < , (6.31)
<2t=0 " ) S

for any point x € domr In particular, if Algorithm [3 uses the constant
p— * ) ;
parameter n; = m for some real R > ||xg — x*||, the estimate holds:

= V2LR
Ay x| (@) < . (6.32)
ot m) o< 372

Proof. Lemma guarantees

2 (p(xe41) = 9(2") < floe — 2] = o — 2™ + 2L%9¢

The estimate (6.31) then follows by summing across ¢ = 0,...,T, divid-
ing through by >, 7, and using convexity of ¢. The estimate (6.32) is

immediate from (6.31)). O

Theorem 6.19 (Convergence rate under strong convexity). The iterates

generated by Algom’thm@ with n = W satisfy
T+1 2 2
9 allzg — z|] 8L
? ((m)(nsm > (t+ W’t) BRI (Y.
t=1

for any point x € domr.

Proof. For each index t, define A; := 3|l — z;[|>. Lemma yields

1 1+ v
(1) — o) < —Ap — L
Ui Mt

At-‘,—l + L277t-

Plugging in n, := , multiplying through by ¢+ 2, and summing, we get

(t+1)

a(t+1)

T T T

(e} (07 2
Z t 4 2 $t+1) _ (p(x)) < Z < (t+12)(t+2) A, — (t+22)(t+3) At+1> n 2L2(t+2)
t=0 t=0 t=0
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Dividing through by the sum Zt o(t+2) = w 1 and using con-
vexity of ¢, we conclude

T
al|zo—az||? 8L2(T+1)
® ( T+2) T+3 =3 Z t+2) xt+1> —¢(z) < (T+2)?T+3)72 T AT T2
t=0

allzo — z|? n 812
- (T+2)? (T +2)’

(6.33)

where (6.33)) uses the estimate (T + 2)(T + 3) — 2 > (T + 2)2. The proof is
complete. ]

References. Most of the material in Section is a direct generalization
of the analogous results in Beck and Teboulle [5] and Nesterov [30] for the
(accelerated) proximal gradient method. Namely, the proofs of Theorems
and appear in [5]. The proof of the estimate appears in [30]. The
short proof of follows the same ideas as put forth by Luo-Tseng [24]
when r is an indicator function of a closed convex set. Section [Z.1] follows
the discussion in Tseng [38], though similar techniques appear also Lan-Lu-
Manteiro [19], Lu [23], and Nesterov [29]. The material in Section[6.2] follows
Davis-Drusvyatskiy |13].



Chapter 7

Smoothing and primal-dual
algorithms

In this section, we develop specialized algorithms for problems of the form
min @(z) = h(Az) + g(a),

where g and h are “simple” convex functions.

7.1 Proximal (accelerated) gradient method solves
the dual

A remarkable feature of the proximal gradient method and its accelerated
variant is that both algorithms not only solve the target problem but
also its dual! This section explains this phenomenon. Throughout, we make
the following assumptions.

Assumption 7.1. We assume the following are true for some 3, R > 0.
1. (Smooth+simple) Assume that f is convex and S-smooth, while r is

proper, closed, and convex and satisfies sup |z — z| < R. We set
x,z€domr

foly) = )+ (Vf(z),y—z) Vo,yecE.
2. (Dual representation) f admits a “dual description” as

fz) = ma 9(7,y)

165
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for some function ¢g: E x Y — R that is convex in z € E and concave in
y € Y. We suppose moreover that for every x € E, there exists

y € argmax g(x,-) satisfying  9,9(x,y) # 0. (7.1)

With this setup, define the dual objective function

Y(y) = inf {9(z,y) +r(z)}.

The smooth plus simple assumption is by now well familiar to the reader.
In particular, Algorithm [5| becomes the proximal gradient method, while
Algorithm [0] is the accelerated proximal gradient algorithm. To better in-
ternalize the existence of the dual representation, let us look at the most
important example of the Fenchel-Rockafellar duality.

Suppose that we are interested in the optimization problem in the form:

(P)  min p(x) = h(Az) + g(x),

for some «-smooth function h: Y — R, a linear map A: E — Y, and
a proper, closed convex function r: E — R. That is, we aim to solve
the additive composite problem under the identifications f = ho A
and r = g. A quick computation shows that we may set the smoothness

parameter of f as 8 = \|A\|gp7. We may then express f in the conjugate
form
f(z) = sup (Az,y) —h*(y). (7.2)
yeY

Observe that the function g(z,y) := (Ax,y) — h*(y) is indeed convex in x
and concave in y. Moreover, holds automatically. Indeed, since h is
~v-smooth, the conjugate h* is strongly convex (Theorem and therefore
for every x € E the supremum in is attained at a unique point y.
Moreover, differentiating g(x,-) in y and using Corollary yields the
equivalences:

y € argming(x,-) <= Az e€dh*(y) <= y= Vh(Az).

The reader should verify that the dual objective v is then simply the objec-
tive function in the Fenchel-Rockafellar dual problem

(D) max Y(y) = —h*(y) — g"(—Ay).
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The flexibility of the dual representation in Assumption[7.1]is convenient,
since it is not directly tied to conjugacy. For the rest of the section, we
suppose that Assumption holds. We will need the following intuitive
lemma expressing the gradient V f(z) in terms of the gradient of g.

Lemma 7.2. Fiz two points x € E andy € Y satisfying (7.1). Then g(-,y)
is differentiable at x and equality {V f(x)} = Vgg(z,y) holds.

Proof. Fix any subgradient v € 0,g(z,y). Then for any point z € E, we
compute

f(z) =supg(z,-) > g(2,y) > g(z,y) + (v,z — 2) = f(x) + (v, 2 — ).

Thus v is a subgradient of f at . Since f is differentiable at z, we conclude
that 0, f(z,y) is a singleton, and therefore g(-,y) is differentiable at x by
Exercise B.54 O

We are now ready to show that the proximal gradient method and its
accelerated variant automatically produce iterates that approximately solve
the dual problem sup, 1 (y). In a nutshell, if x; are the iterates generates
by the two methods, then the running average of the corresponding dual
points y; approximately solves the dual. In particular, within the Fenchel-
Rockafellar framework, the dual iterates are the simply the running average
of the gradient VA(Az;). The main idea of the argument is to relate the gap
function Af(x, z) to the dual objective ¢). The following lemma provides the
first indication that the two are closely related.

Lemma 7.3. Fiz two point x € E and y € Y satisfying (7.1). Then the
estimate holds:

A¢(z,2) > f(2) —9(z,9) for all z € E.
Proof. Taking into account convexity of g(+,y), we compute

Af(x,z) = f(2) = f(x) = (Vf(z), 2 — x)
f(2) = g(z,y) — (Vag(z,9), 2 — 2) (7.3)
f(2) —g(z,9),

>
as claimed. ]

The following two main results of the section now follow quickly by
combining the convergence guarantees of the (accelerated) proximal gradient

method (Theorems and [6.12) with Lemma
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Theorem 7.4 (Dual convergence of prox-gradient). Let {x;} be the it-
erates generated by Algorithm |5 with n, = 1. Define the dual sequence
yt € argmax, g(w,y) satisfying 0xg(xt, yt) # Vfand define the running aver-
age iy = %ZE:O yi. Then the estimate holds:

BR?

o(xt) —Y(Fe-1) < 5

Proof. Using Theorem [6.7 and the Lemma [7.3] we deduce

ro— X 2
ool > )+ 15t
t—1
> () - p(a) + %Z(f@:) ~ ge.)
=0

> p(x) —r(w) — g (,06-1)

where the last inequality follows from concavity of g(z, -). Taking the supre-
mum over x € domr completes the proof. ]

Theorem 7.5 (Dual convergence of accelerated prox-gradient). Let {x;}
and {u.} be the iterates generated by Algorithm @ Define the dual sequence
yi € argmax, g(ug,y) satisfying 0xg(us, yi) # 0 and define the running aver-

age iy = ZE:O Z—fyt. Then the estimate holds:

28 R?
(t+2)2

o(@e1) — Y(4r) <
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Proof. Using Theorem and Lemma [7.3| we deduce

o — X 2 ! Ui, T
o 27 5 L) — play) + 32 2102
t i=0 !
> S (pla) — pla)) + 3 LD =900
i=0 v
= L elwsn) — o) + (Z 1) fa) =Y 9(”;’ )
t i=0 ¢ i=0 v
1 ‘1 ‘1 B
> S plen) = p(e) + ( ) flz) — Za) g(z, 7r)
1=0 1=0 (74)
> al%(sD(l‘tH) (@) — g(z,5) (75)

where ([7.4)) follows from concavity of g(z, -) and ([7.5]) follows from Lemma
Taking the supremum over = € domr completes the proof. O

7.2 Smoothing technique
In this section, we consider the optimization problem

min () = h(Az) + g(x),

under the following assumptions:

1. h:' Y — R is a L-Lipschitz continuous convex function,

2. g: E — R is a proper, closed, and convex function with a computable
proximal map,

3. A: E =Y is a linear map.

Notice that the function f(x) = h(Az) is Lipschitz continuous with
constant L||A|lop. In particular, the only method we have available for
this problem is the proximal subgradient method, which will find a point x

o x L2|JAII2, R . . x
satisfying p(z) —p* < e after O ( —"— ) iterations, where R > ||zg — 2|
is a known upper bound. Each iteration ¢ of the method consists of a single
proximal iteration prox,,,, an evaluation of a subgradient v € dh(Az), and

formation of the vector A*v € df(x;). In typical applications, the cost of



170 CHAPTER 7. SMOOTHING AND PRIMAL-DUAL ALGORITHMS

computing the proximal map prox, , and evaluating a subgradient v of h is
negligible compared to the two matrix-vector multiplications Ax and A*v.
We will now see that if h is sufficiently simple (e.g. with a computable
proximal map), then there are algorithms for the target problem that require
much fewer matrix-vector multiplications.

An appealing strategy, which we now describe, is to simply replace h by
a smooth approximation h and then apply an accelerated proximal gradi-
ent method. There are two important parameters that will determine the
overall efficiency: the error in approximation sup,.cgom » 2(2) —h and the Lip-
schitz constant of the gradient Vh. One appealing choice for the smoothing
function is the Moreau envelope h,,.

Lemma 7.6. The gradient Vh,, is %—Lipschitz continuous and the estimate

holds:
nL?

0 < h(x) — hy(z) < 2. (7.6)

Proof. The fact that Vh, is %—Lipschitz continuous was already proved in
Theorem Next, observe that since h is L-Lipschitz, the norm of every
vector y € dom h* is bounded by L (Exercise |3.52)). We therefore deduce

hafe) = (RO 12)” @)
= (" +31-1P) @ @.7)
= sgp {{y,z) — h*(y) — %Hyllz}

nL?
2

nL?

— h(a) - 17,

> sup {{y,z) — h*(y)}

where ([7.7) follows from Table (row four). The proof is complete. [

In light of Lemma we see that the accuracy in approximation h — hy,
scales as ~ 7, while the Lipschitz constant of the gradient of Vh, scales
as ~ n~ L. Using Theorem we deduce that the accelerated proximal
gradient method on the smoothed problem

min §(z) := hy(Az) + g(2),

will generate a sequence z; satisfying

2| All3pllwo — 2|

n(t 4 2)? ’

P(z41) — @(z%) <
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where x* is the minimizer of ¢. Therefore, we deduce

“ o~ ~ ey L2
o(ze41) — o(x*) < P(zp41) — @(2*) + 5
2| Al llzo — 2*|I> nL?

n(t+2)? 2

The first term on the right side is the optimization error, while the second
term is the approximation error. Given a target accuracy € > 0, we may set
each of the terms to be § yielding the parameter settings

_6
L2

Ui

2L ek
and t:1_|_’7 A op |0 x”‘

€

With this parameter choices, the iterate x;11 generated by the accelerated
proximal subgradient method satisfies p(z141) — p(z*) < e.

In summary, if we assume that the cost of evaluating the proximal maps
of h and g are negligible compared to the cost of applying the linear map A,

(M) of the outlined smoothing-

L2 All3pllwo—a*||*
€2

then the efficiency estimate O

based method is much better than the guarantee O for

the proximal subgradient method.

The reader should note that the only properties of the Moreau envelope
hy that were used so far are summarized by Lemma, namely that the ac-
curacy in approximation h — h, and the Lipschitz constant of the gradient
of Vh,, are inversely proportional. Any smooth approximation of h satis-
fying this inverse relationship can be used instead of the Moreau envelope,
yielding efficiency guarantees that still scale as 1/e.

7.3 Proximal point method

Consider the problem dual pair
(P) min h(Az) + g(z)

(D) max - g* (=A%) = h*(y).

(7.8)

where g: E — R and h: Y — R are proper, closed, convex functions, and
A: E — Y is a linear map. We moreover assume that the individual proxi-
mal operators prox; ¢(z) and prox,,(z) are easily computable. Corollary
showed that under mild conditions, = is the minimizer of (P) and y is the
maximizer of (D) if and only if the inclusion holds:
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ol <12 o | [5] + s x o (79)

In this section we design algorithm that explicitly attempt to solve the
system . The main observation we will use is that the right side of
is a maximal monotone operator, as was shown in Exercise [3.76] To this
end, let us abstract away from and instead consider the task of solving
the system

0€T(x) (7.10)

where T: E = E is a maximal-monotone operator. A conceptual algorithm
for this problem is the proximal point method

T4l = RT<.I‘t) \27 Z 0.

Notice that the proximal point method is not directly implementable be-
cause the resolvant R is in general difficult to compute. Nonetheless, the
proximal point method will motivate a number of interesting implementable
algorithm, which can be thought of as approximations of the basic proximal
point method.

Convergence guarantees for the proximal point method follow quickly
from the basic properties of the resolvant established in Theorem and
the following elementary exercise.

Theorem 7.7 (Proximal point method). Consider a mazimal monotone op-
erator T: E = E and suppose that there exists at least one point x satisfying
0 € T(z). Then the iterates generated by the prozimal point method:

Ti4+1 = RT (t)

converge to some point x* satisfying 0 € T(z*). Moreover, the residuals

satisfy
min ||Ry(z;) — x| < 1/M
=0, AT = t+1

Proof. As the first step, observe the equivalences
x=Rr(z) = I+T)(z)==x = 0eT(x).

Thus z is a fixed point of the resolvant Ry if and only if it satisfies the
desired inclusion 0 € T'(x). To simplify notation, set S = Rp. Algebraic
manipulations show that the estimate (3.36|) can be equivalently written as

1S(@) = S+ (1 = S)z = (I = S)yl* < |z —ylI*  Va,y € E.
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Setting y = x; and z = x*, we deduce
41— 27|* = [1S(ze) = S(@")I* < oo —2*|* = (1 = S)ze — (I = S)a™||?
= [lwe — 2*|* — (1S (ze) — 2]

Iterating the recursion and lower bounding the left-side by zero yields

t
Do lIS(@) = il < [lzo — ). (7.11)
i=0

Dividing by ¢ 4+ 1, we conclude

* 12
Ty —
lmln 1S () — 24]|* < t+1 ZHS z;) — xi]|* < | | ,  (7.12)

0,....t t+1
where the first inequality uses that the minimum of finitely many positive
numbers is smaller than their average. Thus holds. Next, observe from
that the the sequence {||S(x;) — x;||*}i>0 is summable and therefore
tends to zero. Using continuity of S, we deduce that every limit point of
{z+}+>0 is a fixed point of S. Convergence of the entire sequence {z}+>0
follows from Exercise whose verification we leave for the reader. O

Exercise 7.8 (Fejér monotone). Consider a sequence of points {x;}:>0 and
a set F C E such that if the inequality

[z — 2| < e — ],

holds for all z € F and all indices t > 0. Show that if a limit point of the
sequence {x;}>p lies in F, then the entire sequence must converge.

Looking back at the proof of Theorem [7.7} it is evident that only two
properties of the resolvant were used. Indeed, an identical result is valid if
T: E = E is an arbitrary set-valued map and Ry is replaced by any map
S: E — E satisfying the two properties:

(i) the set of fixed points of S coincides with T71(0),
(i) S is firmly nonexpansiveness, meaning
1S(z) = S(WII* < (S(z) — S(y),a —y)  Va,y €E.

As observed previously, the proximal point method is a conceptual algo-
rithm because the resolvant Ry, in general, can not be evaluated in closed
form, even for the well-structured system . We now present two algo-
rithms that can be thought of as an implementable modification or approxi-
mation of the proximal point method, specifically tailored to the primal-dual

system ([7.9).
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7.3.1 Proximal point method for saddle point problems

Let ®: : EXY — R be a function and let X C E and Y C Y be closed
convex sets. Suppose that ®(-,y) is convex and ®(z,-) is concave for all
z € X and y € Y. Consider the saddle point problem

minmax ®(z,y).
Ty

Define the primal and dual objective values
p(z) =sup (z,y)  and  P(y) = inf P(z,y).
y

Then a pair (z*,y*) is a saddle point of the problem if and only if
0 c 0P (x*,y*)
0 —0y®(z*,y*)|

The proximal point method for this inclusion simply iterates

[%} c {xtﬂ] n [&:q’(wtﬂ,ytﬂ) ] '

Yt Yt+1 _aycb(xt-i-la yt+1)

Equivalently, (z¢+1, y1+1) is the saddle-point of the regularized problem

1 1
mxinm;ix O(z,y) + %Hx — x| — %Hy — el

Theorem 7.9. Suppose that there exists R > 0 such that
HZl—ZQH <R Vzl,ZQEXxy.

Let x; and y; be the the iterates produced by the proximal point method and
define the averages Ty = %EE:O ¢ and G = %ZE:O yi. Then the estimate
holds:

2
Plan) = ¥(i1) < gy

1

Proof. Since ;41 is the minimizer of the n~'-strongly convex function ®(-, ys11)+

dx + %H - —x¢||?, we deduce

1 1 1
D(2t41, Y1) + %thﬂ - xtHQ < O(z, Y1) + %Hx - xt”Q - %thﬂ - x”Qa
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for all z € X. Similarly, since 7;41 is the maximizer of the n~!

concave function ®(z¢11,y) + dy — ﬁH - —y]|?, we deduce

-strongly

I

1 1 1
q’(~”«"t+1>yt+1) - %Hytﬂ - ?JtH2 > q’(%‘tﬂ,y) - %Hy —Yt||” + %Hytﬂ - y”Qv

for all y € Y. Adding the two estimates yields

1
(x41,y) — Pz, ye41) < o (2 = 261> = llz = 2e41ll® = Nze41 = 2)1%) -
Upper bounding —||z¢41 — 2||? by zero and summing across the iterations,
the right side telescopes and we deduce

t+1 t+1 1
D Biy) = Y B(x,yin1) < 5 (12 = 20l* = ll= = 24 1%)
- , n
=0 =0
Dividing through by ¢ 4+ 1 and using that ® is convex-concave, we conclude
. . Iz — zol|?
P - <
(xt—‘rlvy) (:Uayt—&—l) = 277<t + 2)
Finally taking the supremum over x and y completes the proof. O

7.4 Preconditioned proximal point method

To motivate the first approach, consider solving an inclusion
0€T(x), (7.13)

for some maximal monotone operator T: R = E, whose resolvant R may
be difficult to compute. Let D: E — E be a positive definite linear operator.
Then clearly, the inclusion ([7.13]) is equivalent to

0e (D toT)(z).

Moreover the operator (D~!oT) is maximal monotone in the modified inner
product (z,y)p = (Dz,y). The possible advantage of such a reformulation is
that in concrete circumstances, it may be possible to choose the “precondi-
tioner” D so that the resolvant of the operator D~!oT is easily computable.

This is indeed the case for the operator T' corresponding to the primal-
dual system ([7.9). To see this, choose real numbers ¢,s > 0 such that the

linear operator
1 *
= —-A
= T
D : [_ | %I } (7.14)

is positive definite.
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Exercise 7.10. Show that the linear operator D in ((7.14]) is positive definite
as long as 7s||A[|2, < 1

Computing the resolvant of D~1oT at (z,y) amounts to finding (z*,y*) €
(I+D toT) Y (x,y), or equivalently

1
oW IR S| AR R
T 1 € + dg(x™) x OR*(y ™).
Rearranging the inclusion yields the system
z— 1Ay € 2T + 70g9(2T)
y+sA2xT —z) €yt + s0n*(y™)
Thus the proximal-point method on D~! o T’ simply becomes
Tip1 = prox, (v, — 7 A Y;)
Y1 = ProXg« (Y + sAQ2wi41 — x1))

This algorithm is called the preconditioned proximal point method and is
recorded in Algorithm

Algorithm 7: Preconditioned Proximal Point Algorithm (PPPA)
Input: Initial 9 € dom g, yg € dom h, parameters s, 7 > 0,
iteration T" € N.

Stept=0,1,...,T: compute

Tyy1 = prox, (v, — 7A y)

Ypr1 = ProXgys (Yr + sA(2zi41 — 1))

The generic guarantees for the proximal point method (Theorem [7.7))
clearly apply to Algorithm Namely, the iterates generated by the algo-
rithm converge to a solution of the system , provided one exists. We
will now prove a rate of convergence on the suboptimality gap. To this end,
define the function

O(z,y) = g(x) + (Az,y) — b’ (y).
Then we express the primal and dual objective values as

p(r) = Sup ®(z,y) = h(Az) + g()

b(y) = inf B(z,y) = —g"(=A"y) — h*(y).
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Theorem 7.11 (Convergence of PPPA). Consider the primal-dual pair
, where g: E — R and h: Y — R are proper, closed, convex func-
tions, and A: E — Y is a linear map. Suppose moreover that there exists
R > 0 such that

|z1 — 22|lp <R Vz1, 22 € (dom g) x (dom h*).

Let x; and y; be the the iterates produced by Algorithm [1 and define the
averages Ty = %ZEZO xy and j; = %Zﬁzo y¢. Then the estimate holds:

(@) — Y(ye) < 2+ 1)

Proof. A quick computation shows that the update of Algorithm [7] can be
equivalently written as

. 1
Zy41 = argmin g(x) + (Ax,y) + > |z — :ct|]2
X

, 1
yie1 = argmin b (y) = (AQ2zep1 = 20),9) + 5|l = yill>.
Yy

Since x4 is the minimizer of the %—strongly convex function g + (A-, y¢) +
= - —4]|%, we deduce

1 1
MMH%HA@Hw0+§ijr<MFSg@%HA%mW+§ﬂm—mW
1 2
- Z”xﬂrl - $||
(7.15)

for all x € E. Exactly the same reasoning for y;11 shows the estimate

1
R (ye1) — (AQReig1 — x4), Y1) + %H?/tﬂ — ytH2

1 1
< (y) = (A —2),9) + 5 lly = vl — sl - vl
(7.16)

for all y € Y. Summing ((7.15) and (7.16|) yields (miraculously!) the guar-
antee

1 1 1
S(@r1,y) = ®(@,yea1) < gllae = 215 = Sl — 21D = Sllzeen = 2lp,
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where we define z = (z,v), 2zt = (x,4¢), and 241 = (441, Ye41). Upper-
bounding the last term by zero and summing the inequalities for the iterates
0,...,t+ 1, we conclude

t+1 1
> 0 y) — @) < Sz — 3.
=0

Dividing through by ¢ + 2 and noting that ®(-,y) is convex and ®(z,-) is
concave, we arrive at

B(Zg1,y) — (2, Gorr) < llz0 = 21
+1 s Jt+ = 2(t + 2) .
Taking the supremum over y and x completes the proof O

7.5 Extragradient method

Consider the optimization problem
min h(Azx) + g(x),
x

where h: E — R and g: E — R are closed convex functions. We can
equivalently write it as a saddle point problem

min max g(z) + (Az,y) — h*(y).

In this section, we show how to solve such saddle point problems by iterating
jointly in the (z,y) variables.

Consider a function ®: E x Y — R and define the primal and dual
objectives

o(r) = sup O(z,y)  and  P(y) = inf (z,y)

Assumption 7.12. We assume
®(z,y) = p1(z) + g(z,y) + p2(y),
where g: EXY = R, p;: E = R, pa: Y — R satisfy:

1. g is a B-smooth function,

2. g(+,y) is convex for all y € Y and g(z, ) is concave for all z € E,
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3. p1 and —po are proper, closed, convex functions, and the diameter of
(domp;) x (dom — p9) is upper bounded by R.

Define

F(z) = [Vag(z,y), =Vyg(z,9)] Pz, y) = pi(z) — pa(y)-

Everywhere, we will use notation z = (z,y).

Algorithm 8: Extra-gradient method
Input: Starting point x¢ € E, parameter 5 > 0, iteration T € N.
Stept=0,1,...,7 — 1: compute
).

1
- ﬁF Zt
1.
Zt+1 = ProXp/g Zt—BF(Zt) )

2t = Proxp;g (zt
(7.17)

The convergence analysis will be based on monitoring the following quan-
tity along the iterate sequence:

sgp{P(zt) — P(2) + (F(2t),2t — 2) } (7.18)

The following lemma provides a simple path to translate an upper bound
on (7.18)) into guarantees on the difference between the primal and dual
objective values.

Lemma 7.13. For any points z = (x,y) and 2 = (Z,9), the estimate holds:
P(2) = P(z) + (F(2), 2 — 2) > (2, y) — (2,9).

Proof. Taking into account convexity of g(-,¢) and concavity of g(,-) we
deduce

as claimed. Adding P(%#) — P(z) to both sides and regrouping terms com-
pletes the proof.
O]
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We are not ready to analyze the algorithm. Notice that we may rewrite
the update equations ([7.17)) as

2 = argmin{ (F(=0),2) + P(2) + 0|1z — )
z
ziy1 = argmin{ (F'(%;), z) + P(z) + gﬂz — z||?}
z
Theorem 7.14. Let z = (x4, y:) be the iterates generated by Algorithm [§

and define the running averages Ty = Z';f:o T and gy = ZE:O yt. Then the
following estimate holds:

2
Plan) = o() < 5

Proof. Since Z; is the minimizer of the S-strongly convex function (F'(z), )+
P45 =22, we deduce

(F(0). 20+ D= 2l + P(2) < B (o)) + 2 fu— 2l + Pl
(7.19)

for all w € E x Y. Similarly, since x;11 is the minimizer of the S-strongly
convex function (F(%), ) + P + §|| - —2||?, we deduce

(F(20),21) + Sleer — 2 4+ Plen) < (F(20).2) + D1z = 2l + P(2)

Bl zeal?
(7.20)

for all z € E x Y. Next set u = z41 in (7.19). Rearranging (7.19)) and
(7.20) yields the following two estimates, respectively:

(F(2t), 2 — 2141) < g (2041 = 2ell® = llzen = 2elI” = 1120 = z[I?)
+ P(z¢41) — P(2
; (2t41) — P(2) (7.21)
(F(2), 71— 2) < 5 (1 = 2l = 2 = 201l = llzeea — 2l?)
+ P(2) — P(z441).
Seeking to bound the quantities (F'(2;), 2 — z), let us decompose it as

(F(2), 2t — 2) = (F(2) = F(zt), 2 — 241) + (F(20), 2 — 2e41) + (F (%), 241 — 2)
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Bounding the last two terms using ([7.21)) yields the estimate

(F(2),2 — 2) < g (Ilz = 2el* = 12 = ze41ll?) + P(2) = P(%)

(F(%) — F(zt), 2 — 2e41) — 2 (21 — 2l + 126 — =% -
(7.22)

_l’_

Using the Cauchy—Schwarz inequality and Lipschitz continuity of F', we
deduce that the term on the last line of ([7.22]) is upper-bounded by

. . B . .
BlIze = zeall - 126 = zell = 5 (121 = 2% + (120 — z[*) = 0.

Summing (7.22)) for i =0,...,¢t — 1 and dividing by ¢ yields

Z— Z 2
(P() ~ P2) + (F(a). - o) < TE_2E (g

Invoking Lemma and using convexity of ®(-,y) and concavity of ®(z, -),
we conclude

Combining with (7.23]) we deduce

2
z—z
O(z-1,y) — ®(x,9:-1) < ﬁHQtOH

Taking the supremum over (z,y) € E X Y completes the proof. O
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Chapter 8

Introduction to Variational
Analysis

In this chapter, we depart from convexity and analyze computational prob-
lems that may be neither smooth nor convex.

8.1 An introduction to variational techniques.

The typical technique for answering existence questions in various mathe-
matical disciplines is based on fixed point theorems, such as those of Banach,
Brower, and Kakutani. Variational analysis in large part replaces fixed point
arguments with a variational technique that invokes existence of minimizers
for a judiciously chosen potential function. This section presents a few vari-
ational arguments of this type to familiarize the reader with the technique.

As the first example, the following lemma shows that the subdifferential
map of any closed superlinearly growing function is surjective. It is worth-
while for the reader to pause here and try their hand at a direct proof to
better appreciate the elegance of the variational technique.

Lemma 8.1. Consider a proper, closed function f: E — R that is super-
linearly growing, meaning

M = +o0. (8.1)

im =
[EIR
Then the subdifferential Of : E = E is surjective.

Proof. For any vector v € E, define the potential function f,(z) = f(z) —
(v,x). The assumption (8.1) immediately implies that f, is coercive. Con-

183
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sequently, f, admits a minimizer x. First-order conditions for optimal-
ity therefore yield the inclusion 0 € Jf,(z) = df(x) — v, or equivalently
v € df(z). Since v € E is arbitrary, we conclude that df is surjective. ]

To motivate the next example, consider the exponential function f(z) =
e”. Clearly f does not admit any minimizers or even critical points. Nonethe-
less, there does exist an asymptotically critical sequence x; along which the
gradients V f(z;) tend to zero. The following exercise uses the variational
technique to establish existence of asymptotically critical sequences for any
proper, closed, function that is bounded from below.

Exercise 8.2 (Asymptotic criticality). Suppose f: E — R is proper, closed,
and bounded from below. Then there exist sequences z; € E and v; € df(x;)
satisfying v; — 0 and f(z;) — inf f.

[Hint: Fix a sequence r; — 0 and define the functions f;(y) = f(y)—l—%” llylI2.
Argue that f; is coercive and closed and therefore admits a minimizer x;.

See Figure [8.1]]

60
50
40
30

20

..........

-4 -2 2 4

Figure 8.1: Quadratic perturbations of the exponential function.

Recall that the subdifferential of any convex function f is nonempty
at any point in the relative interior of its domain (Theorem [3.38). The
subdifferential would not be a very useful tool for nonconvex functions if it
were often empty. As the final example, the following lemma shows that the
domain of the subdifferential is dense in the domain of the function.

Lemma 8.3 (Density of the subdifferential). Consider a proper closed func-
tion f: E — R. Then the set domdf is dense in dom f.

Proof. Fix a point z € dom f. We will show that there exists a sequence
x; — x such that the subdifferential 0f(z;) is nonempty. Since f is closed,
the exists a closed ball @ around x such that the estimate f(y) > f(z) — 1
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Figure 8.2: Illustration of the proof of Ekeland’s principle.

holds for all y € ). Fix a sequence r; \, 0 and define the potential function
fity) = f(y) + 0q(y) + g%,z”y — z||2. Then f; is clearly closed and coercive
and therefore admits a minimizer x;. Observe f(x;) + Q%ZH:Q —z|? < f(=)
and therefore ||z; — z||? < 2ri(f(z) — f(z;)) < 2r;. We deduce z; — .
In particular, x; lies in the interior of () for all large indices 7. Necessary
conditions for optimality thus become 0 € 0f;(x;) = 0f (x;) + = (x; — x), or

Ti

equivalently 711(37 — ;) € 0f(x;). The proof is complete. O

8.2 Variational principles.

We next prove a fundamental existence theorem, which has an appealing
geometric interpretation and will be extensively used in the later sections.
Setting the stage, consider a proper closed function f: E — R and a point &
that is e-minimal in the sense that f(z) — inf f < e. The following theorem
shows that there exists another point that is y/e-close to Z and is a true
minimizer of the slightly perturbed function f + /2| - —||. Conceptually,
this existence result is useful because it allows to invoke first-order conditions
for optimality for a nearby function at a nearby point.

Theorem [8.4] has an intriguing geometric interpretation, which motivates
its proof. Namely, if T were a true minimizer of f, then clearly f would admit
a supporting affine minorant at z with zero slope. When Z is only an &-
approximate minimizer, the theorem shows that f admits a conic supporting
minorant f(¥)— /e[| —Z|| at some nearby point Z € B (7). See Figure
for an illustration. The width of the conic region scales as 1/4/e, and it
therefore closely approximates a supporting halfspace as ¢ tends to zero.

Theorem 8.4 (Nonsmooth variational principle). Let f: R — R be a
proper closed function. Fix a point T satisfying f(z) — inf f < e for some
finite € > 0. Then for any § > 0, there exists a point T satisfying
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3. {z} = argmin, {f(z) + 6|z — Z[|}.

Proof. The goal is to show that f admits a conic minorant f(z)—4||-—Z|| at
some point Z near z. To this end, define the function C(x) = f(z)—d|z—z||.
If the estimate f(x) > C(z) holds for all x # Z, then we may simply set
T = Z. Suppose therefore that this is not the case and define the set

L:={z: f(x) <C(x)} orequivalently L= {z: f(z)+dllz—z| < f(Z)}.

Clearly, L is nonempty and compact since it is a sublevel set of the proper,
closed, coercive function f + d|| - —z||. Consequently, the function f + dr,
admits some minimizer Z; see Figure for an illustration. Since Z lies in
L, the inequality holds:

f(@) + 6]z -z < f(z). (8.2)

The two estimates ||z — 2|| < § and f(Z) < f(Z) follow immediately. Next,
observe that for all x € L, we have f(Z) < f(x). Moreover, any point x ¢ L
by definition satisfies f(z)+d||x — | > f(z). Lower-bounding the right side
using and rearranging yields

f(@) < flo) + 0|z — 2| - dllz — 7| < f(2) + o]l — Z[],

where we used the reverse triangle inequality. Thus the equality {Z} =
argmin,{ f(z) + d||z — z||} holds as claimed. O

Remarkably, Theorem is true in any complete metric space, where
one simply replaces the norm in the statement by the metric. This general-
ization is called the Ekeland’s variational principle. One reasonable critique
of Theorem [8:4] is that it involves a nonsmooth perturbation of f that is
proportional to the norm. The following elementary theorem replaces this
perturbation with the squared Euclidean norm. The geometric consequence
is that supporting conics in Theorem [8.4] are replaced by supporting quadrat-
ics with small slope.

Theorem 8.5 (Smooth variational principle). Let f: E — R be a proper
closed function. Fix a point T satisfying f(Z) — inf f < e for some finite
€ > 0. Then for any § > 0, there exists a point T satisfying

1. |z —z|| <%,
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2. f(@) < f(2),
3. & € argming { f(z) + & |z — z||}.

Proof. Since the function f + g” - —Z||? is proper, closed, and coercive, it
. e ~ ~ 82 (1 ~ _112 _

admits a minimizer Z. Consequently, we deduce f(z) + < [|Z — z[|* < f(Z).

The claimed properties follow trivially. O

A subtle generalization of Theorem to complete metric spaces is
called the Borwein-Preiss variational principle. Theorems [8.4] and can
typically be used interchangeably in finite dimensions. In the later sections,
we will mostly use Theorem [8.4] as it yields slightly better bounds.

8.3 Descent principle and stability of sublevel sets.

Level and sublevel sets of functions often appear as constraints in optimiza-
tion problems. Consequently, the geometry and stability of such sets with
respect to perurbation play an important role. It is important to keep in
mind that level sets even of C*°-smooth functions can be unwieldy in gen-
eral. Indeed, the celebrated Whitney’s extension theorem guarantees that
any closed set in E, however pathological, can be realized as a level set
of some C°°-smooth function. Consequently, without further assumptions,
there is no difference between closed sets (e.g. fractals) and those that are
cut out by smooth equations! A closely related pathology is that the level-
set mapping « — [f = a| may be highly irregular. To illustrate, consider a
monotone univariate function f: R — R. Then the mapping a — [f = o] is
simply the inverse f~! and, as such, its derivative is given by 1/f’(z). Thus
the local Lipschitz constant of the level-set map is determined by the recip-
rocal of the derivative. In this section, we prove a far reaching generalization
of this phenomenon for sublevel sets of any proper closed function.

Throughout, will measure the deviation between any two sets X,Y C E
using the Hausdorff distance:

dist(X,Y) := max {sup dist(z,Y), sup dist(y, X)} .
zeX yey

8.3.1 Level sets of smooth functions.

Before addressing stability of sublevel sets of nonsmooth functions, it is
instructive to consider first the smooth settings, where classical (nonvari-
ational) arguments suffice. To this end, a clear prerequisite for analyzing
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Figure 8.3: Illustration of the descent principle (Theorem .

stability of the map o — [f = «] is to estimate the range of parameters
a for which the level set [f = a] is nonempty. The following theorem pro-
vides such an estimate, based on an assumed lower bound on the gradient
norm ||V f(z)|| > ¢ > 0 near a point z; see Figure for an illustration.
The theorem moreover shows that for a range of right-hand sides «, the
distance from Z to the sublevel set [f = a]—a quantity that is difficult to
estimate in general—is linearly bounded by the easily computable residual
value |f(z) — «|. Estimates of this type are often called error bounds, and
will play a prominent role in later sections.

Theorem 8.6 (Smooth descent principle). Let f: E — R be a Ct-smooth
function that has a locally Lipschitz continuous gradient. Suppose that for
some point T € E, there are constants a < f(Z) and o,r > 0 satisfying
inequality

IVf@)| 2o  fordlzeB.(z)N[a< f< f(z))
If in addition f(Z) — o < ro, then the estimate holds:
dist(z, [f = a]) < o7 (f(Z) — ). (8.3)
Proof. The existence theorem for ordinary differential equations yields a
differentiable curve ~: [0,7) — E satisfying 4(t) = =V f(y(t)) for all ¢t €

[0,7), where [0,7) is a maximal domain of definition. Define the set

U:=DB.(z)N]a< f < f(@)
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and define the exit time t* := inf{t > 0 : v(¢) ¢ U}. Observe that for any
t € [0,t*) the fundamental theorem of calculus gives

0= £2) < F60) = £60) = [ Lrom()ds

- /0 (V1 (1(5),4(s)) ds

_ /O IV )IPds (3.4)
< —to?. (8.5)

We claim that t* is finite. Indeed, in the case n = oo, the estimate
immediately guarantees that the exit time time ¢* must be finite. In the
complementary case n < oo, the ODE extension theorem implies ||v(¢)|| —
oo and therefore v eventually leaves U, as well.

Next, set z* := ~(t*). By continuity, one of the the two conditions,
|lz* —Z|| = r or f(z*) = o, must hold. We therefore deduce the lower bound
on the length

/0 I7(s)ll ds > [la* — Z[| = min{r, dist(z, [f = a])}.

Continuing (8.4) with ¢ = t*, we therefore conclude

f@) = f(z) = —/0 IVFO DI (s)ll dE < —omin{r, dist(z, [f = o])}-

(8.6)
Rearranging yields

minfr, dist(z, [f = a])} < o (£(@) - f(2") < o ((F) - ).

Taking into account the assumed inequality » > o~ (f(Z) — ) completes
the proof. ]

An easy consequence of Theorem [8.0]is a gradient-based characterization
of local Lipschitz continuity of the level set map with respect to the Hausdorff
distance.

Corollary 8.7 (Lipschitz continuity of level sets.). Consider a C*-smooth
function f: E — R with a locally Lipschitz continuous gradient. Fiz o >
0 and two real numbers a < B. Then the following two conditions are
equivalent.
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1. (Noncriticality) For all z € [a < f < 3] the estimate holds:

V()| = o

2. (Lipschitz continuity) For all s,t € (a, 8) the estimate holds:

dist([f = o], [f =1]) < o [s — 1.

Proof. The implication = follows directly by applying Theorem
to f and —f. To see the implication = , fix a point = € [ < f < f].
Fix a sequence ; — f(x) but distinct from f(x) and choose an arbitrary
sequence z; € Projs—,)(x). Assumption guarantees

| — a;|| = dist(z, [f = w]) < o f(x) — 7] = 0.
Thus x; tends to x and we therefore conclude

() = f@I 1vi — f(=)]
Vi@ 2 i === = e = 2

as we had to show. O

8.3.2 Sublevel sets of nonsmooth functions.

Our goal for the rest of the section is to generalize Theorem [8.6|to any proper
closed function f. To this end, clearly we must find a replacement for the
norm of the gradient. One appealing candidate is the minimal subgradient
norm dist(0, df(x)). A technical problem with this idea is that the subdiffer-
ential df(z) may be empty even if f is a Lipschitz continuous function. As
a result, it will be convenient to use a slightly different construction, which
coincides with dist(0,0f(x)) whenever Jf(z) is nonempty. Henceforth, for
any real number 7, we define the positive part 7 = max{r, 0}.

Definition 8.8 (Slope). Consider a function f: R — R and a point z with
f(z) finite. The slope of f at z, denoted by |V f|(x), is the quantity

|V f|(z) := limsup M

y—o = yll

Thus when x happens to be a local minimizer of f, the slope |V f|(x) is
zero. If this is not the case, then the slope |V f|(z) measures the maximal
instanteneous rate of decrease of f at x. The following exercise records a
few basic properties of the slope.
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Exercise 8.9 (Basic properties). Consider a function f: E — R and a
point x with f(z) finite. Verify the following.

1. The equality |V f|(z) = — ”iIH1£1 df (z)(u) holds.

2. If f is differentiable at x, then equality |V f|(z) = ||V f(x)]|| holds.

3. The inequality, |V f|(z) < dist(0,9f(x)), always holds. Moreover, equal-
ity holds as long as df(x) is nonempty.

[Hint: The first claim follows from the definition of the slope |V f|(z)
and the subderivative df (z)(u). To see the second claim, verify |V f|(z) <
dist(0, 0f (z)) directly from definitions. Suppose now that df(z) is nonempty.
Theorem then guarantees that the closed convex envelope ¢o df () is the
support function of f(z). Using Exercise conclude inf |, <1 df (z)(u) =
inf),<1 €0 df (x)(u). Use this expression to complete the proof.]

We are now ready to establish a generalization of Theorem to non-
smooth functions with the slope replacing the norm of the gradient. The
argument is based on the nonsmooth variational principle. This is sharp
contrast to the proof of Theorem which relied on the existence theorem
for ODEs and the chain rule for differentiation.

Theorem 8.10 (Decrease principle). Let f: E — R be a proper closed
function. Suppose that for some point T € dom f, there are constants a <
f(z) and 0,7 > 0 so that the implication

IVfl(z) 20 forallz € By(Z)Na < f < f(2)]
holds. If in addition f(Z) — a < ro, then the estimate holds:
dist(z, [f < a]) < o~ (f(z) - ).
Proof. Define the function g(u) = (f(u) — a)* and observe
9(z) —infg < f(Z) — a.

We aim to apply the nonsmooth variational principle (Theorem to the
function g. To this end, set € := f(Z) — . Taking into account the assumed
inequality o~ 'e < r, we may choose § € (0,0) satisfying 6 ~'e < r. Applying
Theorem yields a point 7 satisfying ¢(%) < g(#), |7 — z|| < 6~ Le, and

{2} = argmin{g(u) + dfju — z|}. (8.7)
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We claim that Z lies in the sublevel set [f < a]. To see this, observe that the
equality along with the very definition of the slope implies |Vg|(Z) < o.
Consequently, if the inequality f(Z) > « were to hold, then f and g would
coincide on a neighborhood of Z (why?) thereby yielding the contradiction
IVi(Z) = |Vg|(Z) < 6 < 0. We conclude dist(Z,[f < o]) < ||z — Z|| <
57 1(f(Z) — ). Letting 0 tend to o completes the proof. O

A slope-based characterization of local Lipschitz continuity of the sub-
level set map follows quickly.

Corollary 8.11 (Lipschitz continuity of level sets.). Consider a proper
closed function f: E — R. Fiz o > 0 and two real numbers o < 5. Then
the following two conditions are equivalent.

1. (Noncriticality) For all z € [o < f < 3] the estimate holds:

IVfi(z) = o

2. (Lipschitz continuity) For all s,t € (o, 3) the estimate holds:

dist([f < o], [f <1]) <o |s — 1.

Proof. To see the implication = , fix s,t € (o, ). Without loss
of generality suppose s < t. Then for any z € [f < s], we trivially have
dist(z, [f < t]) = 0. On the other hand, for any x € [f < t], Theorem
directly implies dist(z, [f < t]) <o~ (t — s). Thus (2) holds.

To see the reverse implication (2) = (1)), fix a point z € [a < f < f]. Fix
a strictly increasing sequence ~; converging to f(xz) and choose an arbitrary
sequence ; € Projs<., (). Assumption guarantees

| — ]| = dist(z, [f <)) <ot f(z) — | = 0.
Thus z; tends to x and we therefore conclude
flx) =y

. (f(z) = f(xi)) _ ..
IV fl(z) > hirgsgpw 2 hiIiS£p Gst(w. [ <)) > o,

as we had to show. O
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8.4 Limiting subdifferential and limiting slope.

Both the slope |V f| and the Fréchet subdifferential Jf have an important
deficiency: they fail to have good semi-continuity properties with respect to
their arguments even if f is Lipschitz continuous. As a simple illustration,
consider the univariate function f(x) = —|z|. It is straightforward to verify
that the graph of the subdifferential gphdf is not closed and the slope
function z — |V f|(z) is not lower-semicontinuous at zero. Though this
seems like a technical issue at first, it is fundamental. For example, desirable
calculus rules fail for the Fréchet subdifferential precisely for this reason. To
illustrate, define the univariate function g(z) = |z| and set f(z) = —|z| as
before. Since the sum f + ¢ is identically zero, the inclusion 0 € 9(f +
9)(0) clearly holds. On the other hand, the sum of the subdifferentials
0f(0)4+0g(0) is empty since Jf(0) is empty. Therefore, the desired inclusion
A(f +g)(0) C 9f(0) + 0g(0) fails in this setting.

An appealing remedy is to define a new subdifferential that is slightly
larger than 0f but has good closure properties. Perhaps the first attempt
would be to declare a vector v a “limiting subgradient” of a function f
at x if there exist sequences (z;,v;) € gphdf converging to (z,v). This
construction, however, is not well aligned with epigraphical geometry when f
is discontinuous because the points (z;, f(x;)) may not converge to (x, f(z)).
Consequently, when defining the new subdifferential we should instead focus
on sequences z; satisfying (x;, f(x;)) — (z, f(x)). To this end, we say that

a sequence x; converges f-attentively to x, denoted x; i> x, if it satisfies
(4, f(x;)) — (x, f(x)). With this in mind, we define the following two
constructions, which will play a central role in the next sections.

Definition 8.12 (Limiting subdifferential and limiting slope). Consider a
function f: E — R and a point x with f(x) finite.

1. A vector v is a limiting subgradient of f at x, written v € Jpf(x), if
there exist sequences z; € E and v; € 0f(x;) satisfying (x;, f(zi),v;) —
(z, f(2),v).

2. The limiting slope of f at x as

[V fl(2) = liminf [V f](y).
Yy =

As a simple example, the reader should verify the expressions for the
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function f(z) = —|z|:
{-1} x <0 -1 =<0
opf(x) =< {-1,1} =0 and  |Vfl(zx)=<{-1 z=0.
{1} x>0 1 x>0

Naturally for any set Q C E and x € @), we define the limiting normal
cone Né (x) := 0rd¢g(x). Thus for any closed set @, the inclusion v € Né’(l‘)
means that there are sequences (x;,v;) € gph Ng satisfying (z;,v;) = (z,v);
in other words, equality gph Né = cl(gph Ng) holds. See Figure H for an
illustration.

Figure 8.4: Limiting normal cone.

The following exercises establish some basic properties of the limiting
constructions.

Exercise 8.13 (Basic properties). Consider a proper closed function f: E —
R and a point x with f(z) finite.
1. Show that Jr,f(x) is a closed set, though is possibly not convex.

2. Show that if some sequences x; € E and v; € 0y, f (z;) satisfy (x;, f(z;),v;) —
(x, f(x),v), then the inclusion v € Jr, f(z) holds.

3. Show that if f is locally Lipschitz continuous around z, then O f(z) is
nonempty.

Exercise 8.14 (Limiting normals to epigraph). Consider a function f: E —
R and a point = with f(z) finite. Show the equality

oLf(x)={vekE: (v,-1)€ NeLpif(x,f(x))}.
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Recall from Exercise that the slope and the Fréchet subdifferential
of a closed function are related by the expression:

IV fl(x) = dist(0, 0f (x)),

as long as Of(x) is nonempty. In the next section, we will see somewhat
remarkably that the analogous equality holds for the limiting constructions,
unconditionally.

8.5 Subdifferential calculus

Calculus of subdifferentials is of utmost importance both for theory and
algorithms. Chapter 4] was in large part devoted to developing the calculus
of subdifferentials of convex functions. In this section, we use the variational
techniques to establish calculus rules in the nonconvex settings.

We will make use of two simple exercises. Recall that a Fréchet subgra-
dient v € df(x) is characterized by the inequality

fly) > f(z)+ (v,y — x) + o(|ly — z||) as y — .

The function on the right-hand side may in principle be nonsmooth in y,
due to the presence of the little-o term. The following two exercises show
that we may without loss of generality assume that the little-o term on the
right is indeed C'-smooth.

Exercise 8.15. Consider a function ¢: [0,+00) — R4 satisfying o(t) =
o(t) as t \( 0. Then there exists a function ¢¥: R — R satisfying

1. (t) > o(t|) for all t € R,
2. 9 is Cl-smooth with (0) = /(0) = 0.

Exercise 8.16 (Supporting smooth minorants). Consider a function f: E —
R and a point x with f(z) finite. Then the inclusion v € 9f(z) holds if and
only if there exists a C''-smooth function w: U — R defined on a neighbor-
hood U of z satisfying w(z) = f(x), Vw(z) = v, and w(y) < f(y) for all
y € U\{z}.

We now have all the ingredients to establish a chain rule for subdifferen-
tials. Recall that even in the convex case, subdifferential calculus required
some nondegeneracy assumptions. Rather then imposing nondegeneracy
conditions directly, we prove a “fuzzy chain rule” which is always valid.
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Namely, the following theorem shows that when composing a closed func-
tion A(-) with a differentiable map ¢(-), the inclusion holds:

d(hoc)(z) C Ve(x)*0h(y) + B,
where x and y are € perturbations of z and ¢(Z), respectively.

Theorem 8.17 (Fuzzy chain rule). Consider the function f(z) = h(c(z)),
where h: Y — R is a proper, closed function and c: E — Y 1is differentiable
around a point * € E. Then the inclusion holds:

Of(Z) > Ve(z)*dh(c(T)).

Conversely, for every subgradient v € Of(Z) and € > 0, there exist points
z € E andy €'Y satisfying

lo-al<e, ly—c@l<e  Ih@) - h(c@) <
and such that the inclusion holds:
v € Ve(x)*0h(y) + €B.

Proof. Fix a vector v € 0f(z). Theorem provides for us a C'-smooth
function h: U — R defined on a neighborhood U of Z satisfying h(z) = f(Z),
Vh(z) = v, and w(y) < f(y) for all y € U \ {z}. In particular, Z is a strict
local minimizer of f —w on U. Shrinking U, we may assume U is a closed
ball and ¢ is differentiable on U. Let V' be a compact neighborhood of ¢(z).
Fix a sequence r; \, 0 and consider the decoupled minimization problem

. 1 2
i Fi(e.y) = hy) = w(@) + 5y - o) (88)

Since Fj is closed and coercive, the problem (8.8) admits a minimizer (z;, ;).
Let us show that the sequence (x;,y;) tends to (Z, c(Z)) as ¢ tends to infinity.
To this end, passing to a subsequence, we may assume (x;, y;) tends to some
pair (z*,y*). Observe Fj(z;,vy;) < F;(Z,y) = 0 and therefore

1
7”% — c(z)|I” < w(wi) — h(ys).

T

Since the right-hand is bounded, we deduce y; — ¢(x;) — 0 and therefore
y* = c¢(x*). Lower-semicontinuity of h guarantees

f(@®) —w(@®) = hy") —w(z)

1
< liminf h(y;) — w(z;) + 2—||y1 - C($z)||2
1—00 i (89)
= liminf F;(x;, y;)
71— 00

< liminf F;(z, ¢(z)) = 0.

1—00
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Thus z* is a minimizer of f —w on C. Since z* is the unique minimizer
of f —w on C, we deduce z* = z. Consequently equality holds throughout
(8.9). It follow immediately that h(y;) tends to h(y*). Finally, since for all
large indices i, the points x; lie in the interior of U, first-order necessary
optimality conditions for become

0€ —Vw(z;) — :ivc(xi)*(yi —c(zi))

1
0 € Oh(yi) + ;(yz‘ — c(z)).
Substituting the second inclusion into the first and adding and subtracting
v yields
v e Ve(x;) 0h(y:) + (v —w(z;)).

This completes the proof. O

An appealing question is what happens when we allow € to tend to zero
in Theorem Let us look at this question more closely. Namely for any
vector v € d(h o ¢)(Z), the theorem guarantees

lo - Ve(e) w.] < e.

for some points x. — Z, y. — c(&) satisfying h(y.) — h(c(Z)), and we €
Oh(ye). The main problems that may arise when taking the limit as e — 0
is that the subgradients w, might be unbounded. In order to rule out this
degeneracy, we must ensure that the directions along which subgradient blow
up are disjoint from the null space of Ve(z)*. To make this assumption
precise, we introduce the following set, which captures such directions of
blow up.

Definition 8.18 (Horizon subdifferential). Consider a function f: E — R
and a point = with f(z) finite. We say that v is a horizon subgradient of f
at z, written v € 0% f(x) if there exist sequences z; € E, v; € df(x;), and
7; \¢ 0 satistying (z;, f(z;), ivi) — (x, f(z),v).

The following exercise establishes a few basic properties of the horizon
subdifferential. In particular, the horizon subdifferential has an intuitive
geometric interpretation in terms of horizontal normals to the epigraph.

Exercise 8.19 (Horizon subdifferential: basic properties). Consider a proper,
closed function f: E — R and a point = with f(z) finite. Show the following.

1. The set 9 f(x) is a closed cone.
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The equality, 0°f(z) = {v e E: (v,0) € Ng;)if(a:, f(x))}, holds.
If f is locally Lipschitz around z, then equality 0°° f(z) = {0} holds.
If f is convex, then the equality, 0 f(2) = Naom f(x), holds.

BN Sl

If f is an indicator function of a closed set @) C E, then we have 0% f(z) =
Ng(x).

We are now ready to pass to the limit € \ 0 in the fuzzy chain rule.

Corollary 8.20 (Chain rule in limiting form). Consider the function f(x) =
h(c(z)), where h: Y — R is a proper, closed function and c: E — Y is C1-
smooth around a point T € E. Then the inclusion holds:

of(z) D Ve(z)*0h(c(z)).
Moreover, the transversality condition
0°h(z) NKer (Ve(z)*) = {0},
guarantees the reverse inclusion
OLf(x) € Ve(z) 0Lh(c(7)).

Proof. We know that for every subgradient v € 9f(z) and € > 0, there exist
points x € E and y € Y satisfying

[z —z[ <e, ly —c(@)] <, |h(y) — h(c(@))] < e,
and such that the inclusion holds:
v € Ve(r)'w+ B for some w € Oh(y).

Now let € N\, 0. We claim that w is bounded. Indeed if this were not the
case, we would deduce

v w €
6ch*<>+IB.
Foll € VO \all ) T T

Thus any limit point w of w/||w|| satisfies 0 = Ve(Z)*w while at the same
time w € 0°°h(z), which is a contradiction. O

As usual, the sum rule is an immediate consequence of the chain rule.
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Corollary 8.21 (Sum rule). Consider two proper, closed functions fi, fo: E —
R and a point x € dom f; Ndom fo. Then the inclusion holds:

O(f1+ f2)(x) D 0fi(x) + 0 fa(x).
Moreover, the transversality condition
0% fy(w) N —0 fo(x) = {0} (8.10)
ensures the reverse inclusion
OL(fr+ f2)(x) C Orfi(x) + O fa().

Proof. Apply Corollary with ¢(z) = (z,2) and h(y,2) = f1(y) + f2(2).
O

Note in particular that the transversality condition holds trivially
if either f; or fy is Lipschitz continuous around z, since the corresponding
horizon subdiffferential consists only of the origin (Exercise .

We end the section with two intriguing consequences of calculus rules.
The first is a mean-value theorem for nonsmooth and nonconvex functions;
the second shows that the limiting slope coincides with the minimal norm
of limiting subgradients.

Theorem 8.22 (Mean-value I). Consider a proper closed function f: E —
R and fiz two points xg,z1 € dom f. Then for every ¢ > 0, there exists a
point x and a subgradient v € Of(x) satisfying x € [xo,z1] + B, |f(y) —
ming, ., f| <€, and

f(@1) = flwo) < (v, 21 — 20) + €.
Proof. Define the map ¢: R — E by ¢(t) = (1 — t)z¢ + tx; and set

o(t) = f(c(t) = (1= 1) f(x0) — tf (x1) + bpo,1) (2)-

Observe the equality ¢(0) = ¢(1) = 0. Since ¢ is proper, closed, and
coercive it admits some minimizer ¢ € [0,1]. Applying the fuzzy chain and
sum rules, we deduce that for every € > 0, there exists t; € R, t2 € [0, 1],
and z € E satisfying the proximity conditions

max {[t1 — ¢, [tz — &, J& — c(ty)], | f(z) = flc@)]} <€

and the the inclusion

0 € (0f(y),z1 — o) — (f(z1) — f(20)) + Npo,1)(t2) + [—¢, €.

The conclusion of the theorem follows immediately. O
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Exercise 8.23 (Mean-value II). Consider a function f that is continuous
on a neighborhood of the line segment [z1,z2] C dom f. Then for every
e > 0, there exist a point = € [zg, z1] + €B and a vector v that either lies in
Of(x) or in —0(—f)(x) and satisfies

|f(z1) — f(z0) — (v, 21 — 20)| < e

[Hint: Proceed as in the proof of Theorem but argue that ¢ always
admits a maximizer or a minimizer that lies in the open interval (0, 1).]

Theorem 8.24 (Limiting slope and limiting subdifferential). Consider a
proper closed function f: E — R and a point x with f(x) finite. Then the
equality holds:

V7|(z) = dist(0, 0z f (). (8.11)

Proof. The inequality |V f](z) < dist(0, 8z f(x)) follows directly from Exer-
cise (verify this!). To see the converse, set u := |V f|(x). If u is infinite,
then the estimate |V f|(z) < dist(0, 0 f(x)) directly implies that Jr f(z) is
empty. Therefore, in this case, the claimed equality holds trivially.
Consequently, for the rest of the proof we suppose that u is finite.

Fix an arbitrary € > 0 and let y be a point satisfying

ly =zl <&, [fly) = fl@)] <e, and |[Vf](z) <ute.

Define the function g(2) := f(2) + (u + ¢)||z — y||. The lower bound on the
slope ensures that y is a local minimizer of g and therefore

0€drg(y) CoLf(y) + (u+e)B.

Rearranging yields dist(0,0rf(y)) < w + e. Letting ¢ tend to zero, we
conclude dist(0, 0z f(z)) < |V f|(z), as we had to show. O
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