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Chapter 1

Introduction

Affine Schubert calculus is a subject that lies at the crossroads of combinatorics, geometry, and representation theory. Its modern development is motivated by two seemingly unrelated directions. One is the introduction of $k$-Schur functions in the study of Macdonald polynomial positivity, a mostly combinatorial branch of symmetric function theory. The other direction is the study of the Schubert bases of the (co)homology of the affine Grassmannian, an algebro-topological formulation of a problem in enumerative geometry.

Classical Schubert calculus is a branch of enumerative algebraic geometry concerned with problems of the form:

How many lines $L$ in 3-space intersect four fixed lines $L_1, L_2, L_3, L_4$?

In general, lines are replaced by affine linear subspaces, and conditions on the dimensions of intersections are imposed. When $L_1, L_2, L_3, L_4$ are in generic position, the answer to the above problem is two; this is a pleasant surprise, since in linear algebra one expects to find 0, 1, or $\infty$ solutions. Schubert [145] studied such “Schubert problems” in the 19th century. At the turn of the 20th century, Hilbert posed as his fifteenth problem the rigorous foundation of Schubert’s enumerative calculus. Subsequent developments in geometry and topology converted such Schubert problems into problems of computation in the cohomology ring $H^*(\text{Gr}(k,n))$ of the Grassmannian $\text{Gr}(k,n)$ of $k$-planes in $n$-space. The problems were reduced to finding structure constants, now called Littlewood-Richardson coefficients [118], of a certain “Schubert basis” for $H^*(\text{Gr}(k,n))$.

The explicit realization of these computations using the theory of Schur functions played an important role in transforming Schubert calculus into a contemporary theory that stretches into many fields. The Schur functions $s_\lambda$ form a basis for the symmetric function space $\Lambda$ and at the turn of the century, it was discovered that they match irreducible representations of the symmetric group. Later, a deep connection between Schur functions and the geometry of Grassmannians was established when it was shown that the Schubert structure constants exactly equal coefficients in the product of Schur functions in $\Lambda$. The rich combinatorial backbone of the theory of Schur functions, including the
Robinson–Schensted algorithm, jeu-de-taquin, the plactic monoid (see for example [140]),
crystal bases [128], and puzzles [74], now underlies Schubert calculus and in particular produces a direct formula for the Littlewood–Richardson coefficients. The influence of Schur functions on the geometry of Grassmannians provoked the broadening of Schubert calculus to other studies ranging from representation theory to physics.

A trend in Schubert calculus is to generalize the classical setup in two basic directions:
(1) to vary the underlying geometric object being considered by replacing the Grassmannian by the flag variety, or more generally by a partial flag variety of a Kac–Moody group, and
(2) to vary the algebraic structure considered by replacing cohomology by equivariant cohomology, $K$-theory, quantum cohomology, or other algebraic invariants. Our interest is in the case when the Grassmannian is replaced by infinite-dimensional spaces $\text{Gr}_G$ known as affine Grassmannians.

Investigations of the quantum cohomology rings of flag varieties led Peterson [131] to begin a systematic study in this direction for any complex simple simply-connected algebraic group $G$. Applying work of Kostant and Kumar [75] on the topology of Kac-Moody flag varieties, Peterson showed that the equivariant homology $H_T(\text{Gr}_G)$ is isomorphic to a sub-algebra of Kostant and Kumar’s nilHecke ring. Moreover, he proved that the Littlewood–Richardson coefficients of $H_T(\text{Gr}_G)$ could be identified with the 3-point Gromov–Witten invariants of the flag variety of $G$. A classical result of Quillen [136] establishes that the affine Grassmannian $\text{Gr}_G$ is itself homotopy-equivalent to the group $\Omega K$ of based loops into the maximal compact subgroup $K \subset G$. This places $\text{Gr}_G$ in a unique position amongst the homogeneous spaces of all Kac–Moody groups. It endows $H_T(\text{Gr}_G)$ with the structure of a Hopf algebra, and is also partly responsible for the important position that the affine Grassmannian has in geometric representation theory.

The aim of this book is to present ongoing work developing a theory of affine Schubert calculus in the spirit of classical Schubert calculus; here the Grassmannian is replaced by the affine Grassmannian. As with Schubert calculus, topics under the umbrella of affine Schubert calculus are vast, but now it is the combinatorics of a family of polynomials called $k$-Schur functions that underpins the theory.

The theory of $k$-Schur functions originated in the apparently unrelated study of Macdonald polynomials. Macdonald polynomials are symmetric functions over $\mathbb{Q}(q,t)$ that possess remarkable properties; the proofs of which have inspired deep work in many areas (e.g. double affine Hecke algebras [31], quantum relativistic systems [139], Hilbert schemes of points in the plane [61]). Macdonald conjectured in the late 80’s that the coefficients expressing Macdonald polynomials in terms of the Schur basis lie in $\mathbb{N}[q,t]$. Since then, the Macdonald/Schur transition coefficients have been intensely studied from a combinatorial, representation theoretic, and algebro-geometric perspective.

In one such study [92], Lapointe, Lascoux, and Morse found computational evidence for a family of new bases for subspaces $\Lambda^k_t$ in a filtration $\Lambda^1_t \subset \Lambda^2_t \subset \cdots \subset \Lambda^\infty_t$ of $\Lambda$. Conjecturally, the star feature of each basis was the property that Macdonald polynomials expand positively in terms of it, giving a remarkable factorization for the Macdonald/Schur
transition matrices over $\mathbb{N}[q,t]$. Pursuant investigations of these bases led to various conjecturally equivalent characterizations and the discovery that they refined the very aspects of Schur functions that make them so fundamental and wide-reaching. As such, they are now generically called $k$-Schur functions.

The role of $k$-Schur functions in affine Schubert calculus emerged over a number of years. The springboard was a realization that the combinatorial backbone of $k$-Schur theory lies in the setting of the type-$A$ affine Weyl group. Generalizing the classical theory of Schur functions, Pieri rules, Young’s lattice, the Cauchy identity, tableaux, and Stanley symmetric functions were refined using $k$-Schur functions \cite{95, 96, 78}. These are naturally described in terms of posets of elements in $\tilde{A}_k$. For example, the number of monomial terms in an entry of the Macdonald/$k$-Schur matrix equals the number of reduced expressions for an element in $A_k$.

The combinatorial exploration fused into a geometric one when the $k$-Schur functions were connected to the quantum cohomology of Grassmannians. Lapointe and Morse \cite{97} showed that each Gromov–Witten invariant for the quantum cohomology of Grassmannians exactly equals a $k$-Schur coefficient in the product of $k$-Schur functions in $\Lambda$. A basis of dual (or affine) $k$-Schur functions was also introduced in \cite{97}. In response to questions about the geometric role for dual $k$-Schur functions and the significance of the complete set of $k$-Schur coefficients, Morse and Shimozono conjectured that the Schubert bases for cohomology and homology of the affine Grassmannian $Gr$ are given by the dual $k$-Schur functions and the $k$-Schur functions, respectively. Lam proved the conjectures in \cite{79}. Since then, the synthesis of affine Schubert calculus and $k$-Schur function theory has produced a subject involving prolific research in mathematics, computer science, and physics.

This book arose from an NSF funded Focused Research Group entitled “Affine Schubert Calculus: Combinatorial, geometric, physical, and computational aspects”, which involved Thomas Lam, Luc Lapointe, Jennifer Morse, Anne Schilling, Mark Shimozono, Nicolas M. Thiéry, and Mike Zabrocki as active participants among others. Our exposition here grew out of several lecture series given at a summer school on ‘Affine Schubert Calculus’ organized by Anne Schilling and Mike Zabrocki and held in July 2010 at the Fields Institute in Toronto.

We give the story in three parts, through varying lenses. Chapter 2 presents the origins and early work on $k$-Schur functions, emphasizing the symmetric function setting and the combinatorics therein. The computational aspects are highlighted and illustrated with examples in SAGE \cite{152, 141}. More information about the open-source computer algebra system SAGE is given in Appendix A. Chapter 3 is Thomas Lam’s synopsis of his summer school lectures entitled “affine Stanley symmetric functions”. This chapter explains the combinatorial connections between Stanley symmetric functions and $k$-Schur functions via the algebraic constructions of nilCoxeter and nilHecke rings. Some of the latter constructions are presented for arbitrary root systems. Chapter 4 is Mark Shimozono’s synopsis of his lectures on “generalizations to other affine group types”. This chapter presents the
nilHecke ring in the very general Kac-Moody setting and develops some of the geometric connections. The general construction is then applied to the situation of the affine Grassmannian. Each chapter is self-contained and can in principle be read independently of the others.

Let us outline the contents of this book. As discussed, the origin of $k$-Schur functions was in a study of Macdonald polynomials where they are characterized as symmetric functions that depend on one additional parameter $t$. However, the bulk of our presentation lies in the $t = 1$ setting. Although the general case is needed for implications in representation and Macdonald theory, the proven combinatorial and geometric properties largely center around this special case of $k$-Schur functions.

Extensive computer experimentation led to many conjectured properties of the $k$-Schur functions. Most notable is the $k$-Pieri rule for $k$-Schur functions, allowing one to express the product of a $k$-Schur function with a homogeneous symmetric function in terms of $k$-Schur functions. Chapter 2 starts by laying the combinatorial foundation needed to describe the $k$-Pieri rule including partitions, cores, and the affine Weyl group of type-$A$. Then, for fixed $k$ and for $t = 1$, the $k$-Schur functions are presented as the family of symmetric functions which satisfy this Pieri rule. These functions form a basis of a subalgebra of the ring of symmetric functions. The dual basis lies in a Hopf-dual algebra which may be realized as a quotient of the ring of symmetric functions. Chapter 2 studies the $k$-Schur functions and their duals as symmetric functions, including a detailed summary of the weak and strong tableaux for which the $k$-Schur functions and their duals are the generating functions. Section 6 of this chapter includes an account of the affine insertion algorithm of [81], which explains how the generating functions for strong tableaux ($k$-Schur functions) are known to be dual to the generating function for weak tableaux (dual $k$-Schur functions).

For arbitrary $t$, the $k$-Schur functions span a subspace of the ring of symmetric functions which is closed under the coproduct operation. It was in this setting that the $k$-Schur functions originally arose. They were first defined as a sum of the usual Schur functions over a combinatorially defined collection of tableaux known as a $k$-atom. Lapointe, Lascoux, and Morse [92] conjectured that the Macdonald symmetric functions expand positively in terms of $k$-Schur functions. An obvious difficulty with this approach is a missing algebraic connection that could be used to connect Macdonald symmetric functions with the combinatorics of $k$-atoms. A second definition of the $k$-Schur functions was given in terms of symmetric function operators and followed in subsequent research [93, 94]. Chapter 2, Section 3 discusses these definitions as well as several others that are conjecturally equivalent. Section 4 is used to give a list of mostly conjectural properties of $k$-Schur functions and an account of what is known (to date) about the status of these conjectures.

Throughout Chapter 2 we have included examples of computations with SAGE in order to demonstrate examples of the formulas, but also to show how to use the functions that have been written by developers and incorporated into SAGE. These examples will hopefully both inspire and encourage exploration so that readers can generate further data and make
new conjectures about $k$-Schur functions and their duals. We recommend to the reader to work with an up to date copy of SAGE (at least version 5.13 or later) to ensure that all features used in this book have been incorporated.

Chapter 3 then goes into more depth about $k$-Schur functions in the setting of the nil-Coxeter algebra. In the early 1980s, Stanley [150] became interested in the enumeration of the reduced words in the symmetric group. This led him to define a family of symmetric functions $\{F_w \mid w \in S_n\}$ now known as Stanley symmetric functions. In [78], Lam showed that the dual $k$-Schur functions were a special case of the affine Stanley symmetric functions $\tilde{F}_w$, analogues of Stanley’s symmetric functions for the affine symmetric group.

In earlier work of Fomin and Stanley [48], it was shown that some of the main properties of Stanley symmetric functions could be obtained systematically from the nil-Coxeter algebra of the symmetric group. This algebra is the associated graded algebra of the group algebra $\mathbb{C}[S_n]$ with respect to the length filtration. The affine nil-Coxeter algebra played the same role for affine symmetric functions, and this provided an algebraic tool to study $k$-Schur functions and their duals. This interplay between algebra, combinatorics and symmetric functions is the main theme of Chapter 3. The connection to the nilHecke ring of Kostant and Kumar [75] is also explained and parts of the theory is carried out in the case of an arbitrary Weyl group.

Chapter 4 puts the preceding chapters in a more geometric context, and begins with a careful development of Kostant and Kumar’s nilHecke ring $\mathbb{A}$ [75]. The nilHecke ring can roughly be described as the smash product of the nilCoxeter algebra and a polynomial ring and it was introduced to study the torus equivariant cohomology of Kac–Moody partial flag varieties. This ring acts as divided difference operators on the equivariant cohomology.

Peterson [131] studied the equivariant homology $H_T(Gr_G)$ of the affine Grassmannian $Gr_G$ of the complex simple simply-connected algebraic group $G$ as a Hopf algebra with the following idea: applying the homotopy equivalences $Gr \simeq \Omega K$ and $Fl_{af} \simeq LK/T_R$ the natural inclusion $\Omega K \hookrightarrow LK/T_R$ gives rise to an action of $H_T(Gr_G)$ on $H_T(Fl_{af})$. (Here $Fl_{af}$ denotes the affine flag variety of $G$.) This action can be described in terms of divided difference operators, giving an injection $j : H_T(Gr_G) \hookrightarrow \mathbb{A}$. Peterson’s work is given a thorough treatment in Chapter 4, Section 4.

Using the natural relation between the nilCoxeter algebra and the nilHecke ring, in [78] Lam confirmed a conjecture of Morse and Shimozono identifying polynomial representatives for the Schubert classes of the affine Grassmannian as the $k$-Schur functions in homology and the dual $k$-Schur functions in cohomology. The algebraic part of this result is established in Chapter 3, Theorems 8.9 and 8.11.

We now discuss various generalizations of (dual) $k$-Schur functions, which are symmetric-function versions of the Schubert bases of the dual Hopf algebras of the homology $H_*(Gr_{SL_n})$ and cohomology $H^*(Gr_{SL_n})$ of the type A affine Grassmannian $Gr_{SL_n}$. For the affine Grassmannians $Gr_G$ for $G$ of classical type, analogous symmetric functions have been defined [84, 132]. However, only for the analogues of dual $k$-Schur functions, is an explicit monomial expansion known. The classical type analogues of $k$-Schur functions are only
defined by duality and little is known about their combinatorics.

There is an equivariant or “double” analogue of $k$-Schur functions, called $k$-double Schur functions \[89\], which are to $k$-Schur functions what double Schubert polynomials are to Schubert polynomials. These are symmetric functions for the Schubert bases of the equivariant homology $H_T(Gr_{SL_n})$ and $H^T(Gr_{SL_n})$ for the “small torus” $T$, a maximal torus in $G$ (as opposed to the maximal torus in the affine Kac-Moody group). The $k$-Schur functions are recovered from their double analogues by setting some variables to zero. Aside from setting up the correct symmetric function rings and bases, the only combinatorial result in this context is a Pieri rule for $H_T(Gr_{SL_n})$.

Essentially all of the general theory presented here has an analogue in $K$-theory, which carries more information than (co)homology. Passing from the $k$-Schur function to its $K$-theoretic analogue, is like passing from a Schubert polynomial to a Grothendieck polynomial. For the affine Grassmannian, as in (co)homology one again has a pair of dual Hopf algebras, but one obtains two pairs of dual bases; both algebras have a structure sheaf basis and an ideal sheaf basis. Kostant and Kumar developed the torus-equivariant $K$-theory of Kac-Moody homogeneous spaces \[76\] and Peterson’s theory can be carried out in $K$-theory as well \[85\]. In particular Peterson’s $j$-basis (see Chapter 4, Section 4.5), which is defined algebraically using a leading term condition for an expansion in the divided difference basis, has an analogue (called the $k$-basis in \[85\]) that corresponds to ideal sheaves of Schubert varieties in the affine Grassmannian. Peterson’s “quantum equals affine” theorem \[131, 88\] (see Chapter 4, Section 4.7) has an analogue in $K$-theory: the structure sheaves of opposite Schubert varieties in the quantum $K$-theory $QK_T(G/B)$ of finite-dimensional flag varieties $G/B$, appear to multiply in the same way as the structure sheaves of the Schubert varieties in the $K$-homology $K_T(Gr_G)$ of the affine Grassmannian \[83\]. To establish this connection one must prove a conjectural Chevalley formula of Lenart and Postnikov \[114, Conjecture 17.1\] for quantum $K$-theory.
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A Appendix: SAGE

SAGE [152] is a completely open source general purpose mathematical software system, which appeared under the leadership of William Stein (University of Washington) and has developed explosively within the last five years. It is similar to MAPLE, MuPAD, Mathematica, Magma, and up to some point MATLAB, and is based on the popular Python programming language. SAGE has gained strong momentum in the mathematics community far beyond its initial focus in number theory, in particular in the field of combinatorics, see [141].

Tutorials and instructions on how to install SAGE can be found at the main SAGE website http://www.sagemath.org/. For example, for the basic SAGE syntax and programming tricks see http://www.sagemath.org/doc/tutorial/programming.html.

Many aspects related to \( k \)-Schur functions and symmetric functions in general have been implemented in SAGE and in fact are still being developed as an on-going project. Throughout the text we provide many examples on how to use SAGE to do calculations related to \( k \)-Schur functions. Further information about the latest code and developments can be obtained from the SAGE-COMBINAT website [141]. We suggest that the interested reader uses SAGE version 5.13 or later to ensure that all features used in this book have been incorporated.
Chapter 2

Primer on $k$-Schur Functions

Jennifer Morse ¹, Anne Schilling ² and Mike Zabrocki ³
morsej@math.drexel.edu, anne@math.ucdavis.edu, zabrocki@mathstat.yorku.ca

based on lectures by Luc Lapointe and Jennifer Morse
lapointe@inst-mat.utalca.cl and morsej@math.drexel.edu

The purpose of this chapter is to outline some of the results and open problems related to $k$-Schur functions, mostly in the setting of symmetric function theory. This chapter roughly follows the outline of several talks given by Luc Lapointe and Jennifer Morse at a conference titled “Affine Schubert Calculus” held in July of 2010 at the Fields Institute in Toronto ⁴.

In addition it presents many examples based on code written in SAGE [152, 141] by Jason Bandlow, Nicolas M. Thiéry, the last two authors, and many other SAGE developers. The following presentation is intended to give both an idea of the origins of the $k$-Schur functions as well as the current ideas and computational tools which have been most productive for demonstrating their properties.

We will present almost no proofs in this chapter, but rather refer to the original articles for detailed arguments. Instead the concepts are illustrated with many SAGE examples to highlight how to discover and experiment with many of the still open conjectures related to $k$-Schur functions. The purpose behind most of the SAGE examples is to demonstrate the formulas with examples and to give the commands that would allow a first time user of SAGE to be able to use the functions to generate data that they might need for their own research.

¹The author was supported by NSF grant DMS–0652641, DMS–0652668, DMS–1001898.
²The author was supported by NSF grants DMS–0652641, DMS–0652652, DMS–1001256, and OCI–1147247.
³The author was supported by NSERC
⁴See http://www.fields.utoronto.ca/programs/scientific/10-11/schubert/
CHAPTER 2. PRIMER ON $K$-SCHUR FUNCTIONS

Section 1 reviews much of the combinatorial background of $k$-Schur theory including partitions, cores, (partial) orders on the affine symmetric group, and some symmetric function theory. This section also sets up the combinatorial backdrop needed to give the Pieri rules for $k$-Schur functions and their duals. In Section 2, we define a parameterless ($t = 1$) family of $k$-Schur functions using an analogue of the Pieri rule for Schur functions [95]. This definition is used to relate $k$-Schur functions to the geometry and to Stanley symmetric functions discussed in Chapter 3. We also give the dual Pieri rule [81] which gives rise to a monomial expansion of the $k$-Schur functions. The Pieri and dual Pieri rule motivate the definition of weak and strong order tableaux.

In Section 3, we present four conjecturally equivalent definitions of the $k$-Schur functions for generic $t$. Some are known to be equivalent when $t = 1$. The first definition of $k$-Schur functions appeared in a paper by Lapointe, Lascoux and Morse [92] and is purely combinatorial in nature; defined as a sum over certain classes of tableaux called atoms. Lapointe and Morse [93] followed this paper by defining symmetric functions which were defined by algebraic operations instead of a sum over combinatorial objects. The last two definitions of the $k$-Schur functions with a generic parameter $t$ are defined along lines similar to the parameterless $k$-Schur functions, but now a $t$-statistic is introduced on weak (resp. strong) order tableaux.

In Section 4 we present many of the properties of $k$-Schur functions and outline what is known about which property for each of the definitions. This is followed by Section 5 which contains further research directions and many conjectures that remain to be resolved (and hence the content is likely to change in the future)! Section 6 explains the duality between strong and weak order in terms of a $k$-analogue of the Robinson–Schensted–Knuth algorithm, which gives rise to an affine insertion algorithm. We present part of this algorithm by giving a bijection between permutations and pairs of tableaux. Finally in Section 7 some details about the branching from $k$ to $(k + 1)$-Schur functions are given.

1 Background and notation
1.1 Partitions and cores

A partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{\ell(\lambda)})$ of $m$ is a sequence of weakly decreasing positive integers which sum to $m = \lambda_1 + \lambda_2 + \cdots + \lambda_{\ell(\lambda)}$. The value of $m$ is called the size of the partition and this will be denoted by $|\lambda|$. The entries of the partition are called the parts and the number of parts of the partition is denoted by $\ell(\lambda)$. As a general convention, if $i > \ell(\lambda)$ then $\lambda_i = 0$ and the definition of symmetric functions (which turn out to be indexed by partitions) given later in this section respects this convention. The statistic $n(\lambda) = \sum_{i=1}^{\ell(\lambda)} (i - 1)\lambda_i$ on partitions has a value between 0 and $m(m - 1)/2$ for partitions of $m$ and this will arise in the definitions of symmetric functions. A partition $\lambda$ is called $k$-bounded if $\lambda_1 \leq k$. The notation $\lambda \vdash m$ indicates that $\lambda$ is a partition of $m$ and generally we reserve the symbols $\lambda$, $\mu$, $\nu$ to denote partitions.
A partition will be identified with its Young (or Ferrers) diagram. This is a diagram consisting of square cells arranged in left justified rows stacked on top of each other with the largest row with \(\lambda_1\) cells on the bottom. (This convention is also called the French notation; when stacking the rows with the largest row at the top is called the English convention). Alternatively, a Young diagram is a collection of cells in the first quadrant of the \((x,y)\)-plane with \(dg(\lambda) = \{(i,j) : 1 \leq i \leq \ell(\lambda)\text{ and } 1 \leq j \leq \lambda_i\}\) represented as boxes in the Cartesian plane so that the upper right hand corner of a cell has coordinate \((i,j)\). Namely, for a cell \((i,j)\) beginning at 1 for the first row and column). For an example the Young diagram for the partition \(\lambda = (4,3,3,3,2,2,1)\) is drawn in Example 1.1.

There is a partial order on partitions that arises naturally in symmetric functions when ordering basis elements. For two partitions \(\lambda, \mu\) such that \(|\lambda| = |\mu|\), we say that \(\lambda \leq \mu\) if \(\sum_i \lambda_i \leq \sum_i \mu_i\) for all \(r \geq 1\). This is usually referred to as the dominance order on partitions.

The conjugate of a partition \(\lambda\) is the sequence \(\lambda' = (\lambda'_1, \lambda'_2, \ldots, \lambda'_{\lambda_1})\) where \(\lambda'_i = \#\{i : \lambda_i \geq r\}\). Alternatively, this can be seen on Young diagrams by reflecting the diagram in the \(x = y\) line of the coordinate plane so that \(dg(\lambda') = \{(j,i) : (i, j) \in dg(\lambda)\}\). For example in Example 1.1 below, \(\lambda' = (7,6,4,1)\) for the partition \(\lambda = (4,3,3,3,2,2,1)\).

For many uses we will need to refer to the number of parts of a partition of a given size \(i\) and this will be denoted by \(m_i(\lambda) = \#\{j : \lambda_j = i\}\). The quantity

\[
z_{\lambda} = \prod_{i \geq 1} m_i(\lambda)! \ i^{m_i(\lambda)} \tag{1.1}
\]

is the size of the stabilizer of a permutation \(\sigma \in S_m\), the symmetric group on \(m = |\lambda|\) letters, whose cycle type is \(\lambda\) under the conjugation action of \(S_m\). That is, if \(\sigma\) has cycle type \(\lambda\), then \(z_{\lambda} = \#\{\tau \in S_m : \tau\sigma\tau^{-1} = \sigma\}\). Since we know that all permutations with the same cycle type are conjugate, the number of permutations with cycle type \(\lambda\) is equal to \(m!/z_{\lambda}\).

Each cell in a partition \(\lambda\) has a hook length which consists of the number of cells in the column above and in the row to the right (including the cell itself). Namely, for a cell \((i,j)\) \(\in dg(\lambda)\), the hook length of the cell is \(\text{hook}_{\lambda}(i,j) = \lambda_i + \lambda'_j - i - j + 1\). In Example 1.1 below \(\text{hook}_{(4,3,3,3,2,2,1)}(3,2) = 5 = \lambda_3 + \lambda'_2 - 3 - 2 + 1\).

For a partition \(\lambda\) with \(\lambda_1 \leq k\), define the \(k\)-split of \(\lambda\) as a sequence of partitions (which will be denoted by \(\lambda^{-k}\)) recursively. If \(\lambda_1 + \ell(\lambda) - 1 \leq k\), then \(\lambda^{-k} = (\lambda)\). Otherwise,

\[
\lambda^{-k} = ((\lambda_1, \lambda_2, \ldots, \lambda_{k-\lambda_1+1}), (\lambda_{k-\lambda_1+2}, \lambda_{k-\lambda_1+3}, \ldots, \lambda_{\ell(\lambda)-k})). \tag{1.2}
\]

In other words, the \(k\)-split of a partition is found by successively splitting off parts of the partition with hook \(k\), starting with the first part, until that is no longer possible.
Example 1.1. The Young diagram for the partition $\lambda = (4, 3, 3, 2, 2, 1)$ is the diagram on the left and its conjugate partition $\lambda' = (7, 6, 4, 1)$ is the diagram in the center.

The diagram on the right is the Young diagram for the partition $\lambda = (4, 3, 3, 2, 2, 1)$ with the cells that are in the hook of the cell $(3, 2)$ shaded in. In this case hook\(_{\lambda}(3, 2) = 5$. The 4-split of $\lambda$ is $\lambda^{-4} = ((4), (3, 3), (3, 2), (2, 1))$ and the 5-split is $\lambda^{-5} = ((4, 3), (3, 3, 2), (2, 1))$.

We will use the realization of the Young diagram as the set of cells in our notation and define $\lambda \subseteq \mu$ if $dg(\lambda) \subseteq dg(\mu)$. This forms a lattice, also known as the Young lattice, on set of partitions and the cover relation is given by $\lambda \rightarrow \mu$ if $\lambda \subseteq \mu$ and $|\lambda| + 1 = |\mu|$. The lattice is graded by the size of the partition and the first 6 levels of the infinite Hasse diagram are shown in Figure 2.1.

Figure 2.1: The Young lattice of partitions (up to those of size 5) ordered by inclusion.
There are several special types of containments of partitions that will arise in this discussion. If $\lambda \subseteq \mu$, then $\mu/\lambda$ is called a skew partition and it will represent the cells which are in $\operatorname{dg}(\mu)/\operatorname{dg}(\lambda)$, with the $/$ here representing the difference of sets. We call $\mu/\lambda$ connected if for any two cells there is a sequence of cells in $\mu/\lambda$ from one to the other where consecutive cells share an edge. We say that $\mu/\lambda$ is a horizontal (vertical) strip if there is at most one cell in each column (row) of $\mu/\lambda$. The skew partition $\mu/\lambda$ is called a ribbon if it does not contain any $2 \times 2$ subset of cells.

**Sage Example 1.2.** We now demonstrate how to access partitions and their properties in the open source computer algebra system SAGE (see Appendix A). We begin by listing all partitions of 4:

```python
sage: P = Partitions(4); P
Partitions of the integer 4
sage: P.list()
[[4], [3, 1], [2, 2], [2, 1, 1], [1, 1, 1, 1]]
```

SAGE has list comprehension so that the last line could have also been written as

```python
sage: [p for p in P]
[[4], [3, 1], [2, 2], [2, 1, 1], [1, 1, 1, 1]]
```

We can check how two partitions $\lambda$ and $\mu$ relate in the dominance order

```python
sage: la=Partition([2,2]); mu=Partition([3,1])
sage: mu.dominates(la)
True
```

and draw the entire Hasse diagram

```python
sage: ord = lambda x, y: y.dominates(x)
sage: P = Poset([Partitions(6), ord], facade=True)
sage: H = P.hasse_diagram()
sage: view(H)
```

which outputs the graph. Here we used the python syntax for a function, which is `lambda x: f(x)` for a function that maps $x$ to $f(x)$. We can also compute the conjugate of a partition, its $k$-split

```python
sage: la=Partition([4,3,3,2,2,1])
sage: la.conjugate()
[7, 6, 4, 1]
sage: la.k_split(4)
[[4], [3, 3], [3, 2], [2, 1]]
```
and create skew partitions

```python
sage: p = SkewPartition([[2,1],[1]])
sage: p.is_connected()
False
```

### 1.2 Bounded partitions, cores, and affine Grassmannian elements

We will see that $k$-Schur functions are symmetric functions indexed by $k$-bounded partitions and consequently, the underlying combinatorial framework we need often comes out of a refinement of classical ideas in the theory of partitions. As it happens, the set of $k$-bounded partitions is in bijection with several different sets of natural combinatorial objects and often the $k$-Schur function setting is better expressed in those terms. To this end, we begin with a discussion of several other examples of possible indexing sets.

As with the $k$-bounded partitions, we are interested in another special subset of partitions. In particular, an $r$-core is a shape where none of its cells have a hook-length equal to $r$. We denote the set of all $r$-cores by $C_r$. When we consider a partition as a core, the notion of size differs from the usual notion (where size counts the number of cells in the shape). In contrast, the relevant notion of size on a $(k+1)$-core is to count only the number of cells which have a hook-length smaller than $k+1$. We call this the length of the core. For a $(k+1)$-core $\kappa$, its length will be denoted by $|\kappa|_{k+1}$ or simply $|\kappa|$ if it is clear from the context that $\kappa$ is viewed as a $(k+1)$-core. As $k \to \infty$, this becomes the usual size of the partition. Later in this section, we will see that the length is related to the length of elements in the affine symmetric group. Now, we give the connection between cores and bounded partitions.

**Proposition 1.3.** ([95, Theorem 7]) There is a bijection between the set of $(k+1)$-cores $\kappa$ with $|\kappa|_{k+1} = m$ and partitions $\lambda \vdash m$ with $\lambda_1 \leq k$.

The bijection from $(k+1)$-cores to $k$-bounded partitions is

$$p : \kappa \mapsto \lambda,$$

defined by setting

$$\lambda_i = \# \{(i,j) \in \kappa : \text{hook}_\kappa(i,j) \leq k\}.$$  

(1.3)

**Example 1.4.** The partition $(12,8,5,5,2,2,1)$ on the left is a 5-core since there are no cells in its Ferrers diagram with hook-length equal to 5. Equation (1.3) tells us how to applying $p$ to this core to obtain a 4-bounded partition; delete each cell in the diagram for the 5-core whose hook-length exceeds 5 and then slide all remaining cells to the left.
The first part of the resulting partition is at most 4.

The other direction of the bijection is also not difficult. Consider a $k$-bounded partition and work from the smallest part of the partition to the largest and slide the cells to the right until it is a $(k+1)$-core. Here is a description of the procedure which can be followed with Example 1.5. Start with the top row $\lambda_{\ell(\lambda)}$ of the $k$-bounded partition $\lambda$ and successively move down a row. For a given row, calculate the hook lengths of its cells; if there is a cell with hook length greater than $k$, slide this row to the right until all cells have hook length less than or equal to $k$. Continue this process until all rows have been adjusted. The end result will be a $(k+1)$-core which we shall denote by $c_k(\lambda)$ or just $c(\lambda)$ if $k$ is clear from the context.

**Example 1.5.** The partition $(4,3,3,2,2,1)$ is a 4-bounded partition. Here we draw the successive slides of the rows until we reach a 5-core:

![Diagram showing the successive slides of rows until reaching a 5-core](image)

Sage Example 1.6. Here is the way to compute the map $\iota$ in SAGE:

```sage
sage: la = Partition([4,3,3,2,2,1])
sage: kappa = la.k_skew(4); kappa
[12, 8, 5, 5, 2, 2, 1] / [8, 5, 2, 2]
```

For the inverse $\pi$ we write

```sage
sage: kappa.row_lengths()
[4, 3, 3, 2, 2, 1]
```

If one is only handed the 5-core $(12,8,5,5,2,2,1)$ instead of the skew partition, one can do the following:

```sage
sage: tau = Core([12,8,5,5,2,2,1],5)
sage: mu = tau.to_bounded_partition(); mu
[4, 3, 3, 2, 2, 1]
sage: mu.to_core(4)
[12, 8, 5, 5, 2, 2, 1]
```

All 3-cores of length 6 can be listed as:

```sage
sage: Cores(3,6).list()
[[[6, 4, 2], [5, 3, 1, 1], [4, 2, 2, 1, 1], [3, 3, 2, 2, 1, 1]]
```
We now turn our attention to the third set of objects that is in bijection with the set of $k$-bounded partitions (and the set of $(k+1)$-cores). These come out of studying the type $A$ affine Weyl group and its realization as the affine symmetric group $\tilde{S}_n$ given by generators \{s_0, s_1, \ldots, s_{n-1}\} satisfying the relations
\begin{align}
  s_i^2 &= 1, \\
  s_i s_{i+1} s_i &= s_{i+1} s_i s_{i+1}, \\
  s_i s_j &= s_j s_i \quad \text{for } i - j \not\equiv 0, 1, n - 1 \pmod{n}
\end{align}
(1.4)
with all indices related \pmod{n}. Hereafter, we shall reserve parameters $n$ and $k$ and we will set $n = k + 1$ throughout.

There is a subset of the elements in $\tilde{S}_n$ that is particularly conducive to combinatorics in large part because it is in bijection with the set of $k$-bounded partitions and of $(k+1)$-cores. Note that the symmetric group $S_n$ generated by \{s_1, s_2, \ldots, s_{n-1}\} is a subgroup, where the element $s_i$ represents the permutation which interchanges $i$ and $i + 1$. We will refer to the left cosets of $\tilde{S}_n/S_n$ as affine Grassmannian elements and they will be identified with their minimal length coset representatives, that is, the elements of $w \in \tilde{S}_n$ such that either $w = id$ or $s_0$ is the only elementary transposition such that $\ell(ws_0) < \ell(w)$.

**Remark 1.7.** The definition of affine Grassmannian elements are the special case of a more general definition. The $l$-Grassmannian elements are the minimal length coset representatives of $\tilde{S}_n/S_n^l$ where $S_n^l$ is the group generated by $\{s_0, s_1, s_2, \ldots, s_{n-1}\} \setminus \{s_l\}$ and the affine Grassmannian elements are the $0$-Grassmannian elements. Due to the cyclic symmetry of the affine type $A$ Dynkin diagram, these constructions are of course all equivalent.

### Sage Example 1.8
We can create the affine symmetric group and its generators in SAGE as

```python
sage: W = WeylGroup("A", 4, 1)
sage: S = W.simple_reflections()
sage: [s.reduced_word() for s in S]
[[0], [1], [2], [3], [4]]
```

For a given element, we can ask for its reduced word or create it from a word in the generators and ask whether it is Grassmannian:

```python
sage: w = W.an_element(); w
[ 2 0 0 1 -2]
[ 2 0 0 0 -1]
[ 1 1 0 0 -1]
[ 1 0 1 0 -1]
[ 1 0 0 1 -1]
sage: w.reduced_word()
```
1. BACKGROUND AND NOTATION

Proposition 1.9. [103] [95, Proposition 40] There is a bijection between the collection of cosets \( \tilde{S}_{k+1}/S_{k+1} \) whose minimal length representative has length \( m \) and \((k+1)\)-cores of length \( m \).

The bijection of Proposition 1.9 is defined by an action of the affine symmetric group on cores. It suffices to define the left action of the generators \( s_i \) of the affine symmetric group on \((k+1)\)-cores. The diagonal index or content of a cell \( c = (i, j) \) in the diagram for a core is \( j - i \). We will often instead be concerned with the residue of \( c \), denoted by \( \text{res}(c) \), which is the diagonal index mod \( k + 1 \). We call a cell \( c \) an addable corner of a partition \( \mu \) if \( \text{dg}(\mu) \cup \{c\} \) is the diagram for a partition and a cell \( c \) is a removable corner of \( \mu \) if \( \text{dg}(\mu) \setminus \{c\} \) is diagram for a partition.

Definition 1.10. [103] [95, Definition 18] For \( \kappa \) a \((k+1)\)-core, let \( s_i \cdot \kappa \) be the partition with

1. if there is at least one addable corner of residue \( i \), then the result is \( \kappa \) with all addable corners of \( \kappa \) of residue \( i \) added,

2. if there is at least one removable corner of residue \( i \), then the result is \( \kappa \) with all removable corners of \( \kappa \) of residue \( i \) removed,

3. otherwise, the result is \( \kappa \).

Example 1.11. Consider the 5-core, \((7, 3, 1)\). If we draw its Ferrers diagrams and label each of the cells with the content modulo 5 we have the following diagram

\[
\begin{array}{ccccccc}
3 & & & & & & \\
4 & 0 & 1 & & & & \\
0 & 1 & 2 & 3 & 4 & 0 & 1 \\
\end{array}
\]

This diagram has addable corners with residue 2 and 4 and removable corners with residue 1 and 3 and all cells of residue 0 are neither addable nor removable. Therefore, \( s_2 \cdot (7, 3, 1) = (8, 4, 1, 1) \), \( s_4 \cdot (7, 3, 1) = (7, 3, 2) \), \( s_1 \cdot (7, 3, 1) = (7, 3, 2) \), \( s_3 \cdot (7, 3, 1) = (6, 2, 1) \), \( s_0 \cdot (7, 3, 1) = (7, 3) \).

Sage Example 1.12. In SAGE we can get the affine symmetric group action on cores as follows:

```python
sage: w = W.from_reduced_word([2,1,0])

sage: w.is_affine_grassmannian()
True
```
We can also check directly that the set of affine Grassmannian elements of given length are in bijection with the corresponding cores:

sage: k=4; length=3
sage: W = WeylGroup(["A",k,1])
sage: G = W.affine_grassmannian_elements_of_given_length(length)
[[2, 1, 0], [4, 1, 0], [3, 4, 0]]

sage: C = Cores(k+1,length)
sage: [c.to_grassmannian().reduced_word() for c in C]
[[2, 1, 0], [4, 1, 0], [3, 4, 0]]

The bijection of Proposition 1.9 is realized by taking a reduced word for an affine Grassmannian element and acting on the empty \((k+1)\)-core. The resulting \((k+1)\)-core is the image of the bijection. [95, Corollary 48] then states that the reverse bijection can be found by taking \(\lambda = p(\kappa)\) and forming the element in the affine symmetric group 
\(s_{\text{res}(c_1)}s_{\text{res}(c_2)}\cdots s_{\text{res}(c_m)}\), where \(c_1, c_2, \ldots, c_m\) are the cells of \(\text{dg}(\lambda)\) read from the smallest row to the largest with each read from right to left.

We denote the map which sends \((k+1)\)-core \(\kappa\) to the corresponding affine Grassmannian element by \(a(\kappa) = w_\kappa\). Since \((k+1)\)-cores and \(k\)-bounded partitions are in bijection, we will also use the notation \(a(\lambda) = w_\lambda\) to represent the map from a \(k\)-bounded partition \(\lambda\) to an affine Grassmannian element.

**Example 1.13.** Consider the reduced word,

\[ w = s_1s_0s_4s_2s_3s_1s_0s_4s_1s_2s_3s_0s_4s_3s_2s_1s_0 \]

We apply this word on the left on an empty 5-core to build up the result. The sequence of applications builds the core as follows:

\[
\emptyset \rightarrow \begin{array}{cccc}
0 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 & 3 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 & 3 & 4 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 & 3 & 4 & 0 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 & 3 & 4 & 1 \\
\end{array} \rightarrow \begin{array}{cccc}
0 & 1 & 2 & 3 & 4 & 1 & 1 \\
\end{array}
\]
and hence the resulting 5-core is \( a^{-1}(w) = (12, 8, 5, 5, 2, 2, 1) \).

The reverse bijection comes from reading the residues of the corresponding 4-bounded partition \((4, 3, 3, 3, 2, 2, 1)\) from the smallest row to the largest row, and from right to left within the rows. For example:

\[
\begin{array}{cccccccc}
4 & 0 & 1 & 2 & 3 & 4 & 3 & 4 & 0 & 4 & 0 & 1 & 0 & 1 & 2 & 3 \\
\end{array}
\]

is sent under \( a \) to the word

\[
w' = s_{4818038281848988281848381808483828180.
\]

It is not difficult to show that \( w \) is equivalent to \( w' \).

**Sage Example 1.14.** We can verify the previous example in SAGE.

```
sage: la = Partition([4,3,3,3,2,2,1])
sage: c = la.to_core(4); c
[12, 8, 5, 5, 2, 2, 1]
sage: W = WeylGroup(['A',4,1])
sage: w = W.from_reduced_word([4,1,0,2,1,4,3,2,0,4,3,1,0,4,3,2,1,0])
sage: c.to_grassmannian() == w
True
```

The affine symmetric group \( \tilde{S}_n \) can also be thought of as the group of permutations of \( \mathbb{Z} \) with the property that for \( w \in \tilde{S}_n \) we have \( w(i + rn) = w(i) + rn \) for all \( r \in \mathbb{Z} \) with the additional property that \( \sum_{i=1}^{n} w(i) - i = 0 \). We can choose the convention that the elements \( s_i \in \tilde{S}_n \) for \( 0 \leq i \leq n-1 \) act on \( \mathbb{Z} \) by \( s_i(i + rn) = i + 1 + rn, s_i(i + 1 + rn) = i + rn, \) and \( s_i(j) = j \) for \( j \not\equiv i, i+1 \pmod{n} \). While the elements \( s_i \) generate the group, there is also the notion of a general transposition \( t_{ij} \) which generalizes this notion by interchanging
$i$ and $j \pmod{n}$. Take integers $i < j$ with $i \not\equiv j \pmod{n}$ and $v = [j - i]/n$, then $t_{i,i+1} = s_i$ and for $j - i > 1$,

$$t_{ij} = s_is_{i+1}s_{i+2}\cdots s_{j-v}s_{j-v-1}s_{j-v-2}s_{j-v-3}\cdots s_{i+1}s_i$$

where all of the indices of the $s_m$ are taken $\pmod{n}$. For $j > i$, we set $t_{ij} = t_{ji}$. The $t_{ij}$ generalize the elements $s_i$ by their action $t_{ij}(i + rn) = j + rn$, $t_{ij}(j + rn) = i + rn$ and $t_{ij}(\ell) = \ell$ for $\ell \not\equiv i, j \pmod{n}$. It is not hard to show that

$$t_{ij}w = wt_{w^{-1}(i)w^{-1}(j)},$$

which allows us to define a left as well as a right action on affine permutations. Here we state the results in terms of the left action.

The elements $w \in \bar{S}_n$ are determined by the action of $w$ on the values 1 through $n$ since this determines the action on all of $\mathbb{Z}$ by $w(i + rn) = w(i) + rn$. If $w$ is represented in two line notation,

\[
\begin{array}{cccccccc}
\cdots & -2 & -1 & 0 & 1 & 2 & \cdots \\
\cdots & w(-2) & w(-1) & w(0) & w(1) & w(2) & \cdots 
\end{array}
\]

then $t_{ij}w$ is obtained from $w$ by exchanging $i + rn$ and $j + rn$ in the lower row of the two line notation for $w$. We also have that $wt_{ij}$ is obtained from $w$ by exchanging $w(i + rn)$ and $w(j + rn)$. An element is affine Grassmannian if $w(1) < w(2) < \cdots < w(n)$. The tuple of values $[w(1), w(2), \ldots, w(n)]$ is referred to as the \textit{window notation} for $w$.

There is a close relationship between the action of $w^{-1}$ on integers and on cores. This relationship is best demonstrated by an example before we give the precise statement.

\textbf{Example 1.15.} Start with $n = k + 1 = 3$ and the affine Grassmannian element $w = s_1s_0s_2s_1s_0$ that has window notation $[w(1), w(2), w(3)] = [-2, 0, 8]$. We can use this to determine that $w^{-1}$ is given in two line notation as

\[
\begin{array}{cccccccc}
\cdots & -7 & -6 & -5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & \cdots \\
\cdots & -12 & -4 & -2 & -9 & -1 & 1 & -6 & 2 & 4 & -3 & 5 & 7 & 0 & 8 & 10 & \cdots 
\end{array}
\]

Now we notice in this notation that $w^{-1}(d) \leq 0$ for all integers $d \leq -3$ (and for any affine permutation there will always be an integer $d'$ such that $w^{-1}(d) \leq 0$ for all $d \leq d'$). We also see that for all integers $d \geq 6$ we have $w^{-1}(d) > 0$ (and for any affine permutation there will always be a value $D'$ such that $w^{-1}(d) > 0$ for all $d \geq D'$).

Now consider the integers $-2 \leq d \leq 5$ (which are the integers strictly between these two values $d' = -3$ and $D' = 6$). Reading from left to right in the two line notation, we construct a path consisting of East and South steps where for each $d$ such that $w^{-1}(d) \leq 0$ we place a South step, and for each $d$ such that $w^{-1}(d) > 0$ we place an East step. In this example we are looking at the sequence
in order to create this path. The way we have chosen our $d'$ and $D'$ the first step of this path will always be East and the last step will always be South. In this example we have the path:

\[
\begin{array}{cccccc}
-2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 \\
1 & -6 & 2 & 4 & -3 & 5 & 7 & 0
\end{array}
\]

and it is the outline for the diagram of a 3-core:

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c}
\hline
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
\hline
\end{array}
\]

It is the case that $c(2, 2, 1) = (5, 3, 1)$ and corresponds to the affine permutations $w = s_1s_0s_2s_1s_0 = a(2, 2, 1)$ by the other bijections.

**Sage Example 1.16.** We can demonstrate the previous example in SAGE. Using the class `AffinePermutationGroup` allows to input an affine permutation in window notation:

```sage
sage: A = AffinePermutationGroup(["A",2,1])
sage: w = A([-2,0,8])
sage: w.reduced_word()
[1, 0, 2, 1, 0]
sage: w.to_core()
[5, 3, 1]
```

The action of $t_{ij}$ on the two line notation for $w$ can be translated into the action for $t_{ij}$ on the two line notation for $w^{-1}$. Since we have $(t_{ij}w)^{-1} = w^{-1}t_{ij}$, then the same action of left multiplication by $t_{ij}$ on $w$ has the effect of exchanging $w^{-1}(i + rn)$ and $w^{-1}(j + rn)$ in the two line notation for $w^{-1}$. Similarly, right multiplication by $t_{ij}$ on $w$ has the effect of exchanging the values of $i + rn$ and $j + rn$ in the two line notation for $w^{-1}$.

As in our example above, the two line notation for $w^{-1}$ keeps track of the outline of the $(k+1)$-core representing the affine permutation. The two line notation for $w^{-1}$ represents an infinite path where the 0 and negative values represent South steps and the positive values represent East steps. There is some point $d'$ for which all steps before are South and another point $D'$ where all steps after are East. Between $d'$ and $D'$ there is a path which traces the outline of a $(k+1)$-core. Notice that when $w = w^{-1}$ is the identity, then $d' = 0$ and $D' = 1$ and the path between these two points represents the empty core.

We can work out precisely what the action of the transpositions $s_i$ and $t_{ij}$ are on this path and we will see that left multiplication by $s_i$ on $w$ has the same effect on this path
as the action that $s_i$ has on the $(k + 1)$-core given in Definition 1.10. If left multiplication on $w$ by an $s_i$ increases the length by 1, then on the sequence of values of $w^{-1}(i)$ this has the effect of interchanging a negative value which lies to the left of a positive value. On the path consisting of South steps for negative values and East steps for positive values, interchanging a South step that comes just before an East step has the effect of adding a cell on the path representing the core.

Although we have limited ourselves to affine permutations, $k$-bounded partitions and $k + 1$-cores, we note that there are are other useful ways to describe the set such as with abaci or bit sequences that we do not discuss.

1.3 Weak order and horizontal chains

Because our indexing set comes from a quotient of $\tilde{S}_{k+1}$, and every Coxeter system is naturally equipped with the weak and the strong (Bruhat) orders, the close study of the weak and strong order posets on $\tilde{S}_{k+1}$ is called for. Here we examine posets that are isomorphic to the weak subposet on affine Grassmannian elements and whose vertices are given by the set of $k$-bounded partitions and by the set of $(k + 1)$-cores.

The (left) weak order is defined by saying that $w$ is less than or equal to $v$ in $\tilde{S}_{k+1}$ if and only if there is some $u \in \tilde{S}_{k+1}$ such that $uw = v$ and $\ell(u) + \ell(w) = \ell(v)$. We denote a cover in (left) weak order by $\rightarrow_k$, that is, $w \rightarrow_k v$ if and only if there is some $s_i \in \tilde{S}_{k+1}$ such that $s_iw = v$ and $\ell(w) + 1 = \ell(v)$. The affine Weyl group of type $A$ forms a lattice under inclusion in the weak order (this is known due to results of Waugh [155]).

Now given the bijection between $\tilde{S}_{k+1}/S_{k+1}$ and $k$-bounded partitions or $(k + 1)$-cores, it is natural to question how weak order $\rightarrow_k$ is characterized on these other sets. On the set of $(k + 1)$-cores, the weak order relation can be framed in terms of the action of the elements $s_i$. This result can be found in [103, 112] and is restated in a similar form in [81, Lemma 8.6].

Proposition 1.17. If $\kappa$ and $\tau$ are $(k + 1)$-cores with $|\kappa|_{k+1} = |\tau|_{k+1} + 1$, then $\tau \rightarrow_k \kappa$ if and only if there exists an $i$ such that $\kappa = s_i \cdot \tau$.

Remark 1.18. It follows that $\rightarrow_k$ can also be characterized on $(k + 1)$-cores by $\tau \rightarrow_k \kappa$ if and only if all cells in $\kappa/\tau$ have the same $k + 1$-residue.

The characterization of the weak order poset on $\tilde{S}_n/S_n$ on the level of $k$-bounded partitions is inspired by viewing the Young covering relation as $\lambda \rightarrow \mu$ if $\lambda \subseteq \mu$ and $\lambda' \subseteq \mu'$ and $|\lambda| + 1 = |\mu|$. Of course, $\lambda' \subseteq \mu'$ if and only if $\lambda \subseteq \mu$. However, working on the subset of $k$-bounded partitions, there is a generalization of conjugation under which this is not a superfluous condition.

Definition 1.19. Let $\lambda$ be a $k$-bounded partition. Then the $k$-conjugate of $\lambda$ is defined as

$$\lambda^{w_k} := p(c(\lambda)').$$
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Figure 2.2: The lattice of 3-cores (up to those of length 6), which correspond to the 2-bounded partitions, ordered by the weak order.

**Sage Example 1.20.** We can obtain the 4-conjugate of the partition $(4, 3, 3, 3, 2, 2, 1)$ from the last partition in Example 1.5 by reading off the column lengths of the unshaded boxes in each column. In SAGE:

```sage
sage: la = Partition([4,3,3,3,2,2,1])
sage: la.k_conjugate(4)
[3, 2, 2, 2, 2, 1, 1, 1, 1, 1, 1, 1]
```

**Proposition 1.21.** ([95, Corollary 25]) For $k$-bounded partitions $\lambda$ and $\mu$, $\lambda \rightarrow k \mu$ if and only if $\lambda \subseteq \mu$, $\lambda^{\omega k} \subseteq \mu^{\omega k}$, and $|\lambda| + 1 = |\mu|$.

We now turn our attention to a distinguished set of saturated chains. Recall that standard tableaux can be viewed as saturated chains in the Young lattice. This notion can be generalized to semi-standard tableaux. A semi-standard tableau is an increasing sequence of partitions in the Young lattice such that two adjacent partitions in this sequence differ by a horizontal strip. Horizontal strips are skew shapes with at most one cell in any
As we will see in Section 2.1 horizontal strips are fundamental in the formulation of the Pieri rule for Schur functions. The analogue of horizontal strips in the affine setting was introduced in [95]. As we will see in Section 2.2 these will play a central role in the combinatorics of $k$-Schur functions.

Crudely, we define a weak horizontal strip of size $r \leq k$ to be a horizontal strip $\kappa/\tau$ of $(k+1)$-cores $\kappa$ and $\tau$ such that there exists a saturated chain

$$\tau \rightarrow_k \tau^{(1)} \rightarrow_k \tau^{(2)} \rightarrow_k \cdots \rightarrow_k \tau^{(r)} = \kappa.$$  (1.5)

It is helpful to instead think of these strips as the skew $\kappa/\tau$ of $(k+1)$-cores $\kappa$ and $\tau$, where

$$\kappa/\tau \text{ is a horizontal strip}$$  (1.6)

$$|\kappa|_{k+1} = |\tau|_{k+1} + r$$  (1.7)

there are exactly $r$ residues in the set of cells of $\kappa/\tau$.  (1.8)

We discussed how the weak order is naturally realized on $k$-bounded partitions and
affine Grassmannian elements and it is also worthwhile to rephrase the notion of strips in these different contexts.

In the $k$-bounded partition framework (for example, useful in [92, 93, 94, 96, 7]), the notion of weak horizontal strip is defined to be a horizontal strip $\mu/\lambda$ where $\mu^{\omega_k}/\lambda^{\omega_k}$ is a vertical strip. This characterization is motivated by the following result about weak horizontal strips.

**Proposition 1.22.** ([95, Section 9] Let $\tau \subseteq \kappa$ be $(k+1)$-cores. Then $\kappa/\tau$ forms a weak horizontal strip if and only if $p(\kappa)/p(\tau)$ is a horizontal strip and $p(\kappa')/p(\tau')$ is a vertical strip.

It is important to note that it is not sufficient to characterize $\kappa/\tau$ being a weak horizontal strip by assuming that $p(\kappa)/p(\tau)$ is a horizontal strip. A good example of this can be observed in Figure 2.3. Consider the 4-cores $\kappa = (4, 1)$ and $\tau = (2, 1)$. We note that $p(\kappa) = (3, 1)$ and $p(\tau) = (2, 1)$ and so even though we see that $p(\kappa)/p(\tau)$ is a horizontal strip, there does not exist a path from the 4-core $(2, 1)$ to $(4, 1)$ in the lattice. If we consider the conjugate partitions, we see that $p(\kappa') = (1, 1, 1, 1)$ and $p(\tau') = (2, 1)$ and so $p(\kappa')/p(\tau')$ is not a vertical strip.

Before we discuss the notion of weak horizontal strip in the framework of affine permutations, we give an alternative description of the $k$-conjugate and the map $c$ from $k$-bounded partitions to $(k+1)$-cores that was communicated to us by Karola Mészáros [122]. Let $\lambda = (\lambda_1, \ldots, \lambda_r)$ be a $k$-bounded partition. Start from the longest part of $\lambda$, namely $\lambda_1$, and successively connect a row of length $i$ to the $(k+1-i)$th row above it (in other words, skip $k-i$ rows). Call this a string. Repeat this with the next longest part that is not yet part of a string until all parts of $\lambda$ are part of a string. Denote by $\{\ell^{(j)}_1, \ell^{(j)}_2, \ldots\}$ the parts of $\lambda$ in the $j$th string where $1 \leq j \leq r$. Then

$$
(\lambda^{\omega_k})' = (\ell^{(1)}_1 + \ell^{(1)}_2 + \cdots, \ell^{(2)}_1 + \ell^{(2)}_2 + \cdots, \ldots, \ell^{(r)}_1 + \ell^{(r)}_2 + \cdots)
$$

(1.9)

Similarly, the $i$th part of $c(\lambda)$ is obtained by adding all elements in the string containing $\lambda_i$ that are smaller or equal to $\lambda_i$ (or equivalently, all elements in the string of $\lambda_i$ above $\lambda_i$).

**Example 1.23.** Let $\lambda = (3, 3, 3, 2, 1)$ with $k = 4$. Then the strings are as follows:

```
\begin{figure}
\begin{center}
\begin{tikzpicture}
\draw[thick] (0,0) grid (4,3);
\draw[thick] (0,3) grid (1,1);
\draw[thick] (1,1) grid (2,0);
\draw[thick] (2,0) grid (3,0);
\node at (0.5,2.5) {$\lambda_5$};
\node at (1.5,2.5) {$\lambda_4$};
\node at (2.5,2.5) {$\lambda_3$};
\node at (3.5,2.5) {$\lambda_2$};
\node at (4.5,2.5) {$\lambda_1$};
\end{tikzpicture}
\end{center}
\end{figure}
```
and

\[ (\lambda^\omega)' = (\lambda_1 + \lambda_3 + \lambda_5, \lambda_2 + \lambda_4) = (7, 5), \]

\[ c(\lambda) = (\lambda_1 + \lambda_3 + \lambda_5, \lambda_2 + \lambda_4, \lambda_3 + \lambda_5, \lambda_4, \lambda_5) = (7, 5, 4, 2, 1). \]

Lastly, we interpret horizontal chains in the framework of affine permutations. In particular, weak horizontal strips are the cyclically decreasing elements of \( \tilde{S}_{k+1}/S_{k+1} \). These are affine Grassmannian elements \( w \) where \( w = s_{i_1} \cdots s_{i_\ell} \) for a sequence \( i_1 \cdots i_\ell \) such that no number is repeated and \( j \) precedes \( j-1 \) (taken modulo \( k+1 \)) when both \( j, j-1 \in \{i_1, \ldots, i_\ell\} \). Then, based on the following proposition, a weak horizontal strip can be thought of as a pair of affine Grassmannian elements \( v \) and \( w \) where \( uw = v \) and \( \ell(u) + \ell(w) = \ell(v) \) for some cyclically decreasing \( u \).

**Proposition 1.24.** Let \( \tau \subseteq \kappa \) be \((k+1)\)-cores. Then \( \kappa/\tau \) forms a weak horizontal strip if and only if \( \kappa = s_{i_1} \cdots s_{i_\ell} \tau \) for some cyclically decreasing element \( w = s_{i_1} \cdots s_{i_\ell} \).

### 1.4 Cores and the strong order of the affine symmetric group

We are now ready to discuss the strong (Bruhat) order, starting from the core viewpoint [123, 103]. A strong cover is defined on \( k+1 \) cores by

\[ \tau \Rightarrow_k \kappa \iff |p(\tau)| + 1 = |p(\kappa)| \quad \text{and} \quad \tau \subseteq \kappa. \]

When a pair of cores satisfies \( \tau \Rightarrow_i \kappa \), their skew diagram has is made up of ribbons. To be precise, the head of a connected ribbon is the southeast most cell of the ribbon and the tail is the northwest most corner. Then (see [81, Proposition 9.5]):

- each connected component of \( \kappa/\tau \) is a ribbon and they are all identical translates each other;
- the residues of the heads of the connected components must all be the same and must lie on consecutive positions of those residues (the term ‘consecutive’ here means that if two heads are separated by a multiple of \( k+1 \) cells by a taxicab distance then there is one which is exactly \( k+1 \) distance that is in-between).

A strong marked cover is a strong cover along with a value \( c \) which indicates the content of the head of one of the copies of the ribbons. More precisely, we define a marking as a triple \((\kappa, \tau, c)\) where \( \kappa, \tau \) are \((k+1)\)-cores such that \( \tau \Rightarrow_k \kappa \) and \( c \) is a number which is \( j-i \) for the cell (the diagonal index of the cell) at position \((i,j)\) of the south-east most cell of the connected component of \( \kappa/\tau \) which is marked.

**Example 1.25.** Consider the 4-cores

\[ \tau = (19, 16, 13, 10, 7, 5, 5, 3, 3, 1, 1, 1) \Rightarrow_3 (22, 19, 16, 13, 10, 7, 5, 5, 3, 3, 1, 1, 1) = \kappa \]
which correspond to the skew diagram

![Skew Diagram](image)

This is a relatively large example, where $\kappa/\tau$ contains 5 different copies of 3 cells in a row. The marking, $c$, can be any one of the 5 values representing the content of the rightmost cell in the connected component, $c \in \{21, 17, 13, 9, 5\}$.

**Example 1.26.** The diagram for the poset of the strong order at $k = 2$ is given in Figure 2.4 and it can be read off the diagram that the strong covers of $(3, 1, 1)$ with respect to this order are $(5, 3, 1)$, $(4, 2, 1, 1)$ and $(3, 2, 2, 1, 1)$ because $(3, 1, 1)$ is contained in each of these 3-cores. Note that it is not true that there is containment of the corresponding 2-bounded partitions since $p(3, 1, 1) = (2, 1, 1)$ and $p(3, 2, 2, 1, 1) = (1, 1, 1, 1, 1)$.

In particular, if $\tau = (3, 1, 1)$ and $\kappa = (5, 3, 1)$, then $(3, 1, 1) \Rightarrow (5, 3, 1)$ because $(5, 3, 1)/(3, 1, 1)$ consists of two copies of a connected horizontal strip. This means that $((5, 3, 1)/(3, 1, 1), 1)$ and $((5, 3, 1)/(3, 1, 1), 4)$ are strong marked covers since the cells $(2, 3)$ and $(1, 5)$ are the coordinates of the heads of the horizontal strips and they have content 1 and 4 respectively. These are represented by the skew tableaux

![Skew Tableaux](image)

Although we started with a discussion of strong order in the setting of $k + 1$-cores, it comes from ordering elements $u, w$ of the Coxeter system $\tilde{S}_{k+1}$ by

$$w \Rightarrow_k u \iff t_{ij}w = u \quad \text{and} \quad \ell(w) + 1 = \ell(u).$$

The notion of marked covers can be interpreted in this framework as well.

**Proposition 1.27.** [81, Section 2.3] Let $\tau, \kappa$ be two $(k + 1)$-cores such that $\tau \Rightarrow_k \kappa$ and assume there is a marking of $\kappa/\tau$ at diagonal $j - 1$ and $i$ is the diagonal index of the tail of the marked ribbon. Let $w$ be the affine Grassmannian permutation corresponding to $\tau$ and $u$ the affine Grassmannian permutation corresponding to $\kappa$. Then we have

- $w^{-1}(i) \leq 0 < w^{-1}(j)$. 

• $t_{ij}w = u$.

• The number of connected ribbons which are below the marked one is $(-w^{-1}(i) - a)/n$ where $a = -w^{-1}(i) \mod n$ (the representative between 0 and $n$).

• The number of connected ribbons which are above the marked one is $(w^{-1}(j) - b)/n$ where $b = w^{-1}(j) \mod n$ and the total number of connected components in $\kappa/\tau$ is $1 + (-w^{-1}(i) + w^{-1}(j) - a - b)/n$.

• The number of cells in the ribbon is $j - i$.

• The height of the ribbon is the number of $d$ such that $i \leq d < j$ such that $w^{-1}(d) \leq 0$.

**Example 1.28.** Consider the 3-core $\tau = (5, 3, 1)$ which corresponds to the reduced word $w = s_1 s_0 s_2 s_1 s_0$ and which is also given by its action on the integers by $[w(1), w(2), w(3)] = \ldots$
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Figure 2.5: The poset of 4-cores (up to those of length 6), ordered by the strong order (no markings)

\([-2, 0, 8]\). Then \(t_{-10} = t_{23} = t_{56} = s_2\) and \(\kappa = t_{-10} \cdot (5, 3, 1) = (6, 4, 2)\).

\[\begin{array}{ccc}
\text{[ ]} & \text{[ ]} & \text{[ ]} \\
\text{[ ]} & \text{[ ]} & \text{[ ]} \\
\text{[ ]} & \text{[ ]} & \text{[ ]} \\
\end{array}\]

The three markings are on diagonal \(-1\) and \(2\) and \(5\). Moreover since \(w^{-1}(-1) = -6 \leq 0 < w^{-1}(0) = 2\), \(w^{-1}(2) = -3 \leq 0 < w^{-1}(3) = 5\) and \(w^{-1}(5) = 0 \leq 0 < w^{-1}(6) = 8\), these three transpositions satisfy the conditions of the proposition for each of the three marked strong covers. The right action is expressed as the element \(wt_{-62} = wt_{-35} = wt_{08}\).

The number of connected components is equal to \(1 + (-w^{-1}(i) + w^{-1}(j) - a - b)/n\) which for \(j = 0\) and \(i = -1\) amounts to \(1 + (6 + 2 - 0 - 2)/3 = 3\).

**Example 1.29.** The 4-core \(\tau\) in Example 1.25 corresponds to the reduced word

\[w = s_1 s_2 s_3 s_1 s_2 s_0 s_3 s_1 s_2 s_1 s_0 s_3 s_0 s_1 s_2 s_1 s_0 s_3 s_0 s_2 s_1 s_0\]
and $t_{19,22}w = t_{15,18}w = t_{11,14}w = t_{7,10}w = t_{3,6}w$ represent the five strong covers with the left action and $wt_{0,19} = wt_{-4,15} = wt_{-8,11} = wt_{-12,7} = wt_{-16,3}$ represent the five strong covers with the right action.

**Remark 1.30.** Recall that for two elements $w, w' \in S_n$ with $\ell(w') = \ell(w) + 1$, $w'$ is a cover of $w$ in the (left) weak order if 

$$s_iw = w'$$

for some simple transposition $s_i$ and $w'$ is a cover of $w$ in the strong (or Bruhat) order if 

$$t_{ij}w = w'$$

for some transposition $t_{ij}$. By analogy, since $\Rightarrow_k$ is a left multiplication by an affine transposition (Proposition 1.27) and $\rightarrow_k$ is left multiplication by a simple affine transposition on cores (from Definition 1.10), the cover relations are called strong and weak covers, respectively.

We have included the Hasse diagrams for the weak and strong orders for the poset of 3 and 4-cores up to those of length 6 in Figures 2.2 through 2.5. Note that the strong order on cores does not form a lattice.

**Sage Example 1.31.** We can produce the weak and strong covers of a given core

```sage
sage: c = Core([3,1,1],3)
sage: c.weak_covers()
[[4, 2, 1, 1]]
sage: c.strong_covers()
[[5, 3, 1], [4, 2, 1, 1], [3, 2, 2, 1, 1]]
```

as well as compare two $(k+1)$-cores with respect to weak and strong order

```sage
sage: kappa = Core([4,1],4)
sage: tau = Core([2,1],4)
sage: tau.weak_le(kappa)
False
sage: tau.strong_le(kappa)
True
```

Figure 2.3 can be reproduced in SAGE via:

```sage
sage: C = sum((c for c in Cores(4,m) for m in range(7)),[])
sage: ord = lambda x,y: x.weak_le(y)
sage: P = Poset([C, ord], cover_relations = False)
sage: H = P.hasse_diagram()
sage: view(H) #optional
```
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As with the weak order poset, we are also concerned with certain chains in the strong order poset. A strong marked horizontal strip of size $r$ is a succession of strong marked covers,

$$
k^{(0)} \Rightarrow_k k^{(1)} \Rightarrow_k k^{(2)} \Rightarrow_k \cdots \Rightarrow_k k^{(r)},
$$

(1.10)

where the markings $c_i$ associated to $k^{(i-1)} \Rightarrow_k k^{(i)}$ satisfy $c_1 < c_2 < \cdots < c_r$.

**Example 1.32.** Consider the following sequence of 4-cores with the markings indicated on the diagram.

\[
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array},
\text{ or more compactly denoted } 2^2 
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array}.
\]

This is not a strong marked horizontal strip because the markings $c_1 = -1, c_2 = -2, c_3 = 3$ are not increasing. However, the same set of 4-cores with markings

\[
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array} \Rightarrow_3
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array},
\text{ or more compactly denoted } 2^2 
\begin{array}{cccc}
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\, & \, & \, & \, \\
\end{array}.
\]

as shown have $c_1 = -1 < c_2 = 2 < c_3 = 3$ and hence this is a strong marked horizontal strip.

**Remark 1.33.** It is worth pointing out that when $k$ is large, a succession of strong marked covers,

$$
k^{(0)} \Rightarrow_k k^{(1)} \Rightarrow_k k^{(2)} \Rightarrow_k \cdots \Rightarrow_k k^{(r)},
$$

(1.11)

reduces to a saturated chain in Young’s lattice where the condition that $c_1 < c_2 < \cdots < c_r$ implies that $k^{(r)}/k^{(0)}$ is a horizontal strip.

1.5 Symmetric functions

The ring of symmetric functions shall be defined as

$$
\Lambda = \mathbb{Q}[h_1, h_2, h_3, \ldots],
$$

(1.12)

the ring of polynomials in the generators $h_r$. Here we are considering the ring $\Lambda$ without reference to ‘variables’ for which there is a symmetric group action but we will now make explicit the connection with symmetric polynomials and symmetric series.

Let $\sigma$ be a permutation that acts on the variables $\{x_1, x_2, x_3, \ldots, x_m\}$ by $\sigma(x_i) = x_{\sigma(i)}$ and this action extends to polynomials. We call a polynomial $S_m$-invariant (or symmetric) if $\sigma f(x_1, x_2, \ldots, x_m) = f(x_1, x_2, \ldots, x_m)$ for all $\sigma \in S_m$. The ring $\Lambda$ is identified with functions which are symmetric series in an infinite set of variables by setting

$$
h_r[X] = \sum_{1 \leq i_1 \leq i_2 \leq \cdots \leq i_r} x_{i_1} x_{i_2} \cdots x_{i_r}
$$

(1.13)
and symmetric polynomials are then just a specialization of these series with a finite number of variables, \( h_r[X_m] = \sum_{1 \leq i_1 \leq i_2 \leq \ldots \leq i_r \leq m} x_{i_1} x_{i_2} \cdots x_{i_r} \).

For each partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell(\lambda)) \), we set

\[
    h_\lambda[X] := h_{\lambda_1}[X] h_{\lambda_2}[X] \cdots h_{\lambda_\ell(\lambda)}[X].
\]

The set of these symmetric series forms a linear basis for an algebra isomorphic to \( \Lambda \). We will consider various bases for \( \Lambda \). One such basis is the \textit{monomial basis}

\[
    m_\lambda[X] = \sum_{\text{sort}(\alpha) = \lambda} x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_\ell(\alpha)^{\alpha_\ell(\alpha)},
\]

where the sum is over all sequences \( \alpha \) such that if the parts are arranged in weakly decreasing order the resulting sequence is the partition \( \lambda \). It is not hard to see from the definitions that the generators of \( \Lambda \) are related to the monomial symmetric functions by

\[
    h_r[X] = \sum_{\lambda \vdash r} m_\lambda[X].
\]

The \( h_r \) are known as the \textit{complete homogeneous generators} and the their products will be referred to as the complete homogeneous or simply homogeneous basis.

The \textit{power sum} generators are the elements

\[
    p_r[X] = m_{(r)}[X] = \sum_{i \geq 1} x_i^r
\]

and the \textit{elementary generators} are defined as

\[
    e_r[X] = m_{(1^r)}[X] = \sum_{1 \leq i_1 < i_2 < \cdots < i_r} x_{i_1} x_{i_2} \cdots x_{i_r}.
\]

The monomials in these sets of generators, \( p_\lambda[X] := p_{\lambda_1}[X] p_{\lambda_2}[X] \cdots p_{\lambda_\ell(\lambda)}[X] \) and \( e_\lambda[X] := e_{\lambda_1}[X] e_{\lambda_2}[X] \cdots e_{\lambda_\ell(\lambda)}[X] \) also form bases for the space \( \Lambda \) indexed by partitions.

The variable \( X \) in these symmetric functions is, for the moment, superfluous notation and to make certain formulas more compact we will drop \([X]\) when it is implicit that it is there. However, we will later consider transformations on the ring of symmetric functions by adding notation to \([X]\) and there will be times that the \([X]\) will be used to indicate that the expression it is attached to is a symmetric function.

One place where it will be necessary to keep the reference to the variables explicit is in the use of a few ‘plethystic’ expressions involving parameters \( q \) and \( t \). We may extend the notation defined above to include all rational expressions in variables \( q, t, x_1, x_2, x_3, \ldots, E = E(x_1, x_2, \ldots; q, t) \), then

\[
    p_r[E] = E(x_1^r, x_2^r, \ldots; q^r, t^r).
\]
Note that by using the expression \( E \) as the infinite sum \( X = x_1 + x_2 + x_3 + \cdots \), the notation in Equation (1.19) is consistent with the expression in Equation (1.17).

In particular we will frequently use the notation \( f\left[\frac{X}{1-t}\right], f[X(1-t)] \) and \( f\left[\frac{X}{1-t^r}\right] \) to represent the symmetric function \( f[X] \) with \( p_r[X] \) replaced with \( p_r[X]/(1-t^r) \), \( p_r[X](1-t^r) \) and \( p_r[X]\frac{1}{1-t^r} \) respectively. This transformation is sometimes also denoted by

\[
\theta_{qt} f[X] = f\left[\frac{X}{1-t}\right].
\] (1.20)

When we need to use a finite number of variables, the expression \( X_m = x_1 + x_2 + x_3 + \cdots + x_m \) is used to indicate that \( p_r[X_m] = \sum_{i=1}^m x_i^r \). Normally we consider symmetric functions in an arbitrary alphabet which can be specialized appropriately and we assume that there is an implicit \([X]\) following all symmetric function expressions where no variables are specified.

The three types of generators are related by

\[
\sum_{i=0}^r (-1)^{r-i} h_i e_{r-i} = 0 \quad \quad \quad \quad \quad \quad \quad rh_r = \sum_{i=1}^r h_{r-i} p_i \quad \quad (1.21)
\]

\[
\sum_{i=0}^r (-1)^{r-i} i h_i e_{r-i} = p_r \quad \quad \quad \quad r e_r = \sum_{i=1}^r (-1)^{i-1} e_{r-i} p_i. \quad \quad (1.22)
\]

These relations are sufficient to express any one of the generators \( \{e_r, h_r, p_r\} \) in terms of another.

There is a scalar product on the ring of symmetric functions for which the monomial and homogeneous symmetric functions are orthonormal. We have also,

\[
\langle h_\lambda, m_\mu \rangle = \langle p_\lambda, p_\mu/z_\mu \rangle = \delta_{\lambda\mu} := \begin{cases} 1 & \text{if } \lambda = \mu, \\ 0 & \text{otherwise,} \end{cases} \quad (1.23)
\]

where \( z_\mu \) is defined in Equation (1.1).

One powerful use of this scalar product is that it allows us to compute a single coefficient in the expansion of a symmetric function in terms of these bases. If \( f \in \Lambda \), then \( \langle f, h_\mu \rangle \) is the coefficient of \( m_\mu \) in \( f \). That is, if \( f = \sum_\gamma c_\gamma m_\gamma \), then

\[
\langle f, h_\mu \rangle = \sum_\gamma c_\gamma \langle m_\gamma, h_\mu \rangle = c_\mu. \quad (1.24)
\]

Similarly \( \langle f, m_\mu \rangle \) is the coefficient of \( h_\mu \) in \( f \) and \( \langle f, p_\mu/z_\mu \rangle \) is equal to the coefficient of \( p_\mu \) in \( f \).

**Sage Example 1.34.** We now show how to create various bases in SAGE and how to obtain the coefficients of a given symmetric function using the computer. We begin by defining the homogeneous and monomial bases:
Then we define a symmetric function \( f \) and expand it in terms of the monomial basis:

\[
\begin{align*}
sage: f &= h[3,1]+h[2,2] \\
sage: m(f) &= 10*m[1, 1, 1, 1] + 7*m[2, 1, 1] + 5*m[2, 2] + 4*m[3, 1] + 2*m[4]
\end{align*}
\]

There are several ways to obtain the coefficients of a given term. Both of the following yield the coefficient of \( m_{211} \) in \( f \):

\[
\begin{align*}
sage: f.scalar(h[2,1,1]) &= 7 \\
sage: m(f).coefficient([2,1,1]) &= 7
\end{align*}
\]

The order in which bases are multiplied and added determines which is the output basis. For instance to demonstrate (1.22) we consider the following two equivalent expressions:

\[
\begin{align*}
sage: p &= Sym.power() \\
sage: e &= Sym.elementary() \\
sage: sum((-1)**(i-1)*e[4-i]*p[i] for i in range(1,4)) - p[4] &= 4*e[4] \\
\end{align*}
\]

### 1.6 Schur functions

A combinatorial definition of the Schur functions is given in Section 2 which we shall generalize to the \( k \)-Schur functions in Section 2.2 and the dual \( k \)-Schur functions in Section 2.4. For now we start with two (equivalent) algebraic definitions.

**Definition 1.35.** The Schur functions \( s_\lambda \) are the unique basis of \( \Lambda \) for which

1. \( \langle s_\lambda, s_\mu \rangle = \delta_{\lambda \mu} \) for any partitions \( \lambda, \mu \);

2. \( s_\lambda = m_\lambda + \text{terms of the form } r_{\lambda \mu} m_\mu \) for partitions \( \mu \) of \( |\lambda| \) with \( \mu < \lambda \) in dominance order.

We have chosen this as the definition of the Schur functions because it naturally generalizes to the Hall–Littlewood and Macdonald symmetric functions (which we shall introduce in the next few pages). There are many formulas known for the Schur functions which can either be taken as a defining relation or as a consequence. In the next section we shall shift perspectives and consider the Schur functions as the family of symmetric functions which satisfy the Pieri rule (see Equation (2.2)).
Example 1.36. In the following we abbreviate $s_{(2,1)}$ by $s_{21}$ if there is no confusion about the parts. By definition we have that

$$s_{111} = m_{111}$$

and we may proceed by calculating Gram-Schmidt orthonormalization. For instance, since $s_{111} = m_{111} = e_3 = h_{111} - 2h_{21} + h_3$ we have

$$s_{21} = m_{21} - \langle m_{21}, s_{111} \rangle s_{111} = m_{21} + 2m_{111} .$$

If then $s_{21}$ is expanded in the homogeneous basis, we see that it is $s_{21} = h_{21} - h_3$. Finally, to calculate $s_3$ we note that

$$s_3 = m_3 - \langle m_3, s_{21} \rangle s_{21} - \langle m_3, s_{111} \rangle s_{111} = m_3 + m_{21} + m_{111} .$$

Sage Example 1.37. If we wanted to check Example 1.36 using SAGE, we could define $h$ and $m$ as in Sage Example 1.34 and then run

```
sage: Sym = SymmetricFunctions(QQ)
sage: s = Sym.schur()
sage: m = Sym.monomial()
sage: h = Sym.homogeneous()
sage: m(s[1,1,1])
m[1, 1, 1]
sage: h(s[1,1,1])
h[1, 1, 1] - 2*h[2, 1] + h[3]
```

etc.. We can also obtain the expansion of the Schur functions into power sum symmetric functions:

```
sage: p = Sym.power()
sage: s = Sym.schur()
sage: p(s[1,1,1])
1/6*p[1, 1, 1] - 1/2*p[2, 1] + 1/3*p[3]
sage: p(s[2,1])
1/3*p[1, 1, 1] - 1/3*p[3]
sage: p(s[3])
1/6*p[1, 1, 1] + 1/2*p[2, 1] + 1/3*p[3]
```

and the following calculation shows that the Schur functions are orthogonal:

```
sage: s[2,1].scalar(s[1,1,1])
0
sage: s[2,1].scalar(s[2,1])
1
```
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Since the Schur functions form a basis of the ring of symmetric functions \( \Lambda \), a product of two Schur functions can again be expanded in terms of Schur functions:

\[
s_\lambda s_\mu = \sum_\nu c^\nu_{\lambda\mu} s_\nu. \tag{1.25}\]

It turns out that the coefficients \( c^\nu_{\lambda\mu} \), called Littlewood–Richardson coefficients, are non-negative integer coefficients. The famous Littlewood–Richardson rule \([118]\) provides a combinatorial expression for the coefficients \( c^\nu_{\lambda\mu} \). It says that \( c^\nu_{\lambda\mu} \) is equal to the number of semi-standard tableaux of skew shape \( \nu/\lambda \) and weight \( \mu \) whose column reading word is Yamanouchi. Here \( \lambda, \mu, \nu \) are partitions and a semi-standard tableau of shape \( \nu/\lambda \) is a filling of the skew shape which is weakly increasing across rows and strictly increasing up columns. The weight of a tableau or word is \( \mu = (\mu_1, \mu_2, \ldots) \), where \( \mu_i \) counts the number of \( i \) in the tableau or word. Furthermore, a word is Yamanouchi if all right subwords have partition weight.

Remarkably, Schur functions and their Littlewood–Richardson coefficients tie into the study of the geometry of the Grassmannian \( \text{Gr}_{\ell n} \) (the manifold of \( \ell \)-dimensional subspaces of \( \mathbb{C}^n \)). The cohomology ring of \( \text{Gr}_{\ell n} \) has a basis of Schubert classes \( \sigma_\lambda \), indexed by shapes \( \lambda \in \mathcal{P}_{\ell n} \) contained in an \( \ell \times (n - \ell) \) rectangle. The intersection numbers are encoded by the structure constants of \( H^*(\text{Gr}_{\ell n}) \) in the Schubert basis:

\[
\sigma_\lambda \cup \sigma_\mu = \sum_{\nu \in \mathcal{P}_{\ell n}} c^\nu_{\lambda\mu} \sigma_\nu. \tag{1.26}\]

The explicit understanding of \( H^*(\text{Gr}_{\ell n}) \) and of these intersections is gained by Schur functions. Letting \( I = \langle e_{n-\ell+1}, \ldots, e_n \rangle \) and \( \Lambda(\ell) = \mathbb{Q}[h_1, h_2, h_3, \ldots, h_\ell] \), there is an isomorphism,

\[
H^*(\text{Gr}_{\ell n}) \cong \Lambda(\ell)/I, \tag{1.27}\]

under which \( \sigma_\lambda \) corresponds to \( s_\lambda \). Importantly, \( s_\nu \in I \) when \( \nu \notin \mathcal{P}_{\ell n} \), and thus the structure constants of \( H^*(\text{Gr}_{\ell n}) \) are none other than the Littlewood–Richardson coefficients (1.25) for Schur function products.

The ring of symmetric functions is also endowed with a Hopf algebra structure. A systematic study of \( \Lambda \) from the Hopf algebra perspective is given in [160], see also [120]. In particular, the coproduct on the Schur basis is given in terms of the Littlewood–Richardson coefficients

\[
\Delta(s_\nu) = \sum_{\lambda, \mu} c^\nu_{\lambda\mu} s_\lambda \otimes s_\mu. \tag{1.28}\]

There is also an algebraic involution on \( \Lambda \) for which \( \omega(h_\lambda) = e_\lambda \) and \( \omega(p_\lambda) = (-1)^{|\lambda|-\ell(\lambda)} p_\lambda \) and \( \omega(s_\lambda) = s_\lambda' \).

With the scalar product it is natural to introduce the operation which is dual to multiplication. That is, for a homogeneous symmetric function \( f \) of degree \( k \), multiplication
by \( f \) is an operation which will raise the degree of a symmetric function by \( k \), and the notation \( f^\perp \) will represent an operator that will lower a symmetric function by degree \( k \) and its action is defined as

\[
f^\perp(g) = \sum_\lambda \langle g, fs_\lambda \rangle s_\lambda = \sum_\lambda \langle g, fh_\lambda \rangle m_\lambda .
\]  

(1.29)

The reason why we introduce these operators is that we find that we can define ‘creation operators’ for the Schur functions which allow us to show that the Schur functions satisfy the Pieri rule. Set \( S_m = \sum_{r \geq 0} (-1)^r h_{m+r} e_r^\perp \). The sum is apparently infinite but we need only calculate up to \( r \) equal to the degree of the symmetric function it is acting on. These operators have the property that for a partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell) \) and \( m \geq \lambda_1 \),

\[
S_m s_\lambda = s_{(m, \lambda_1, \lambda_2, \ldots, \lambda_\ell)} .
\]  

(1.30)

One reason these operators are particularly useful is that commutation rules such as 

\[
p_r S_m = S_m p_r + S_{m+r} \quad \text{and} \quad e_r S_m = S_{m+1} e_{r-1} + S_m e_r \quad \text{and} \quad h_r S_m = \sum_{i=0}^r S_{m+i} h_{r-i}
\]

can be used to show the Murnaghan–Nakayama rule and the Pieri rules (respectively). We will also use the operators \( S_m \) to express creation operators for the Hall–Littlewood symmetric functions and a means for computing them. In particular,

\[
s_\lambda = S_{\lambda_1} S_{\lambda_2} \cdots S_{\lambda_\ell(1)}.
\]

### 1.7 Hall–Littlewood symmetric functions

The Hall–Littlewood symmetric functions have a definition which is similar to that of the Schur functions. These functions form a basis of the ring of symmetric functions over a field containing a parameter \( t \). We work in the fraction field over the polynomials in the parameter \( t \), and set

\[
\Lambda_t = \mathbb{Q}(t)[h_1, h_2, h_3, \ldots] .
\]  

(1.31)

The functions \( Q_\lambda[X; t] \) are defined as the family of symmetric functions satisfying

\[
Q_\lambda[X; t] = s_\lambda + \text{terms of the form } r_{\lambda\mu}(t)s_\mu \text{ for } \mu > \lambda
\]

and

\[
\langle Q_\lambda[X; t], Q_\mu[X; t] \rangle_t = 0 \text{ if } \lambda \neq \mu
\]

where the scalar product \( \langle \cdot , \cdot \rangle_t \) is defined so that

\[
\langle p_\lambda, p_\mu \rangle_t = z_\lambda \delta_{\lambda\mu} \prod_i (1 - t^{\lambda_i}) .
\]  

(1.32)
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By this definition of the $t$-scalar product, we see that $\langle p_\lambda, p_\mu \rangle_t = \langle p_\lambda[X], p_\mu[X(1-t)] \rangle$, where on the right hand side we have used the usual scalar product from Equation (1.23).

We will mainly be using the scalar product from Equation (1.23), so define $\{P_\lambda[X; t]\}_{\lambda \vdash n}$ to be the dual basis to the basis $\{Q'_\lambda[X; t]\}_{\lambda \vdash n}$. Since we know that

$$\langle Q'_\lambda[X; t], Q'_\mu[X(1-t); t] \rangle = 0 \quad \text{if} \quad \lambda \neq \mu,$$

we must have $P_\lambda[X; t] = c_\lambda Q'_\lambda[X(1-t); t]$ for some coefficients $c_\lambda$. Explicit formulas for the coefficient $c_\lambda$ are known, but since

$$1 = \langle Q'_\lambda[X; t], P_\lambda[X; t] \rangle = \langle Q'_\lambda[X; t], c_\lambda Q'_\lambda[X(1-t); t] \rangle,$$

it follows that $c_\lambda = \langle Q'_\lambda[X; t], Q'_\lambda[X(1-t); t] \rangle^{-1}$.

**Example 1.38.** We compute the Hall–Littlewood symmetric functions for partitions of 3 using this method to demonstrate how they might be implemented in a computer program.

The triangularity relation shows that $Q'_3 = s_3$. Then $Q'_2$ is defined as

$$Q'_2 = s_2 - \frac{\langle s_2, Q'_3 \rangle_t}{\langle Q'_3, Q'_3 \rangle_t} Q'_3.$$

By calculating from the expansion of the Schur functions in the power sums as in Example 1.37, we have that $\langle s_2, s_3 \rangle_t = t^2 - t$ and $\langle s_3, s_3 \rangle_t = 1 - t$. We conclude that $Q'_2 = s_2 + ts_3$.

Similarly we can compute the last Hall–Littlewood symmetric function of size 3 by the computation

$$Q'_{111} = s_{111} - \frac{\langle s_{111}, Q'_2 \rangle_t}{\langle Q'_2, Q'_2 \rangle_t} Q'_2 - \frac{\langle s_{111}, Q'_3 \rangle_t}{\langle Q'_3, Q'_3 \rangle_t} Q'_3.$$

Using the previous examples it is not difficult to compute the scalar products $\langle s_{111}, s_{21} \rangle_t = t^2 - t$, $\langle s_{111}, s_3 \rangle_t = t^2 - t^3$, $\langle s_{21}, s_{21} \rangle_t = (1-t)(1-t+t^2)$. From these computations we compute that

$$Q'_{111} = s_{111} + (t + t^2)s_{21} + t^3s_3.$$

There are other ways of computing the Hall–Littlewood symmetric functions. They can also be defined by means of ‘creation’ operators that generalize the creation operators for the Schur functions. Define

$$B_m = \sum_{i,j \geq 0} (-1)^i t^j h_{m+i+j} h_j^+ = \sum_{j \geq 0} t^j S_{m+j} h_j^+. \quad (1.33)$$

This family of operators [66] has the property that if $m \geq \lambda_1$,

$$B_m(Q'_\lambda[X; t]) = Q'_{(m, \lambda_1, \lambda_2, \ldots, \lambda_t)}[X; t]. \quad (1.34)$$

These operators will play an important role in one of the definitions of the $k$-Schur functions in Section 3.
Sage Example 1.39. In SAGE, Example 1.38 can be checked as follows. Note that now we need to define the Schur functions over the base ring of the Hall–Littlewood functions:

```python
sage: Sym = SymmetricFunctions(FractionField(QQ("t")))
sage: Qp = Sym.hall_littlewood().Qp()
sage: Qp.base_ring()
Fraction Field of Univariate Polynomial Ring in t over Rational Field
sage: s = Sym.schur()
sage: s(Qp[1,1,1])
s[1, 1, 1] + (t^-2 + t)*s[2, 1] + t^-3*s[3]
```

Recall the map \( \theta_{qt}(q, t) \) of Equation (1.20) which sends \( p_k \mapsto p_k(1 - q^k)/(1 - t^k) \). Then we can transform the usual scalar product \( \langle \cdot, \cdot \rangle \) to the scalar product for the Hall–Littlewood polynomials \( \langle \cdot, \cdot \rangle \) of (1.32) by setting \( t = 0 \) and replacing \( q \) by \( t \) in \( \theta_{qt}(q, t) \), that is \( \theta_{qt}(t, 0) \). We can now check our previous computation for \( \langle s_{21}, s_3 \rangle_t \) in SAGE as follows:

```python
sage: t = Qp.t
sage: s[2,1].scalar(s[3].theta_qt(t,0))
t^2 - t
```

We can also check (1.34):

```python
sage: s(Qp([1,1])).hl_creation_operator([3])
s[3, 1, 1] + t*s[3, 2] + (t^-2 + t)*s[4, 1] + t^-3*s[5]
sage: s(Qp([3,1,1]))
s[3, 1, 1] + t*s[3, 2] + (t^-2 + t)*s[4, 1] + t^-3*s[5]
```

1.8 Macdonald symmetric functions

Finally we introduce the Macdonald symmetric functions which form a basis of the space of the symmetric functions with two parameters

\[
\Lambda_{q,t} = \mathbb{Q}(q,t)[h_1, h_2, h_3, \ldots].
\]  

(1.35)

We provide here a definition of the Macdonald symmetric functions that generalizes those of the Hall–Littlewood and Schur functions introduced in the previous sections. The Macdonald symmetric functions \( H_\lambda[X; q, t] \) are defined so that they are the unique basis which has the property that

\[
H_\lambda[X; q, t] = r_\lambda(q, t)s_\lambda[X/(1-q)] + \text{terms of the form } r_{\lambda\mu}(q, t)s_\mu[X/(1-q)]
\]

with \( \mu > \lambda \) and

\[
\langle H_\lambda[X; q, t], H_\mu[X; q, t] \rangle_{qt} = 0 \text{ if } \lambda \neq \mu
\]
where the scalar product $\langle \cdot, \cdot \rangle_{qt}$ is defined so that

$$\langle p_{\lambda}, p_{\mu} \rangle_{qt} = z_{\lambda} \delta_{\lambda \mu} \prod_i (1 - q^{\lambda_i})(1 - t^{\mu_i}).$$

In addition, the condition that $\langle H_{\lambda}[X; q, t], s_{(n)}[X] \rangle = t^{n(\lambda)}$ determines the correct scalar multiple of the elements.

**Sage Example 1.40.** Here we show how to expand the Macdonald symmetric functions in terms of Schur functions for all partitions of 3:

```python
sage: Sym = SymmetricFunctions(FractionField(QQ['q,t']))
sage: Mac = Sym.macdonald()
sage: H = Mac.H()
sage: s = Sym.schur()
sage: for la in Partitions(3):
....:     print "H", la, "=" , s(H(la))
H [3] = q^3*s[1, 1, 1] + (q^2+q)*s[2, 1] + s[3]
H [2, 1] = q*s[1, 1, 1] + (q*t+1)*s[2, 1] + t*s[3]
H [1, 1, 1] = s[1, 1, 1] + (t^2+t)*s[2, 1] + t^3*s[3]
```

When $q = 0$, the expansion is upper triangular with respect to dominance order. In particular, $H_{\lambda}[X; 0, t] = Q'_{\lambda}[X; t]$.

```python
sage: Sym = SymmetricFunctions(FractionField(QQ['t']))
sage: Mac = Sym.macdonald(q=0)
sage: H = Mac.H()
sage: s = Sym.schur()
sage: for la in Partitions(3):
....:     print "H", la, "=" , s(H(la))
H [2, 1] = s[2, 1] + t*s[3]
H [1, 1, 1] = s[1, 1, 1] + (t^2+t)*s[2, 1] + t^3*s[3]
```

and when $t = 0$ it is lower triangular

```python
sage: Sym = SymmetricFunctions(FractionField(QQ['q']))
sage: Mac = Sym.macdonald(t=0)
sage: H = Mac.H()
sage: s = Sym.schur()
```
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sage: for la in Partitions(3):
....:     print "H", la, "=", s(H(la))
H [3] = q^3*s[1, 1, 1] + (q^2+q)*s[2, 1] + s[3]
H [2, 1] = q*s[1, 1, 1] + s[2, 1]
H [1, 1, 1] = s[1, 1, 1]

Macdonald [119] introduced the symmetric functions that bear his name in 1988 by expanding on the work of Kevin Kadell (see notes in [120, p. 387]). Attraction to researching Macdonald polynomials grew from conjectures giving combinatorial, geometric, and representation theoretic meaning to the Macdonald/Schur coefficients

\[ K_{\lambda \mu}(q,t) := \langle H_{\mu}[X; q,t], s_{\lambda} \rangle, \quad (1.36) \]

usually referred to as the Macdonald–Kostka or \( q,t \)-Kostka coefficients. From the definition that we have presented here, it is not even clear that these coefficients are polynomials in \( q \) and \( t \). Nevertheless, Macdonald conjectured that they are in fact positive sums of monomials in \( q \) and \( t \); that is, \( K_{\lambda \mu}(q,t) \in \mathbb{N}[q,t] \). These coefficients have since been a matter of great interest.

When \( q = 0 \), the Kostka-Foulkes polynomials \( K_{\lambda \mu}(0,t) \) are the Hall-Littlewood/Schur transition coefficients since \( H_{\lambda}[X;0,t] = Q'_{\lambda}[X;t] \). Kostka–Foulkes polynomials appear in other contexts including affine Kazhdan–Lusztig theory [111] and affine tensor product multiplicities [130, 144]. Moreover, these polynomials encode the dimensions of certain bigraded \( S_n \)-modules [51]. Lascoux and Schützenberger [107] give an intrinsically positive formula for \( K_{\lambda \mu}(0,t) \) using tableaux which we now describe.

Recall that a semi-standard tableau is a nested sequence of partitions such that consecutive partitions form a horizontal strip, also identified by a filling of a partition with the integers so that the label of the integer \( i \) indicates the cells which are added between the \((i-1)^{st}\) and \( i^{th}\) partition in the sequence. The horizontal strip condition ensures that the entries increase strictly (resp. weakly) along columns (resp. rows). A semi-standard tableau has weight \( \mu \) when there are \( \mu_i \) labels of \( i \). When \( \mu \) forms a partition, the tableau is said to have partition weight and when the weight is \((1,1,\ldots,1)\), the tableau is called standard. A statistic (non-negative integer) called charge, defined in [107], can be associated to each semi-standard tableau. Here, we describe charge for any semi-standard tableaux with partition weight.

First consider the definition of charge on a standard tableau \( T \). Define the index \( I \) of \( T \), starting from \( I_1 = 0 \), by

\[
I_r = \begin{cases} 
I_{r-1} + 1 & \text{if } r \text{ is east of } r-1 \\
I_{r-1} & \text{otherwise},
\end{cases} \quad (1.37)
\]

for \( r = 2, \ldots, n \). The charge of \( T \) is the sum of entries in \( I(T) \). The notion of charge is easily extended to a generic semi-standard tableau by successively computing the index of an appropriate choice of \( i \) cells containing the letters 1, 2, \ldots, \( i \).
**Definition 1.41.** From a specific $x$ in cell $c$ of a tableau $T$, the desired choice of $x + 1$ is the south-easternmost one lying above $c$. If there are none above $c$, the choice is the south-easternmost $x + 1$ in all of $T$.

Consider now any semi-standard tableau $T$ with partition weight. Starting from the rightmost 1 in $T$, use Definition 1.41 to distinguish a standard sequence of $i$ cells containing $1, 2, \ldots, i$. Compute the index and then delete all cells in this sequence. Repeat the process on the remaining cells. The total charge is defined to be the sum of all the index vectors.

**Example 1.42.**

\[
\begin{align*}
I &= [0, 0, 0, 0, 1, 1, 2] \\
I &= [0, 0, 1, 1, 1] \\
I &= [0, 1, 1]
\end{align*}
\]

so that the charge is 9.

We can check this in SAGE:

```
sage: t = Tableau([[1,1,1,2,3,7],[2,2,3,5],[3,4],[4,5],[6]])
sage: t.charge()
9
```

This given, with the shape of a semi-standard tableau $T$ denoted by \texttt{shape}$(T)$ and the charge denoted \texttt{charge}$(T)$, it is proven in [107] that

\[
K_{\lambda\mu}(0,t) = \sum_{\substack{\text{weight}(T) = \mu \\text{shape}(T) = \lambda}} t^{\text{charge}(T)}.
\]  

(1.38)

Despite having such concrete results for the $q = 0$ case, it was a big effort just to establish polynomiality for general $K_{\lambda\mu}(q,t)$ [53, 70, 71, 100, 142]. The geometry of Hilbert schemes was finally needed to prove positivity [60, 61], where Haiman completed his proof by showing that there is a representation theoretical model (often referred to as the “$n!$ conjecture” [50]) for which these coefficients are formulas for graded multiplicities of occurrences of irreducible representations. A formula in the spirit of (1.38) still remains a mystery.

There are other ways to express the charge. For example in [115] a different formulation of charge is used, which comes from the Ram–Yip formula for Macdonald polynomials [137], and is related to the quantum Bruhat graph, which first arose in connection with the quantum cohomology of the flag variety [24, 49]. This point of view is dual to the description above in the sense that the positions of the entries in a tableau $T$ are recorded by columns.
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$b_1 \cdots b_n$, where $n$ is the value of the largest letter in $T$. Column $b_i$ records the column positions of the letters $i$ in $T$, where the columns of $T$ are labelled from right to left.

We attach to $b_1 \cdots b_n$ a reordered filling $c := c_1 \cdots c_n$ according to the following algorithm, which is based on the circular order $\prec_i$ on $[m]$ starting at $i$, namely $i \prec_i i + 1 \prec_i \cdots \prec_i m \prec_i 1 \prec_i \cdots \prec_i i - 1$. Here $m$ is the width of $T$.

**Algorithm 1.43.**

let $c_1 := b_1$;
for $j$ from 2 to $n$ do
    for $i$ from 1 to height of $b_j$ do
        let $c_j(i) := \min (b_j \setminus \{c_j(1), \ldots, c_j(i-1)\}, \prec_i c_j-1(i))$
    end do;
end do;
return $c := c_1 \ldots c_n$.

Then the charge of $T$ is

$$\text{charge}(T) = \sum_{\gamma \in \text{Des}(c)} \text{arm}(\gamma),$$

where $\text{Des}(c)$ are all boxes in $c$ which contain a descent with the box directly to the right and $\text{arm}(\gamma)$ is the arm length of the box $\gamma$, that is the number of boxes to the right of $\gamma$.

**Example 1.44.** Let us consider the tableau $T$ of Example 1.42. Then

$$b = \begin{array}{cccc}
6 & 6 & 6 \\
5 & 5 & 4 & 6 & 5 \\
4 & 3 & 2 & 5 & 3 & 6 & 1
\end{array} \quad \text{and} \quad c = \begin{array}{cccc}
6 & 3 & 4 \\
5 & 6 & 2 & 5 & 5 \\
4 & 5 & 6 & 3 & 6 & 1
\end{array}$$

where the boxes with descents are in bold, so that charge($T$) = 2 + 3 + 3 + 1 = 9.

1.9 Empirical approach to $k$-Schur functions

The $k$-Schur functions came out of a study of the $q,t$-$Kostka$ coefficients and this study [92] led to a refinement of Macdonald’s positivity conjecture; for any fixed integer $k > 0$ and each $\lambda \in \mathcal{P}^k$ (a partition where $\lambda_1 \leq k$),

$$H_\lambda[X; q, t] = \sum_{\mu \in \mathcal{P}^k} K^{(k)}_{\mu \lambda}(q,t) A^{(k)}_{\mu}[X; t] \quad \text{where} \quad K^{(k)}_{\mu \lambda}(q,t) \in \mathbb{N}[q,t], \quad (1.39)$$

for some family of polynomials defined by certain sets of tableaux $A^{(k)}_{\mu}$ as:

$$A^{(k)}_{\mu}[X; t] = \sum_{T \in A^{(k)}_{\mu}} t^{\text{charge}(T)} s_{\text{shape}(T)}. \quad (1.40)$$
In [92], Lapointe, Lascoux, and Morse conjectured that such \( \{A_{\mu}^{(k)}[X; t]\}_{\mu_1 \leq k} \) exists and forms a basis for
\[
\Lambda^t_{(k)} = \text{span}\{H_\lambda[X; q, t]\}_{\lambda_1 \leq k}.
\]
They also conjectured that more remarkably, for any \( k' > k \),
\[
A_{\lambda}^{(k)}[X; t] = \sum_\mu B_{\lambda,\mu}^{(k, k')} (t) A_{\mu}^{(k')}[X; t] \quad \text{where} \quad B_{\lambda,\mu}^{(k, k')} (t) \in \mathbb{N}[t], \quad (1.41)
\]
Given that \( A_{\mu}^{(k)}[X; t] = s_{\mu} \) for \( k \geq |\mu| \), the decomposition (1.39) strengthens Macdonald’s conjecture. Although these new bases arose in the context of Macdonald polynomials, pursuant work led to unexpected connections with geometry, physics, and representation theory. At the root, \( \{A_{\mu}^{(k)}[X; t]\} \) generalizes the very aspects of the Schur basis that make it so fundamental and wide-reaching. As such, the functions are called \( k \)-Schur functions.

Before we give any formal definition for \( k \)-Schur functions, we begin with some computational examples that demonstrate how this all came about.

**Example 1.45.** Consider the Hall–Littlewood symmetric functions that are spanned by partitions of 3 and 4 with \( \lambda_1 \leq 2 \):
\[
Q'_{111}[X; t] = s_{111} + (t + t^2)s_{21} + t^3 s_3 \\
Q'_{21}[X; t] = s_{21} + ts_3
\]
and
\[
Q'_{1111}[X; t] = s_{1111} + (t + t^2 + t^3)s_{211} + (t^2 + t^4)s_{22} + (t^3 + t^4 + t^5)s_{31} + t^6 s_4 \\
Q'_{211}[X; t] = s_{211} + ts_{22} + (t + t^2)s_{31} + t^3 s_4 \\
Q'_{22}[X; t] = s_{22} + ts_{31} + t^2 s_4.
\]
The first clue of the existence of 2-Schur functions is to notice that there is a set of symmetric functions \( A_{\lambda}^{(2)}[X; t] \) for \( \lambda \vdash 3, 4 \) such that \( \lambda_1 \leq 2 \) and
- they form a basis for this subset of Hall–Littlewood symmetric functions that have coefficients that are non-negative polynomials in \( t \) when expanded in the Schur basis;  
- when expanded in the Hall–Littlewood basis have a term \( Q'_{\lambda}[X; t] \) and all other terms are larger in dominance order;  
- have a leading term in the Schur basis which is \( s_\lambda \) and are in the linear span of Schur functions indexed by partitions which are larger than \( \lambda \) in dominance order;  
- if the involution \( \omega \) is applied and \( t \) is replaced by \( 1/t \), then the 2-Schur function is equal to another 2-Schur function up to a power of \( t \).
the Schur function indexed by the partition which is largest in dominance order is a power of $t$ times $s_{(\lambda^k)^\vee}$ (indexed by the conjugate of the $k$-conjugate of $\lambda$);

- for which the Macdonald symmetric functions are positive when expressed in terms of these elements (have coefficients which are polynomials in $q$ and $t$ with non-negative integer coefficients).

It turns out that these conditions are enough to characterize the 2-Schur functions. The triangularity conditions with respect to the Hall–Littlewood polynomials and the Schur functions require that $A^{(2)}_{22}[X; t] = s_{22} + ts_{31} + t^2 s_4$. Then again by triangularity and positivity we have $A^{(2)}_{211}[X; t] = s_{211} + ts_{31}$, and finally $A^{(2)}_{1111}[X; t] = s_{1111} + ts_{211} + t^2 s_{22}$.

**Sage Example 1.46.** The conditions involving the $k$-conjugate of the partition can easily be checked

```sage
sage: la = Partition([2,2])
sage: la.k_conjugate(2).conjugate()
[4]
sage: la = Partition([2,1,1])
sage: la.k_conjugate(2).conjugate()
[3, 1]
sage: la = Partition([1,1,1,1])
sage: la.k_conjugate(2).conjugate()
[2, 2]
```
as well as the statement about the application of $\omega$ composed with $t \mapsto 1/t$:

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ["t"]))
sage: ks = Sym.kschur(2)
sage: ks[2,2].omega_t_inverse()
1/t^2*ks2[1, 1, 1, 1]
sage: ks[2,1,1].omega_t_inverse()
1/t*ks2[2, 1, 1]
sage: ks[1,1,1,1].omega_t_inverse()
1/t^2*ks2[2, 2]
```

We can also check the positive expansion of the Macdonald polynomials:

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ["q,t"]))
sage: H = Sym.macdonald().H()
sage: ks = Sym.kschur(2)
sage: ks(H[2,2])
q^2*ks2[1, 1, 1, 1] + (q*t+q)*ks2[2, 1, 1] + ks2[2, 2]
sage: ks(H[2,1,1])
```
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$q*ks2[1, 1, 1, 1] + (q*t^2+1)*ks2[2, 1, 1] + t*ks2[2, 2]

sage: ks(H[1,1,1,1])
ks2[1, 1, 1, 1] + (t^3+t^2)*ks2[2, 1, 1] + t^4*ks2[2, 2]

At $k = 3$, the above conditions are no longer a complete characterization of the $k$-Schur functions and it is difficult to guess what $A_\lambda^{(3)}$ is for some of the partitions at $\lambda \vdash 7$. We add as a last condition that the $k$-Schur functions should be the ‘smallest’ basis with the above properties. The existence of such a basis alone is enough to recognize that there is something remarkable about the $k$-Schur functions, because it is unusual to see a basis for which the Macdonald symmetric functions expand positively.

Example 1.47. At $k = 3$, the triangularity condition for the Hall–Littlewood basis implies that,

$$A_{331}^{(3)}[X;t] = Q'_{331}[X;t] = s_{331} + ts_{421} + (t + t^2)s_{43} + t^2 s_{511} + (t^2 + t^3)s_{52}$$
$$+ (t^3 + t^4)s_{61} + t^5 s_7$$

and since

$$Q'_{322}[X;t] = s_{322} + ts_{331} + (t + t^2)s_{421} + (t^2 + t^3)s_{43} + t^3 s_{511}$$
$$+ (t^2 + t^3 + t^4)s_{52} + (t^4 + t^5)s_{61} + t^6 s_7,$$

we can use the triangularity and positivity properties from above that imply $A_{322}^{(3)}[X;t]$ must be given by

$$A_{322}^{(3)}[X;t] = Q'_{322}[X;t] - tQ'_{331} = s_{322} + ts_{421} + t^2 s_{52}.$$  

However, to try to determine $A_{3211}^{(3)}[X;t]$, we calculate

$$Q'_{3211}[X;t] = s_{3211} + ts_{322} + (t + t^2)s_{331} + ts_{4111} + (t + t^2 + t^3)s_{421}$$
$$+ (t^2 + t^3 + t^4)s_{43} + (t^2 + t^3 + t^4)s_{511} + (2t^3 + t^4 + t^5)s_{52}$$
$$+ (t^4 + t^5 + t^6)s_{61} + t^7 s_7,$$

and it is difficult to tell from the conditions above whether $A_{3211}^{(3)}$ should be $Q'_{3211}[X;t] - t^2Q'_{331}[X;t]$ or $Q'_{3211}[X;t] - tQ'_{322}[X;t]$ or some other linear combination of terms.

We leave it as an exercise for the reader to calculate $A_{111}^{(2)}[X;t], A_{21}^{(2)}[X;t]$ from (1.42), using the properties in Example 1.45 as a characterization. With the additional symmetric function $Q'_{11}[X;t] = s_{31} + ts_{4}$, it is a worthwhile exercise to determine the symmetric functions $A_{31}^{(3)}[X;t], A_{22}^{(3)}[X;t], A_{211}^{(3)}[X;t]$ and $A_{1111}^{(3)}[X;t]$ to see how it might be possible to define the $k$-Schur functions for small values by experimentation.
Once it is clear that these symmetric functions exist, it is a matter of determining an algorithm or a formula for computing them. It was along these lines that Lapointe, Lascoux, and Morse discovered $k$-Schur functions and their first formula appeared in [93] where a method is given for constructing the sets $A_\lambda$ in (1.40). Subsequently, various conjecturally equivalent definitions have arisen, each having different benefits and detriments. In the following section we present a construction for $k$-Schur functions when the parameter $t$ is set to one and the parameter case is then addressed in Section 3.

1.10 Notes on references

The combinatorics of affine permutations can be expressed in terms of combinatorial models other than $k$-bounded partitions and $(k+1)$-cores such as abaci, windows, codes, and $k$-castles [12, 21, 38, 41, 103]. Certain combinatorial aspects of $k$-Schur functions are best expressed in terms of $k$-bounded partitions whereas others are better suited to $(k+1)$-cores or affine permutations. It could be that other formulations for the index set are well suited for expressing properties which have not yet been discovered.

For symmetric function notation we generally follow the notation of Macdonald [120] with the addition of the use of plethystic notation (see Equation (1.19)) to encode certain transformations of alphabets. The scalar product $\langle \cdot, \cdot \rangle_t$ defined in Section 1.7 and $\langle \cdot, \cdot \rangle_{qt}$ defined in Section 1.8 are not the scalar products that are used in [120], but they are the scalar products needed in order to define the Hall–Littlewood $Q'$-basis and the Macdonald $H$-basis that we will use in subsequent sections. Macdonald does not use the $H$-basis in [120], however it is a transformation of the basis referred to as the integral basis (the $J$-basis) and they are related by the transformation $J_\lambda[X; q, t] = H_\lambda[X(1-t); q, t] = \theta_{t0}(H_\lambda[X; q, t])$ (see, for instance, [50, Eq. I.16]).

The operators $S_m$ defined in Equation (1.30) are usually referred to as Bernstein operators. They first appear in [160, p. 69] (see also [120, Example 29 Section I.5]). Their generalizations to creation operators for Hall–Littlewood symmetric functions is due to Jing [66] (see also [120, Example 8 Section III.5]).

2 From Pieri rules to $k$-Schur functions at $t = 1$

We first present the definition of the Schur functions as a generating function for semistandard tableaux. This presentation provides the context to show how the $k$-Schur functions and the dual $k$-Schur functions both generalize this definition of the Schur functions. We carefully explain how the algebraic Pieri rule naturally gives rise to distinguished sequences of partitions and show how the combinatorics of 'weak' and 'strong' tableaux captures these relations.
2.1 Semi-standard tableaux and a monomial expansion of Schur functions

Recall that the Schur functions satisfy the Pieri rule for multiplication of a Schur function by a homogeneous symmetric function

\[ h_1 s_\lambda = \sum_{\mu: \lambda \subseteq \mu} s_\mu \]  

(2.1)

and more generally,

\[ h_r s_\lambda = \sum_{\mu} s_\mu, \]  

(2.2)

where the sum is over all partitions \( \mu \) where \( \lambda \subseteq \mu \), \( |\mu| = |\lambda| + r \) and \( \mu/\lambda \) is a horizontal strip.

Consider how we can use these rules now to expand a homogeneous symmetric function in terms of the Schur basis. A given \( h_\lambda = h_{\lambda_1} h_{\lambda_2} \cdots h_{\lambda_\ell} \) may be seen as a sequence of operators that act on \( 1 = s_\emptyset \) which we act on, first by \( h_{\lambda_1} \), then \( h_{\lambda_2} \), and so on. We demonstrate this with the following example.

**Example 2.1.** We expand the expression \( h_{431} \) in terms of Schur functions by successive applications of the Pieri rule:

\[
h_{431} = s_{431} = (s_{4} + s_{3} + s_{2} + s_{1}) h_{1} = (s_{4} + s_{3} + s_{2} + s_{1} + s_{3} + s_{2} + s_{1} + s_{2} + s_{1}) h_{1}
\]

\[
= s_{4} + s_{3} + s_{2} + s_{1} + 2s_{3} + s_{2} + s_{1} + 2s_{2} + 2s_{1} + s_{2}
\]

Notice in the example that every term in the expansion of the product of \( h \)'s is represented by a sequence of partitions which records how that term appears in the final expression. For instance there are two terms representing \((5, 3)\), one that arose from the sequence \( \emptyset \subseteq (4) \subseteq (5, 2) \subseteq (5, 3) \) and the other which arose from the sequence \( \emptyset \subseteq (4) \subseteq (4, 3) \subseteq (5, 3) \). A sequence

\[
\lambda^{(0)} \subseteq \lambda^{(1)} \subseteq \cdots \subseteq \lambda^{(d)},
\]

(2.3)

where each \( \lambda^{(i+1)}/\lambda^{(i)} \) for \( 0 \leq i < d \) is a horizontal strip, is called a semi-standard skew tableau. When \( \lambda^{(0)} \) is empty, the sequence is called a semi-standard tableau (see also
Section 1.8). We say that the shape of the tableau is \(\lambda^{(d)}/\lambda^{(0)}\) (or \(\lambda^{(d)}\) if \(\lambda^{(0)} = \emptyset\)) and the weight of the tableau is the sequence

\[
(|\lambda^{(1)}/\lambda^{(0)}|, |\lambda^{(2)}/\lambda^{(1)}|, \ldots, |\lambda^{(d)}/\lambda^{(d-1)}|).
\]  

(2.4)

Note that for any partition there is precisely one semi-standard tableau that has both shape and weight equal to \(\lambda\). If \(\lambda\) and \(\mu\) are both partitions of the same size, then there is at least one partition of shape \(\lambda\) and weight \(\mu\) if and only if \(\lambda \geq \mu\).

A semi-standard tableau of shape \(\lambda\) is usually thought of as a filling of the partition diagram for \(\lambda\) by placing a 1 in each of the cells of \(\lambda^{(1)}/\lambda^{(0)}\), a 2 in each of the cells of \(\lambda^{(2)}/\lambda^{(1)}\), and more generally each of the cells of \(\lambda^{(i)}/\lambda^{(i-1)}\) is labelled with an \(i\). Note, iteration of the special case (2.1) ensures that each \(\lambda^{(i)}/\lambda^{(i-1)}\) contains exactly one cell. These are the tableaux of weight \((1, 1, \ldots, 1)\) and they are called standard tableaux.

**Example 2.2.** The coefficient of \(s_{5}t_{2}\) in \(h_{421}\) is equal to 2. The reason for this is that one term comes from

\[
\begin{array}{ccc}
1 & 1 & 1 \\
2 & 3 & \end{array}
\]

which is represented by the diagram

\[
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 2 & & 3
\end{array}
\]

and the other comes from

\[
\begin{array}{ccc}
1 & 1 & 1 \\
2 & 3 & \end{array}
\]

which is represented by the diagram

\[
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 2 & & 3
\end{array}
\]

**Remark 2.3.** Another useful alternative to the conventional definition of tableaux is to instead define a semi-standard tableau to be a standard tableau with certain conditions on its reading word. The reading word of a tableau is obtained by taking the entries of \(T\) from top to bottom and left to right. A tableau of weight \(\alpha\) is then a standard tableau having increasing reading words in the alphabets

\[
A_{\alpha,x} = [1 + \Sigma^{x-1}\alpha, \Sigma^{x}\alpha] \quad \text{where} \quad \Sigma^{x}\alpha = \sum_{i \leq x} \alpha_{i},
\]

(2.5)

for each \(x = 1, \ldots, \ell(\alpha)\). For example, this observation is central in the study of quasisymmetric functions.

It is typical to represent the number of semi-standard tableaux of shape \(\lambda\) and weight \(\mu\) by the symbol \(K_{\lambda\mu}\). These numbers are often referred as the *Kostka* coefficients. Based on the Pieri rule and a relatively straightforward proof by induction, we can generalize roughly what we see in the example, namely that for \(\mu \vdash m\),

\[
h_{\mu} = \sum_{\lambda \vdash m} K_{\lambda\mu} s_{\lambda}.
\]

(2.6)
From this, the monomial expansion of a Schur function can be derived. In particular, because \( \langle s_\lambda, s_\mu \rangle = \delta_{\lambda\mu} \), we can conclude that \( \langle h_\mu, s_\lambda \rangle = K_{\lambda\mu} \). The coefficient in the monomial expansion of a Schur function then pops out by the duality \( \langle m_\lambda, h_\mu \rangle = \delta_{\lambda\mu} \):

\[
s_\lambda = \sum_\mu d_{\mu\lambda} m_\mu \quad \text{where} \quad d_{\mu\lambda} = \langle h_\mu, \sum_\alpha d_{\alpha\lambda} m_\alpha \rangle = \langle h_\mu, s_\lambda \rangle = K_{\lambda\mu}.
\]

This formula provides us with a combinatorial expansion of the Schur functions in the monomial basis. We can also derive a formula in terms of variables. Note that the construction of tableaux with weight \( \alpha \) applies for any composition \( \alpha \). Let \( SSYT(\lambda, \alpha) \) be the set of tableaux with weight \( \alpha \) and shape \( \lambda \). There is an involution \([10, 110]\) on this set that maps a tableau of weight \( \alpha \) to a tableau whose weight is a permutation of \( \alpha \). Thus, given that \( K_{\lambda\alpha} = K_{\lambda\sigma(\alpha)} \),

\[
s_\lambda[X_m] = \sum_T x^T,
\]

where the sum is over all possible semi-standard tableaux of shape \( \lambda \) with entries in \( \{1, 2, \ldots, m\} \). Here \( x^T \) denotes \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_m^{\alpha_m} \), where \( \alpha \) is the weight of \( T \).

**Sage Example 2.4.** We now demonstrate on how to produce all semi-standard tableaux of a given shape and weight

\[
\text{sage: SemistandardTableaux([5,2],[4,2,1]).list()}
\]

\[
[[[1, 1, 1, 1, 2], [2, 3]], [[1, 1, 1, 3], [2, 2]]]
\]

The Kostka matrix can be computed as follows:

\[
\text{sage: P = Partitions(4)}
\]

\[
\text{sage: P.list()}
\]

\[
[[4], [3, 1], [2, 2], [2, 1, 1], [1, 1, 1, 1]]
\]

\[
\text{sage: n = P.cardinality(); n}
\]

\[
5
\]

\[
\text{sage: K = matrix(QQ,n,n,}
\]

\[
...: [[SemistandardTableaux(la, mu).cardinality()}
\]

\[
...: for mu in P] for la in P])
\]

\[
\text{sage: K}
\]

\[
[[1 1 1 1 1]
[0 1 1 2 3]
[0 0 1 1 2]
[0 0 0 1 3]
[0 0 0 0 1]]
\]

The self duality of the Schur functions is a very remarkable property. In fact, the self duality and a condition on triangularity can be taken as either the defining property for

\[
\]
Schur functions or as property which easily follows from the definition. It is this duality that implies that \( \langle h_\mu, s_\lambda \rangle \) will be the coefficient of \( s_\lambda \) in the expansion of \( h_\mu \). In the next two sections we shall introduce two bases of a subalgebra/quotient algebra which follows from ideas in this construction.

### 2.2 Weak tableaux and a monomial expansion of dual \( k \)-Schur functions

We will present the \( k \)-Schur functions as a basis of the space

\[
\Lambda(\mathcal{K}) = \mathbb{Q}[h_1, h_2, h_3, \ldots, h_k].
\]  
(2.8)

It will develop that this basis has a role in \( \Lambda(\mathcal{K}) \) that in many ways is analogous to the role of the Schur basis in the study of the symmetric function space \( \Lambda \). The algebra of \( \Lambda(\mathcal{K}) \) is no longer a self dual Hopf algebra. The algebra is dual however to a quotient of the ring of symmetric functions. We define

\[
\Lambda^{(k)} = \Lambda/\langle m_\lambda : \lambda_1 > k \rangle.
\]  
(2.9)

A basis of \( \Lambda^{(k)} \) are the elements \( h_\lambda \) for partitions \( \lambda \) where \( \lambda_1 \leq k \). The elements \( m_\lambda \) with \( \lambda_1 \leq k \) may be chosen as representatives of the dual algebra. We will present two bases: the \( k \)-Schur functions \( s^{(k)}_\lambda \) which form a basis for \( \Lambda^{(k)} \) and the dual \( k \)-Schur functions \( \tilde{F}_\lambda^{(k)} \) which are representative elements of the basis for the dual algebra \( \Lambda^{(k)} \). We proceed by defining the basis of \( k \)-Schur functions and the other will be determined by duality.

Recall by Proposition 1.3 that the \( k \)-bounded partitions of size \( m \) are in bijection with the \((k+1)\)-cores of length \( m \) (or equivalently cores with \( m \) cells with hook length of size less than or equal to \( k \)). At this point, we keep in mind that the \( k \)-bounded partition \( \lambda \) that serves as an index for either a \( k \)-Schur function or a dual \( k \)-Schur function represents the shape of a \( k+1 \)-core, \( c(\lambda) \). Sometimes we will use the properties of the partition \( \lambda \) and other times we will use the corresponding core, \( c(\lambda) \). Later, we will interpret things in the language of \( k \)-bounded partitions and affine Grassmannian elements.

We will define the \( k \)-Schur functions at \( t = 1 \) based on a weak Pieri rule for \( k \)-Schur functions (which at this point exists only as data on the computer because we deduced what it must be from the atom definition in the last chapter). This is the relation, for a \( k \)-bounded partition \( \mu \) and \( r \leq k \),

\[
h_r s^{(k)}_\mu = \sum_\lambda s^{(k)}_\lambda,
\]  
(2.10)

summing over \( k \)-bounded partitions \( \lambda \) where \( c(\lambda)/c(\mu) \) is a weak horizontal strip of size \( r \) (see Equation (1.5)).

**Example 2.5.** With \( k = 3 \), to compute \( h_1 s^{(3)}_{31} \), we find all 4-cores that cover \( c(3, 1) = (4, 1) \) in the weak order poset Figure 2.3 and there are two, one of shape \( c(3, 2) = (5, 2) \) and one
of shape \( \mathfrak{c}(3, 1, 1) = (4, 1, 1) \):
\[
h_1 s_{31}^{(3)} = s_{32}^{(3)} + s_{311}^{(3)}.
\]
To compute \( h_2 s_{31}^{(3)} \), we follow the weak horizontal chains of length 2 from \((4, 1)\) in Figure 2.3 and notice that there are two of shape \( \mathfrak{c}(3, 3) = (6, 3) \) and \( \mathfrak{c}(3, 2, 1) = (5, 2, 1) \):
\[
h_2 s_{31}^{(3)} = s_{33}^{(3)} + s_{321}^{(3)}.
\]
Note that there is a length 2 chain from \( \mathfrak{c}(3, 1) = (4, 1) \) to \( \mathfrak{c}(3, 1, 1, 1) = (4, 1, 1, 1) \), but because \( (4, 1, 1, 1)/(4, 1) \) is not a weak horizontal strip, this term is omitted. There is only one horizontal chain of length 3 from \( \mathfrak{c}(3, 1) = (4, 1) \) implying that
\[
h_3 s_{31}^{(3)} = s_{331}^{(3)}.
\]
As we have shown for usual Schur functions, the iteration of the Pieri rule can be used to inspire a family of tableaux where, in this case, their enumeration gives the coefficient of \( s_{\lambda}^{(k)} \) in the expansion of \( h_\mu s_{\emptyset}^{(k)} \). Consider the following example.

**Example 2.6.** For \( k = 4 \), we compute \( h_{431} \) in terms of \( k \)-Schur functions. We will index the \( k \)-Schur function by a diagram for a 5-core with the added cells indicated by an \( * \).
The indexing 4-bounded partition can be read off of these diagrams by counting only the non-grey cells in each row.
\[
h_{431} = h_{31} s_{(4)}^{(4)} = h_{1} s_{(4)}^{(4)} = s_{(4)}^{(4)} + s_{(4)}^{(4)}.
\]
Let \( k = 6 \) and compute an example with more terms:
\[
h_{431} = h_{1} (s_{(6)}^{(6)} + s_{(6)}^{(6)} + s_{(6)}^{(6)})
\]
\[
= (s_{(6)}^{(6)} + s_{(6)}^{(6)} + s_{(6)}^{(6)}) + (s_{(6)}^{(6)} + s_{(6)}^{(6)}) + (s_{(6)}^{(6)} + s_{(6)}^{(6)}).
\]
The iteration imposes the conditions needed to characterize a weak tableau; it must be a sequence of \((k + 1)\)-cores,
\[
\emptyset = \kappa^{(0)} \subseteq \kappa^{(1)} \subseteq \cdots \subseteq \kappa^{(d)} = \mathfrak{c}(\lambda)
\]
such that \( \kappa^{(i)}/\kappa^{(i-1)} \) is a weak horizontal strip. We say that its shape is \( \mathfrak{c}(\lambda) \) and define its weight \( \alpha \) as we did in Equation (2.4), but now using the size function on cores;
\[
\alpha_i = |\kappa^{(i)}/\kappa^{(i-1)}|_{k+1}, \quad \text{for } i = 1, \ldots, d.
\]
Let us emphasize that an entry \( \alpha_i \) of the weight does not record the number of times letter \( i \) appears in the tableau. In fact, using (1.8), we see that instead, \( \alpha_i \) records the number of distinct residues used to label the cells of \( \kappa^{(i)}/\kappa^{(i-1)} \). We can more concisely describe weak tableaux in the following terms:
Proposition 2.7. [95] Let $\kappa$ be a $(k + 1)$-core and let $\alpha = (\alpha_1, \ldots, \alpha_d)$ be a composition of $|\kappa|_{k+1}$ with no part larger than $k$. A weak tableau of weight $\alpha$ is a semi-standard filling of shape $\kappa$ with letters $1, \ldots, d$ such that the collection of cells filled with letter $i$ is labeled by exactly $\alpha_i$ distinct $(k + 1)$-residues.

Example 2.8. For $k = 6$, the weak tableaux of weight $(4, 3, 1)$ are

\[
\begin{array}{cccc}
3 & 2 & 2 & 2 \\
1 & 1 & 1 & 1 \\
\end{array} \qquad \begin{array}{cccc}
2 & 2 & 2 & 3 \\
1 & 1 & 1 & 1 \\
\end{array} \qquad \begin{array}{cccc}
2 & 2 & 2 \\
1 & 1 & 1 & 3 \\
\end{array} \qquad \begin{array}{cccc}
2 & 2 & 3 \\
1 & 1 & 1 & 2 \\
\end{array}
\]

\[
\begin{array}{cccc}
3 & 2 & 2 \\
1 & 1 & 1 & 1 \\
\end{array} \qquad \begin{array}{cccc}
2 & 3 \\
1 & 1 & 1 & 2 \\
\end{array} \qquad \begin{array}{cccc}
2 & 3 \\
1 & 1 & 1 & 1 \\
\end{array} \qquad \begin{array}{cccc}
2 & 3 \\
1 & 1 & 1 & 2 \\
\end{array} \qquad \begin{array}{cccc}
3 \\
1 & 1 & 1 & 2 \\
\end{array}
\]

For $k = 3$, we list all weak tableaux of shape $(5, 2, 1)$ which can be extracted by looking at all successions of horizontal chains (with non-increasing sizes) in Figure 2.3.

\[
\begin{array}{cccc}
6 & 4 & 5 \\
1 & 2 & 3 & 4 & 5 \\
\end{array} \qquad \begin{array}{cccc}
5 & 4 & 6 \\
1 & 2 & 3 & 4 & 6 \\
\end{array} \qquad \begin{array}{cccc}
4 & 3 & 6 \\
1 & 2 & 4 & 5 & 6 \\
\end{array} \qquad \begin{array}{cccc}
4 & 2 & 6 \\
1 & 3 & 4 & 5 & 6 \\
\end{array}
\]

\[
\begin{array}{cccc}
5 & 4 & 3 \\
1 & 1 & 2 & 3 & 4 \\
\end{array} \qquad \begin{array}{cccc}
3 & 2 & 5 \\
1 & 1 & 2 & 3 & 5 \\
\end{array} \qquad \begin{array}{cccc}
3 & 2 & 4 \\
1 & 1 & 2 & 2 & 3 \\
\end{array} \qquad \begin{array}{cccc}
3 & 2 & 4 \\
1 & 1 & 2 & 2 & 4 \\
\end{array}
\]

\[
\begin{array}{cccc}
3 & 2 & 3 \\
1 & 1 & 2 & 2 & 3 \\
\end{array} \qquad \begin{array}{cccc}
2 & 4 \\
1 & 1 & 2 & 3 \\
\end{array} \qquad \begin{array}{cccc}
2 & 4 \\
1 & 1 & 2 & 4 \\
\end{array} \qquad \begin{array}{cccc}
2 & 2 \\
1 & 1 & 1 & 2 \\
\end{array}
\]

Sage Example 2.9. In SAGE we can list all weak $k$-tableaux for a given shape and weight. For example, the two weak 6-tableaux of weight $(4, 3, 1)$ and shape $(5, 3)$ can be obtained as follows:

\[
sage: T = WeakTableaux(6, [5,3], [4,3,1])
\]
\[
sage: T.list()
[[[1, 1, 1, 1, 3], [2, 2, 2]], [[1, 1, 1, 1, 2], [2, 2, 3]]]
\]

The 13 weak 3-tableaux of shape $(5, 2, 1)$ in Example 2.8 can be obtained as

\[
sage: k = 3
\]
\[
sage: c = Core([5,2,1], k+1)
\]
\[
sage: la = c.to_bounded_partition(); la
[[3, 2, 1]]
\]
\[
sage: for mu in Partitions(la.size(), max_part = 3):
\]
..: T = WeakTableaux(k, c, mu)
..: print "weight", mu
..: print T.list()

weight [3, 3]
[]

weight [3, 2, 1]
[[[1, 1, 1, 2, 2], [2, 2], [3]]]

weight [3, 1, 1, 1]
[[[1, 1, 1, 2, 4], [2, 4], [3]], [[1, 1, 1, 2, 3], [2, 3], [4]]]

weight [2, 2, 2]
[[[1, 1, 2, 2, 3], [2, 3], [3]]]

weight [2, 2, 1, 1]
[[[1, 1, 2, 2, 4], [2, 4], [3]], [[1, 1, 2, 2, 3], [2, 3], [4]]]

weight [2, 1, 1, 1, 1]
[[[1, 1, 2, 3, 4], [2, 4], [3]], [[1, 1, 2, 3, 5], [3, 5], [4]],
[[[1, 1, 2, 3, 4], [3, 4], [5]]]

weight [1, 1, 1, 1, 1, 1]
[[[1, 3, 4, 5, 6], [2, 6], [4]], [[1, 2, 4, 5, 6], [3, 6], [4]],
[[[1, 2, 3, 4, 6], [4, 6], [5]], [[1, 2, 3, 4, 5], [4, 5], [6]]]

For any $k$-bounded partition $\lambda$ and $k$-bounded partition $\mu$, we denote the number of weak tableaux of shape $c(\lambda)$ and weight $\mu$ by $K_{\lambda\mu}^{(k)}$. These numbers, called (weak) $k$-Kostka coefficients, satisfy an important property
\begin{equation}
K_{\lambda\mu}^{(k)} = \begin{cases}
1 & \text{if } \lambda = \mu \\
0 & \text{if } \lambda \not\geq \mu,
\end{cases}
\tag{2.13}
\end{equation}
with respect to dominance order on partitions. Thus, the matrix of coefficients $\|K_{\lambda\mu}^{(k)}\|$ over all $k$-bounded partitions $\lambda$ and $\mu$ of the same size is unitriangular and thus invertible. It is with this in hand that we arrive at a family of functions that satisfy the weak Pieri rule. To be precise, $k$-Schur functions were characterized in [96] by the system obtained by taking
\begin{equation}
h_{\mu} = \sum_{\lambda : \lambda_1 \leq k} K_{\lambda\mu}^{(k)} s_{\lambda}^{(k)},
\tag{2.14}
\end{equation}
for all $k$-bounded partitions $\mu$. In fact, this system defines the $k$-Schur basis $\{s_{\lambda}^{(k)}\}_{\lambda_1 \leq k}$ because the elements $h_{\lambda}$ for $\lambda_1 \leq k$ form a basis for the space $\Lambda_{(k)}$ and the transition matrix is invertible over the integers.

**Example 2.10.** For $k = 6$, the weak tableaux in Example 2.8 tell us that
\begin{equation}
h_{431} = s_{431}^{(6)} + s_{44}^{(6)} + 2s_{53}^{(6)} + s_{521}^{(6)} + s_{611}^{(6)} + s_{62}^{(6)}.
\end{equation}
In Section 3, various different notions of \( k \)-Schur functions will be given. We will work with a running example and do a computation to give an idea of how each of the notions can be implemented and to demonstrate their relative difficulty.

**Example 2.11.** Let us calculate \( s^{(3)}_{3211} \) in terms of homogeneous symmetric functions. The \( k \)-Schur function \( s^{(k)}_\lambda \) can be computed recursively using the weak Pieri rule. The product \( h_\lambda s^{(k)}(\lambda_2, \lambda_3, \ldots, \lambda_\ell) = s^{(k)}_\lambda + \text{other terms which are indexed by } k \text{ bounded partitions } \gamma \text{ where } \lambda \text{ is smaller than } \gamma \text{ in dominance order.} \)

We begin by noting that \( h_3 s^{(3)}_{311} = s^{(3)}_{3211} \), and we thus must expand \( s^{(3)}_{311} \). This time, noting that \( h_2 s^{(3)}_{11} = s^{(3)}_{211} \) we turn to the computation of \( s^{(3)}_{11} \). Since \( h_1 s^{(3)}_{11} = s^{(3)}_{11} + s^{(3)}_2 \) and \( s^{(3)}_2 = h_2 \), we have computed \( s^{(3)}_{11} = h_{11} - h_2 \) which can be substituted back to obtain \( s^{(3)}_{211} = h_{211} - h_{22} \). We conclude that \( s^{(3)}_{3211} = h_{3211} - h_{322} \).

We leave it to the reader as an exercise to compute at least a few other of the 3-Schur functions of size 7 by hand to get a feel for the difficulty of these computations. Fortunately, the functions can be verified against a calculation using Sage.

**Sage Example 2.12.** Here we give the expansion of the \( k \)-Schur functions for \( k = 3 \) in terms of the homogeneous basis as we did in the previous example. Our current setting is the \( t = 1 \) case.

```sage
sage: Sym = SymmetricFunctions(QQ)
sage: ks = Sym.kschur(3,t=1)
sage: h = Sym.homogeneous()
sage: for mu in Partitions(7, max_part =3):
    print h(ks(mu))
```

We are now in the position to use duality to produce a second basis, this time for the algebra \( \Lambda^{(k)} \). Although we do not have a scalar product on the spaces \( \Lambda_{(k)}^{(k)} \) separately, we appeal to a pairing between the two spaces

\[
\langle \cdot, \cdot \rangle : \Lambda_{(k)}^{(k)} \times \Lambda_{(k)}^{(k)} \to \mathbb{Q},
\]

(2.15)
where $h_\mu \in \Lambda_k$ and $m_\lambda \in \Lambda_k$ are dual elements
\[
\langle h_\mu, m_\lambda \rangle = \delta_{\lambda\mu}.
\] (2.16)

This equation is precisely Equation (1.23) for the scalar product on symmetric functions.

The dual $k$-Schur functions $\tilde{F}_\lambda^{(k)}$ were introduced in [97] as the unique basis of the degree $m$ subspace of $\Lambda_k$ (with $m \geq 1$) that is dual to the basis of $\{s^{(k)}_\lambda\}_{\lambda \vdash m, \lambda \leq k}$ under the pairing (2.15). It follows from (2.14) that the enumeration of weak tableaux gives their monomial expansion:
\[
\tilde{F}_\lambda^{(k)} = \sum_{\mu : \mu_1 \leq k} \langle h_\mu, \tilde{F}_\lambda^{(k)} \rangle m_\mu
\]
\[
= \sum_{\mu : \mu_1 \leq k} \sum_{\gamma : \gamma_1 \leq k} K^{(k)}_{\gamma \mu} \langle s^{(k)}_\gamma, \tilde{F}_\lambda^{(k)} \rangle m_\mu
\]
\[
= \sum_{\mu : \mu_1 \leq k} K^{(k)}_{\lambda \mu} m_\mu.
\] (2.17)

There is an involution on the set of weak tableaux of fixed shape $c(\lambda)$ and weight $\alpha$ that sends these tableaux to the set of weak tableaux of shape $c(\lambda)$ and weight which is a permutation of $\alpha$. Thus, the dual $k$-Schur functions are the weight generating functions for weak tableaux. That is, for $(k + 1)$-core $\lambda$,
\[
\tilde{F}_\lambda^{(k)} = \sum_{T \text{ weak tab} \atop \text{shape}(T) = c(\lambda)} x^{\text{weight}(T)}.
\] (2.18)

Note that what we call the dual $k$-Schur functions here are also equal to affine Stanley symmetric functions indexed by affine Grassmannian elements. This connection is discussed with more detail in Chapter 3, Section 8.2 and Chapter 2, Section 2.5. Note that our notation differs slightly from the notation in Chapter 3 by adding a superscript indicating $k$.

**Example 2.13.** The calculation of the dual $k$-Schur function $\tilde{F}_\lambda^{(3)}$ follows immediately by extracting the weights of each weak tableau of shape $(5, 2, 1)$, listed in Example 2.8. We conclude that
\[
\tilde{F}_\lambda^{(3)} = m_{321} + 2m_{3111} + m_{222} + 2m_{2211} + 3m_{21111} + 4m_{111111}.
\]

### 2.3 Other realizations

We have now seen how the weak Pieri rule – given in terms of weak horizontal chains in the $(k + 1)$-core realization of the weak poset – leads to the family of dual $k$-Schur functions in terms of weak tableaux. Equivalently, we could have invoked the definition of weak
horizontal chains on the level of $k$-bounded partitions or on affine Grassmannian elements and this would easily give rise to characterizations for dual $k$-Schur functions in these other settings. Before we move on to draw a weight generating function characterization for $k$-Schur functions starting instead from a “strong” Pieri rule, some exposition on these other interpretations is warranted.

Let us start by retracing our steps that led from the weak Pieri rule to the generating function for dual $k$-Schur functions, this time in the setting of $k$-bounded partitions. In these terms, the weak Pieri relation is given for any partition $\lambda$ with $\lambda_1 \leq k$ to be

$$h_r s^{(k)}_\lambda = \sum_{\mu: \mu_1 \leq k} s^{(k)}_\mu,$$  \hspace{1cm} (2.19)

where the sum is over partitions $\mu$ such that $\mu/\lambda$ is a horizontal strip and $\mu^{\omega_k}/\lambda^{\omega_k}$ is a vertical strip of size $r$. Again, we use the iteration of this relation to impose conditions on a family of weak tableaux in the $k$-bounded setting.

**Example 2.14.** Iteratively, we calculate $h_{431}$ in terms of $k$-Schur functions for $k = 6$:

$$h_{431} = h_1(s^{(6)} + s^{(6)} + s^{(6)})$$

$$= (s^{(6)} + s^{(6)} + s^{(6)}) + (s^{(6)} + s^{(6)}) + (s^{(6)} + s^{(6)}).$$

**Sage Example 2.15.** SAGE can be used to verify Example 2.14:

```
sage: ks6 = Sym.kschur(6,t=1)
sage: ks6(h[4,3,1])
```

SAGE also knows that the $k$-Schur functions live in the subring $\Lambda_{(k)}$ of the ring of symmetric functions:

```
sage: Sym = SymmetricFunctions(QQ)
sage: ks = Sym.kschur(3,t=1)
sage: ks.realization_of()
3-bounded Symmetric Functions over Rational Field with t=1
sage: s = Sym.schur()
sage: s.realization_of()
Symmetric Functions over Rational Field
```

When $\lambda$ and $\mu$ are $k$-bounded partitions, the weak Kostka coefficients $K^{(k)}_{\lambda \mu}$ are interpreted to be the number of sequences of $k$-bounded partitions,

$$\emptyset = \lambda^{(1)} \subseteq \lambda^{(2)} \subseteq \cdots \subseteq \lambda^{(d)} = \lambda$$  \hspace{1cm} (2.20)
where \( \lambda^{(i)}/\lambda^{(i-1)} \) is a horizontal strip of size \( \mu_i \) and \( (\lambda^{(i)})^{\omega_k}/(\lambda^{(i-1)})^{\omega_k} \) is a vertical strip. We then follow the line of reasoning from earlier to yield (2.18), where we can instead think of weak tableaux as these sequences of \( k \)-bounded shapes.

**Example 2.16.** The seven tableaux that make up the terms in the expansion of \( h_{431} \) in terms of \( k \)-Schur functions with \( k = 6 \) are

\[
\begin{array}{ccc}
\begin{array}{llll}
3 & 2 & 2 & 2 \\
1 & 1 & 1 & 1
\end{array} & \begin{array}{llll}
2 & 2 & 2 & 3 \\
1 & 1 & 1 & 1
\end{array} & \begin{array}{llll}
2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1 & 3
\end{array} & \begin{array}{llll}
3 & 2 & 2 \\
1 & 1 & 1 & 1 & 2
\end{array} \\
\end{array}
\]

\[
\begin{array}{ccc}
\begin{array}{llll}
2 & 2 & 3 \\
1 & 1 & 1 & 1 & 2
\end{array} & \begin{array}{llll}
3 \\
2
\end{array} & \begin{array}{llll}
2 & 3 \\
1 & 1 & 1 & 1 & 2 & 2
\end{array}
\end{array}
\]

**Sage Example 2.17.** We can reproduce these tableaux in Sage using the bounded representation of weak \( k \)-tableaux:

```
sage: k = 6
sage: weight = Partition([4,3,1])
sage: for la in Partitions(weight.size(), max_part = k):
    ....:     if la.dominates(weight):
    ....:         print la
    ....:     T = WeakTableaux(k, la, weight, representation = 'bounded')
    ....:         print T.list()
```

Lastly, let us turn to the language of the affine symmetric group and retrace the steps leading to the dual \( k \)-Schur functions. Here, the weak Pieri rule is, for a \( k \)-bounded partition \( \lambda \) the corresponding affine Grassmannian element (described in Section 1.2) will be \( a(c(\lambda)) \).
which we will shorten to $a(\lambda)$. The weak Pieri rule on affine Grassmannian elements can be stated as

$$h_r s^{(k)}_\lambda = \sum_{\mu \text{ cyclically decreasing}} s^{(k)}_\mu,$$

(2.21)

where the sum is over cyclically decreasing reduced words such that there is a $k$-bounded partition $\mu$ such that $ua(\lambda) = a(\mu)$.

The iteration of this relation produces another interpretation of the weak Kostka numbers. First, for any $k$-bounded partition $\mu$, define a $\mu$-factorization of $w$ to be a decomposition of the form $w = w^{\ell(\mu)} \cdots w^1$ where each $w^i$ is a cyclically decreasing element of length $\mu_i$. Then, for $k$-bounded partitions $\lambda$ and $\mu$, $K^{(k)}_{\lambda,\mu}$ is the number of $\mu$-factorizations of $w = a(\lambda)$. In particular, if we consider the case that $\mu = (1,1,\ldots,1)$, then the weak Kostka number $K^{(k)}_{\lambda,(1^n)}$ is precisely the number of reduced words for $w = a(\lambda)$.

**Example 2.18.** Note from the previous example that the coefficient of $m_{111111}$ in $\tilde{F}^{(k)}_{521}$ is 4 indicating that there are 4 reduced words in $\tilde{S}_3$ for the affine Grassmannian element corresponding to the core $(5,2,1)$; they are $s_2 s_0 s_1 s_3 s_2 s_1 s_0 = s_0 s_2 s_3 s_2 s_1 s_0 = s_0 s_3 s_2 s_1 s_3 s_0 = s_0 s_3 s_2 s_1 s_3 s_0$.

From here, we again use the line of reasoning and duality to arrive at the interpretation for dual $k$-Schur functions as

$$\tilde{F}^{(k)}_w = \sum_{\mu} K^{(k)}_{a^{-1}(w),\mu} m_\mu,$$

(2.22)

where we have indexed the dual $k$-Schur function by an affine Grassmannian permutation to emphasize that the coefficients $K^{(k)}_{a^{-1}(w),\mu}$ represent $\mu$-factorizations of $w$. From the definition and symmetry of the weak Kostka numbers, the dual $k$-Schur functions can be suggestively written as the weight generating function:

$$\tilde{F}^{(k)}_w = \sum_{w = w^1 w^2 \cdots w^r} x^{\ell(w^1)} x^{\ell(w^2)} \cdots x^{\ell(w^r)},$$

(2.23)

over all factorizations of $w$ into products of cyclically decreasing $w^i$.

This interpretation for dual $k$-Schur functions is the starting point in [78] to a family of symmetric functions called affine Stanley symmetric functions where the condition that $w$ is affine Grassmannian is relaxed and we allow the function to be indexed by arbitrary affine permutations (not just an affine Grassmannian element). For more information see Chapter 3, Definition 3.2.

Programs to compute affine Stanley functions are in SAGE and we can do computations with dual $k$-Schur functions by taking affine Grassmannian elements.

**Sage Example 2.19.** We verify Example 2.13 in SAGE by first converting the indexing partition $(3,2,1)$ to an affine Grassmannian element:
sage: mu = Partition([3,2,1])
sage: c = mu.to_core(3)
sage: w = c.to_grassmannian()
sage: w.stanley_symmetric_function()
4*m[1, 1, 1, 1, 1, 1] + 3*m[2, 1, 1, 1, 1] + 2*m[2, 2, 1, 1] + m[2, 2, 2] + 2*m[3, 1, 1, 1] + m[3, 2, 1]
sage: w.reduced_words()
[[2, 0, 3, 2, 1, 0], [0, 2, 3, 2, 1, 0], [0, 3, 2, 3, 1, 0], [0, 3, 2, 1, 3, 0]]

Alternatively, we can access the dual \(k\)-Schur functions from the quotient space:

sage: Sym = SymmetricFunctions(QQ)
sage: Q3 = Sym.kBoundedQuotient(3,t=1)
sage: F3 = Q3.affineSchur()
sage: m = Q3.kmonomial()
sage: m(F3([3,2,1]))
4*m[1, 1, 1, 1, 1, 1] + 3*m[2, 1, 1, 1, 1] + 2*m[2, 2, 1, 1] + m[2, 2, 2] + 2*m[3, 1, 1, 1] + m[3, 2, 1]

2.4 Strong marked tableaux and a monomial expansion of \(k\)-Schur functions

The Pieri rule for the dual \(k\)-Schur functions \(\tilde{F}^{(k)}_{\lambda}\) is probably less intuitive than the one for the \(k\)-Schur functions because it does have coefficients in the expansion which are not simply 1 or 0. In the last section we gave an explicit definition of the dual \(k\)-Schur functions in (2.17), so it is possible to experiment with these elements to see how they behave under multiplication by an element \(h_r \in \Lambda^{(k)}\). Through the following computations we hope to demonstrate how it might be possible to experiment with data for the Pieri rule for the dual \(k\)-Schur functions and then later explain what that Pieri rule is.

Example 2.20. In Example 2.13 we computed the dual \(k\)-Schur function indexed by \((3, 2, 1)\) for \(k = 3\). Using the tableau definition of the dual \(k\)-Schur functions from Equation (2.17) it is possible to expand \(\tilde{F}^{(3)}_{\lambda}\) for all 3-bounded partitions \(\lambda\) of size 7 and use this to find the expansion of \(h_1\tilde{F}^{(3)}_{321}\). If the \(k\)-Schur functions up to size 7 are already known, then this also can be computed using the duality. In particular we obtain

\[
h_1\tilde{F}^{(3)}_{321} = 2\tilde{F}^{(3)}_{331} + \tilde{F}^{(3)}_{322} + 3\tilde{F}^{(3)}_{3211} + \tilde{F}^{(3)}_{31111}.
\] (2.24)

This example demonstrates that if a dual \(k\)-Schur function indexed by a partition \(\lambda\) is multiplied by \(h_1\), the resulting partitions indexing the functions in the expansion do not necessarily contain \(\lambda\) (notice that \((3, 2, 1)\) is not contained in \((3, 1, 1, 1, 1)\)).
Sage Example 2.21. We now demonstrate how the computations for Example 2.20 can be carried out in SAGE. The dual $k$-Schur functions can be accessed through the $k$-bounded quotient space:

```
sage: Sym = SymmetricFunctions(QQ)
sage: Q3 = Sym.kBoundedQuotient(3,t=1)
sage: F3 = Q3.affineSchur()
sage: h = Sym.homogeneous()
sage: f = F3[3,2,1]*h[1]; f
```

In terms of 3-bounded partitions, it is not so clear how to interpret the coefficients in the expansion in Example 2.20. However, in terms of 4-cores it becomes more obvious. The 4-core of $(3, 2, 1)$ is contained in the cores of the partitions in the expansion:

```
sage: c = Partition([3,2,1]).to_core(3)
sage: for p in f.support():
....:     print p, SkewPartition([p.to_core(3).to_partition(),c.to_partition()])
....:
[3, 1, 1, 1, 1] [[5, 2, 1, 1, 1], [5, 2, 1]]
[3, 2, 1, 1] [[6, 3, 1, 1], [5, 2, 1]]
[3, 2, 2] [[5, 2, 2], [5, 2, 1]]
[3, 3, 1] [[7, 4, 1], [5, 2, 1]]
```

The corresponding skew diagrams are

```
```

respectively. Comparing with (2.24), one is led to conjecture that the coefficient of $\tilde{F}_\mu^{(k)}$ in the expansion of $h_1\tilde{F}_\lambda^{(k)}$ equals the number of connected components of $c(\mu)/c(\lambda)$. Alternatively, we may mark the lowest rightmost cell of one of these connected components and the number of ways of marking is equal to this coefficient.

Recall that we defined a strong marked horizontal strip of size $r$ in Equation (1.10) as a sequence cores

$$
\kappa^{(0)} \Rightarrow_k \kappa^{(1)} \Rightarrow_k \kappa^{(2)} \Rightarrow_k \cdots \Rightarrow_k \kappa^{(r)}
$$

and integers $c_1 < c_2 < \cdots < c_r$ such that $(\kappa^{(i)}, \kappa^{(i-1)}, c_i)$ is a marking for each $1 \leq i \leq r$. It is in these terms that we state the Pieri rule for dual $k$-Schur functions.
Theorem 2.22. [81, Theorem 4.9] For $r \geq 1$,
\[ h_r \tilde{F}^{(k)}_\lambda = \sum_{(\kappa^{(*)}, c^*)} \tilde{F}^{(k)}_{p(\kappa^{(*)})}, \tag{2.25} \]
where the sum is over all strong marked horizontal strips
\[ \kappa^{(*)} = \left( c(\lambda) = \kappa^{(0)} \Rightarrow_k \kappa^{(1)} \Rightarrow_k \kappa^{(2)} \Rightarrow_k \cdots \Rightarrow_k \kappa^{(r)} \right) \tag{2.26} \]
with markings $c^* = (c_1 < c_2 < \cdots < c_r)$.

Iterating the Pieri rule on the dual $k$-Schur functions defines a different notion of ‘semi-standard tableaux’. We say that a strong marked tableau of shape $\lambda \vdash m$ (or shape $c(\lambda)$ if the shape is more properly given as a $(k+1)$-core) and content $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ with $\alpha_1 + \alpha_2 + \cdots + \alpha_d = m$ and $\alpha_i \geq 1$ is a sequence of $(k+1)$-cores
\[ \kappa^{(0)} = \emptyset \Rightarrow_k \kappa^{(1)} \Rightarrow_k \kappa^{(2)} \Rightarrow_k \cdots \Rightarrow_k \kappa^{(m)} = c(\lambda) \tag{2.27} \]
and markings $c^* = (c_1, c_2, \ldots, c_m)$ such that $(\kappa^{(v)}, \kappa^{(v+1)}, \ldots, \kappa^{(v+\alpha_r)})$ and $(c_{v+1}, c_{v+2}, \ldots, c_{v+\alpha_r})$ with $v = \alpha_1 + \cdots + \alpha_{r-1}$ forms a strong marked horizontal strip for each $1 \leq r \leq d$.

Recall from Section 1.4 that a strong marked cover is also an application of a transposition $t_{ij}$ in the affine symmetric group to a core (either by the left or right action, see Proposition 1.27). Therefore, it is possible to also view a tableau as an element of the affine Grassmannian written as a sequence of these transpositions. The condition that a sequence of transpositions $t_{i_{a+b}j_{a+b}} \cdots t_{i_{a+2}j_{a+2}} t_{i_{a+1}j_{a+1}} t_{i_{a}j_{a}}$ forms a strong marked horizontal strip (with the left action) implies that $j_a < j_{a+1} < \cdots < j_{a+b}$.

Example 2.23. Consider the path
\[ \emptyset \Rightarrow_3 (1) \Rightarrow_3 (2) \Rightarrow_3 (2, 1) \Rightarrow_3 (3, 1, 1) \Rightarrow_3 (3, 1, 1, 1) \Rightarrow_3 (3, 3, 1, 1) \Rightarrow_3 (4, 3, 2, 1) \Rightarrow_3 (4, 4, 2, 2). \]
We choose $\alpha = (2, 2, 3, 1)$ and a sequence $c = (0, 1, -1, 2, -3, 1, 3, -2)$ as a sequence of markings which form strong marked horizontal strips of the lengths given by the entries of $\alpha$ to demonstrate the concept of a strong marked tableau. The strong marked tableau of shape $(4, 4, 2, 2)$ records all cells representing strong marked horizontal strips labeled with the same main label but subscripted by which set of ribbons they belong to. The cell which is marked (the head of one of the ribbons) will be indicated by including an * as a superscript. Hence the example above is represented by the diagram:

\[
\begin{array}{ccc}
3^* & 4^* \\
2 & 3 \\
2^* & 3 & 4 \\
1^* & 2 & 2 & 3 \\
\end{array}
\]
This example is also represented by the following sequence of transpositions with the left action
\[ t_{-2-1} t_{34} t_{02} t_{-3-2} t_{23} t_{-10} t_{12} t_{01} \]
which act on the empty 4-core. Each transposition adds the strong marking in a horizontal strip according to the tableau.

This same example is also represented using the right action of the transpositions by
\[ t_{01} t_{02} t_{-11} t_{05} t_{-21} t_{-12} t_{06} t_{-52} . \]

Just as we did for semi-standard and weak tableaux, we set \( K^{(k)}_{\lambda \mu} \) to be the number of strong marked tableaux of shape \( \lambda \) and weight \( \mu \). By iterating the Pieri rule on dual \( k \)-Schur functions and using the notion of strong marked tableaux to record the terms which appear in the expansion of products of elements of the homogeneous symmetric functions, we have that for a partition \( \mu \vdash m \) (not necessarily \( k \)-bounded)
\[
h_{\mu} = \sum_{\lambda: \lambda_1 \leq k} K^{(k)}_{\lambda \mu} \tilde{F}^{(k)}_{\lambda} . \tag{2.28}
\]

Then for a partition \( \lambda \vdash m \) with \( \lambda_1 \leq k \),
\[
s^{(k)}_{\lambda} = \sum_{\mu} \langle s^{(k)}_{\lambda}, h_{\mu} \rangle m_{\mu} = \sum_{\mu} K^{(k)}_{\lambda \mu} m_{\mu} . \tag{2.29}
\]

We have hidden all of the work that is needed to show the monomial expansions of \( k \)-Schur functions and their duals are correct by this presentation. In fact, the proof [81] follows a nearly reverse path of reasoning to demonstrate the results we have presented here. Equation (2.29) is taken as the definition of the \( k \)-Schur functions and (2.17) is the definition of the dual \( k \)-Schur functions, and then the argument uses combinatorics and algebraic expressions to show that these elements are dual. The combinatorial part of that argument is developed in Section 6.

Example 2.24. Consider the coefficient of \( m_{421} \) in \( s^{(3)}_{3211} \). It is calculated by finding all strong marked tableaux that begin with a horizontal strip of length 4 and hence contains the subtableau \( \begin{array}{cc} 1 & 4 \\ 1 & 1 \\ 1 & 2 \\ 1 & 3 \\ 1 & 4 \end{array} \). This is followed by a horizontal strip of length 2 and hence contains one of the five subtableaux:

\[
\begin{array}{cccc}
14 & 2_1 & 2_2 \\
11 & 1_2 & 1_3 & 1_4 & 1_2 & 1_2 & 1_2 \\
11 & 1_2 & 1_3 & 1_4 & 1_2 & 1_2 & 1_2 \\
11 & 1_2 & 1_3 & 1_4 & 1_2 & 1_2 & 1_2 \\
11 & 1_2 & 1_3 & 1_4 & 1_2 & 1_2 & 1_2 \\
\end{array}
\]
There are 9 strong marked tableaux of shape $\lambda(3,2,1,1) = (6,3,1,1)$ of weight $(4,2,1)$ which are given by the following:

\[
\begin{array}{cccc}
3_1 & & & \\
3_1 & & & \\
1_4 2_1 2_2 & & & 1_4 2_1 2_2 \\
1_7 1_2 1_3 1_2 2_1 2_2 & & & 1_7 1_2 1_3 1_2 2_1 2_2 \\
1_4 2_1 2_2 & & & 1_4 2_1 2_2 \\
1_7 1_2 1_3 1_2 2_1 2_2 & & & 1_7 1_2 1_3 1_2 2_1 2_2 \\
3_1 & & & \\
3_1 & & & \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
3_1 & & & \\
3_1 & & & \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
3_1 & & & \\
3_1 & & & \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
1_4 2_1 2_3_1 & & & 1_4 2_1 2_3_1 \\
1_7 1_2 1_3 1_4 2_1 2_3_1 & & & 1_7 1_2 1_3 1_4 2_1 2_3_1 \\
\end{array}
\]

A similar argument can be used to find any coefficient of $m_\mu$ for any $\mu \vdash 7$, however there are 210 strong marked tableaux of shape $\lambda(3,2,1,1) = (6,3,1,1)$ and weight $(1,1,1,1,1,1,1)$ and hence we will not show the complete computation of $s^{(3)}_{3211}$ using this method.

In later sections we will roughly outline how this formula is proven by generalizing the Robinson–Schensted–Knuth algorithm.

**Sage Example 2.25.** In this example we show how Sage can be used to complete calculations from Examples 2.23 and 2.24. The strong tableaux can be entered as a list of entries with markings indicated by a negative number.

```
sage: T = StrongTableau([[1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]]), 3
sage: T.to_transposition_sequence()
[[1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]]
```

```
sage: T.intermediate_shapes()
[[1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]]
```

```
sage: T.left_action([0, 1])
[[0, 0, 2], [1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]]
```

The strong tableaux can be listed and by equation (2.29) the number of strong tableaux of shape $\lambda(\lambda)$ and content $\mu$ can be calculated by determining the coefficient of $m_\mu$ in $s^{(k)}_{\lambda}$.

```
sage: ST = StrongTableaus(3, [6, 3, 1, 1], [4, 2, 1])
Set of strong 3-tableaux of shape [6, 3, 1, 1] and of weight (4, 2, 1)
sage: ST.list()
```

```
[[[2, 1, 1, 2, 2, 3, 3], [1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]],
 [[[-1, -1, -1, -1, 2, 2, 3, 3], [1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]],
 [[[-1, -1, -1, -1, -1, 2, 2, 3, 3], [1, 1, 2, 2, 3, 3], [-2, 3, 4], [2, 3], [4, 5]]]]
```
Remark 2.26. We have been purposely lax in our notation to make some of the concepts slightly easier to follow, but the duality creates a few issues with the element which represents $\bar{F}_\lambda^{(k)}$ in $\Lambda^{(k)}$. The equalities in Equations (2.25) and (2.28) represent equality in the realization of the dual algebra $\Lambda^{(k)} = \Lambda/\langle m_\lambda : \lambda_1 > k \rangle$, so the equality really means equivalence in the quotient algebra. For computational purposes, we would typically take a representative element from the linear span of $\{ m_\lambda \}_{\lambda_1 \leq k}$, but for certain purposes a multiplicative basis might be more desirable. In those cases, the basis $\{ p_\lambda \}_{\lambda_1 \leq k}$ works well since $p_r \in \langle m_\lambda : \lambda_1 > k \rangle$ for $r > k$. A combinatorial formula for $\bar{F}_\lambda^{(k)}$ in terms of the power sum basis is also known by reference [7].

2.5 $k$-Littlewood–Richardson coefficients

Although the original definition [92] of $k$-Schur functions was inspired to explain the positivity of the expansion of Macdonald symmetric functions in terms of Schur functions, it has since been established that the theory of $k$-Schur functions and their duals can be naturally applied to study problems in geometry, physics and representation theory.

The application of $k$-Schur functions to geometric problems began when Lapointe and Morse discovered that their structure constants could be identified with certain geometric invariants in a way that mimics the identification of Littlewood–Richardson coefficients with Schubert structure constants in the Grassmannian variety (recall from Section 1.6); computation in the quantum cohomology of Grassmannians reduces to $k$-Schur calculations. The (small) quantum cohomology ring $QH^*(\text{Gr}_{\ell n})$ is a deformation of the classical cohomology ring that is motivated by ideas in string theory (e.g. [1, 156]). As abelian groups, $QH^*(\text{Gr}_{\ell n}) = H^*(\text{Gr}_{\ell n}) \otimes \mathbb{Z}[q]$ and the Schubert classes $\sigma_\lambda$ with $\lambda \in \mathcal{P}_{\ell n}$ form a $\mathbb{Z}[q]$-linear basis, where recall that $\mathcal{P}_{\ell n}$ is the set of all partitions in an $\ell \times (n - \ell)$ rectangle. The appeal lies in the multiplicative structure which is defined by

$$\sigma_\lambda \ast \sigma_\mu = \sum_{\nu \in \mathcal{P}_{\ell n}, \mu \in \mathcal{P}_{\ell n}, |\nu| = |\lambda| + |\mu| - \ell n} q^d C_{\lambda \mu}^{\nu,d} \sigma_\nu,$$
where \( C_{\lambda \mu}^{\nu,d} \) are the 3-point Gromov–Witten invariants, counting the number of rational curves of degree \( d \) in \( \text{Gr}_{\ell n} \) that meet generic translates of certain Schubert varieties.

As with the usual cohomology, the quantum cohomology ring can be connected to symmetric functions. In particular, \( QH^* (\text{Gr}_{\ell n}) \cong (\Lambda_{(\ell)} \otimes \mathbb{Z}[q]) / J_q^{\ell n} \), where \( J_q^{\ell n} = \langle e_{n-\ell+1}, \ldots, e_{n-1}, e_n + (-1)^{\ell}q \rangle \). When \( \lambda \in P^{\ell n} \), the Schubert class \( \sigma_\lambda \) still maps to the Schur function \( s_\lambda \) implying that for \( \lambda, \mu \in P^{\ell n} \),

\[
\sum_{\nu} c_{\lambda \mu}^{\nu} s_{\nu} \mod J_q^{\ell n} = \sum_{\nu \in P^{\ell n}} q^d C_{\lambda \mu}^{\nu,d} s_{\nu}. \tag{2.30}
\]

Unfortunately, there are \( \nu \not\in P^{\ell n} \) where \( s_{\nu} \) does not lie in \( J_q^{\ell n} \). Instead, reduction modulo this ideal requires a complicated algorithm \([16, 34, 67, 157]\) involving negatives. Therefore, the Schur functions cannot be used to directly obtain the quantum structure constants.

It was proven in \([97]\) that the \( k \)-Schur basis can be used to circumvent this problem; the appropriate \( k \)-Schur functions lie in \( J_q^{\ell n} \) (as usual, we set \( n = k + 1 \)). To be precise, the \( k \)-Littlewood–Richardson coefficients are the structure coefficients \( c_{\lambda \mu}^{\nu} \) of the algebra of \( k \)-Schur functions

\[
s_{(k)}^\lambda s_{(k)}^\mu = \sum_{\nu} c_{\lambda \mu}^{\nu} s_{(k)}^\nu. \tag{2.31}
\]

Let \( \Pi^{\ell,k+1} \) be the set of partitions with no part larger than \( \ell \) and no more than \( k + 1 - \ell \) rows of length smaller than \( \ell \). It is proven that \( s_{(k)}^\nu \) modulo \( J_q^{\ell n} \) reduces to a power of \( q \) times a positive \( s_{(k)}^\rho(\nu) \) when \( \nu \in P^{\ell n} \) and is otherwise zero (where \( \rho(\nu) \in P^{\ell n} \) is the \( n \)-core of \( \nu \)). Thus, considering

\[
s_{(k)}^\lambda s_{(k)}^\mu = \sum_{\nu \in \Pi^{\ell,k+1}} a_{\lambda \mu}^{\nu} s_{(k)}^\nu + \sum_{\nu \in \Pi^{\ell,k+1}} c_{\lambda \mu}^{\nu,k} s_{(k)}^\nu, \tag{2.32}
\]

the 3-point Gromov–Witten invariants are none other than a special case of \( k \)-Littlewood–Richardson coefficients; for \( \lambda, \mu, \nu \in P^{\ell n} \),

\[
C_{\lambda \mu}^{\nu,d} = a_{\lambda \mu}^{\nu,n} \hat{\nu}(n-1), \tag{2.33}
\]

where the value of \( d \) associates a certain unique element \( \hat{\nu} \in \Pi^{\ell n} \) to each \( \nu \). It also follows that the \( k \)-Littlewood–Richardson coefficients include the fusion rules for the Wess–Zumino–Witten conformal field theories associated to \( \tilde{\mathfrak{su}}(\ell) \) at level \( k + 1 - \ell \) and certain Hecke algebra structure constants studied by Goodman and Wenzl in \([56]\).

Note that the quantum structure constants (2.30) are only a subset of the complete set of \( k \)-Littlewood–Richardson coefficients (2.32). To understand the bigger picture, recall that
the \( k \)-Schur functions are a basis for \( \Lambda_{(k)} \) and that \( \Lambda_{(k)} \cong H_*(Gr) \) where \( Gr \) is the affine Grassmannian quotient \( Gr = SL_{k+1}(\mathbb{C}(t))/SL_{k+1}(\mathbb{C}[t]) \) [22]. Bott also showed that \( H^*(Gr) \cong \Lambda_{(k)} \), the space equipped with the dual \( k \)-Schur basis. Morse and Shimozono conjectured that the \( k \)-Schur functions and their duals are isomorphic to the Schubert classes of the homology and cohomology of the affine Grassmannian. Chapter 3 explains how Lam proved this conjecture.

Many attempts have been made to understand the coefficients \( c_{\lambda\mu}^{\nu(k)} \) but the complete combinatorial picture has yet to be drawn. Knutson formulated a conjecture for the subset of quantum Littlewood–Richardson coefficients as presented in [29] in terms of puzzles [74]. Coskun [33] gave a positive geometric rule to compute the structure constants of the cohomology ring of two-step flag varieties in terms of Mondrian tableaux. As will be discussed in Section 4.6, the case when either \( \lambda \) or \( \mu \) is a rectangle with a hook of size \( k \) is special. Lapointe and Morse [96] showed that if \( R \) is a rectangular partition with maximal hook \( k \), then

\[
s_{\lambda}^{(k)} s_{\alpha}^{(k)} = s_{R \cup \lambda}^{(k)} .
\]

There is a result due to Denton [38] which partially explains why the product of a rectangle with maximal hook has one term for a more general reason. He noticed that if the cells with a \( k \)-bounded hook in the \( k + 1 \)-core \( c(\lambda) \) are not connected with a taxicab path between the \( r^{th} \) and \( r + 1^{st} \) row, then

\[
s_{\lambda}^{(k)} = s_{(\lambda_1, \ldots, \lambda_r)}^{(k)} \cdot s_{(\lambda_{r+1}, \ldots, \lambda_\ell)}^{(k)} .
\]

If the bounded partition properly contains a maximal rectangle \( R_i \) then \( c(\lambda) \) will have one of these disconnected rows, but there are examples where the \( k \) bounded cells of \( c(\lambda) \) may be disconnected but the partition does not contain a maximal rectangle.

**Example 2.27.** To illustrate this we may draw the 5-core corresponding to the 4-bounded partition \( (3, 2, 2, 1) \) and shade the cells which are not 4-bounded.

![Diagram](image)

Denton’s result then explains why \( s_{(3)}^{(4)} \cdot s_{(2,2,1)}^{(4)} = s_{(3,2,2,1)}^{(4)} \).

In [125, 126], Morse and Schilling define crystal operators on \( \alpha \)-factorizations (or equivalently weak \( k \)-tableaux) to determine some structure coefficients of the Schur function times \( k \)-Schur function expansion using a sign-reversing involution. This includes the case of fusion coefficients.

Recently there has been some progress in the understanding of these coefficients by viewing them in terms of the nil-Coxeter algebra. Slightly change the setting from the affine symmetric group to the affine nil-Coxeter algebra \( \tilde{A}_n \) of type \( A_{n-1} \) defined by the
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generators $A_0, A_1, A_2, \ldots, A_{n-1}$ satisfying the same relations as the affine symmetric group Equation (1.4) except that the quadratic relation is altered to be

$$A_i^2 = 0,$$

for any $i \in I := \{0, 1, 2, \ldots, n-1\}$.

As before, $n = k + 1$. For $1 \leq r \leq k$, we set

$$\tilde{h}_r = \sum_{w \text{ cyclically decreasing } \ell(w) = r} A_w.$$

Note that the coefficient of $x^\alpha$ in (2.23) is the coefficient of $A_w$ in $\tilde{h}_{\alpha_1} \tilde{h}_{\alpha_2} \cdots \tilde{h}_{\alpha_\ell}$ and thus, the affine Stanley symmetric function is

$$\tilde{F}_w = \sum_\alpha (\text{coefficient of } A_w \in \tilde{h}_{\alpha_1} \tilde{h}_{\alpha_2} \cdots \tilde{h}_{\alpha_\ell}) x^\alpha.$$

As is stated in Theorem 8.6 of Chapter 3, the elements $\tilde{h}_r$ mutually commute and there is a subalgebra $B_{af} \subseteq A_n$ which is generated by the elements $\tilde{h}_r$ for $1 \leq r \leq k$. Moreover, $B_{af}$ is isomorphic to $\Lambda(k)$ (see Proposition 8.8 of Chapter 3) and there is a coalgebra structure which encodes the structure of the dual algebra. The noncommutative $k$-Schur functions can be realized as elements $s^{(k)}_\lambda \in B_{af}$ in this algebra by expanding $s^{(k)}_\lambda$ in the homogeneous generators $h_i$ and replacing $h_i$ with $\tilde{h}_i$.

Let $a_{\lambda w}$ be the coefficients in the expansion of $s^{(k)}_\lambda$ in terms of expressions in the generators $A_i$ in the affine nil-Coxeter algebra

$$s^{(k)}_\lambda = \sum_w a_{\lambda w} A_w. \tag{2.34}$$

The expansion of $s^{(k)}_\lambda$ has a single term indexed by an affine Grassmannian permutation, it is precisely the affine Grassmannian permutation which corresponds to the partition $\lambda$ and the coefficient $a_{\lambda w, \lambda} = 1$ where $a(\lambda) = w_{\lambda}$.

By [78, Proposition 6.7], the coefficient $a_{\lambda w}$ is the coefficient of $\tilde{F}_\lambda$ in the element $\tilde{F}_w$. In [79], these coefficients were shown to be positive. Furthermore, by the arguments in [78, Section 17] it follows that

$$c^{(k)}_{\nu \lambda} = a_{\lambda \nu^{-1}}, \tag{2.35}$$

where $w = a(\mu)$ and $v = a(\nu)$, see Proposition 1.9.

Berg, Bergeron, Thomas, and Zabrocki [11] gave a combinatorial expansion of $k$-Schur functions indexed by a rectangle with maximal hook $k$ in the nil-Coxeter algebra of the form of Equation (2.34). This work was extended by Berg, Saliola, and Serrano [14] to give expansions of $k$-Schur functions when the indexing partition is a ‘maximal rectangle' with a smaller hook removed. In addition they proved some conjectures of [81] in [13], in particular that “skew shaped” strong Schur functions are symmetric.
Sage Example 2.28. We now show how to compute the noncommutative Schur functions in the affine nil-Coxeter algebra $A_n$. We can construct all cyclically decreasing words from the reduced words of the Pieri factors for the affine type $A_{n-1}$ where $n = k + 1$.

```python
sage: W = WeylGroup(['A',3,1])
sage: [w.reduced_word() for w in W.pieri_factors()]
[([], [0], [1], [2], [3], [1, 0], [2, 0], [0, 3], [2, 1], [3, 1], [3, 2],
  [2, 1, 0], [1, 0, 3], [0, 3, 2], [3, 2, 1])
```

Then the noncommutative homogeneous symmetric functions are given by summing over all cyclically decreasing words of specified length:

```python
sage: A = NilCoxeterAlgebra(WeylGroup(['A',3,1]), prefix = 'A')
sage: A.homogeneous_noncommutative_variables([2])
```

The noncommutative $k$-Schur functions are obtained by expanding the usual $k$-Schur functions in terms of the homogeneous symmetric function:

```python
sage: A.k_schur_noncommutative_variables([2,2])
+ A[2,3,1,2]
```

Now let us test that $a_{\lambda w}$ is indeed related to $c_{\nu(k)}^{\lambda \mu}$. The structure coefficient $c_{21,21}^{321(5)} = 2$ as we can see from the following computation:

```python
sage: Sym = SymmetricFunctions(ZZ)
sage: ks = Sym.kschur(5,t=1)
sage: ks[2,1]*ks[2,1]
ks5[2, 2, 1, 1, 1] + ks5[2, 2, 2] + ks5[3, 1, 1, 1] + 2*ks5[3, 2, 1]
+ ks5[3, 3] + ks5[4, 2]
```

Let $v$ (resp. $w$) be the affine Grassmannian element corresponding to the 5-bounded partition $(3,2,1)$ (resp. $(2,1)$). Then by (2.35) the coefficient of $A_{vw^{-1}}$ in $s_{21}^{(5)}$ should also be 2:

```python
sage: mu = Partition([2,1])
sage: nu = Partition([3,2,1])
sage: w = mu.from_kbounded_to_grassmannian(5)
sage: v = nu.from_kbounded_to_grassmannian(5)
sage: A = NilCoxeterAlgebra(WeylGroup(['A',5,1]), prefix = 'A')
sage: ks = A.k_schur_noncommutative_variables([2,1])
sage: ks.coefficient(v*w^(-1))
2
```
2.6 Notes on references

Note that in certain references (e.g. [93, 94, 96]) the notation for $A_{\mu}$ and $A^{(k)}$ are switched. We chose our convention to be consistent with [79], where the notation is motivated from the relation between these spaces and the homology/cohomology of the affine Grassmannian.

In reference [93, Conjecture 21] it is stated that the $k$-Schur functions defined using an algebraic definition satisfy the Pieri rule of Equation (2.19). Later references [95, 96] do use Equation (2.19) as the definition and prove properties from this point of view. The definition used in [93, 94] will be presented in the next section and is conjecturally equivalent to Equation (2.19) at $t = 1$.

The proof of Theorem 2.22 is cited here as due to the affine insertion algorithm that was studied by Lam, Lapointe, Morse and Shimozono [81]. This algorithm will be discussed further in Section 6.3. A bijective algorithm is used to show that there is a duality between strong and weak orders on affine Grassmannians that is manifest in the Pieri rules for $k$-Schur functions and their duals.

When the details of affine Stanley symmetric functions are carried out in Chapter 3, there is a minor difference of notation; the affine nil-Coxeter algebra is denoted $A_n$ in Section 2.5 and as $A_{af}$ in Chapter 3. In [133], Postnikov used the affine nil-Temperley–Lieb algebra, which is a quotient of the nil-Coxeter algebra, to provide a model for the quantum cohomology.

3 Definitions of $k$-Schur functions

In the previous section we defined $k$-Schur functions and their dual basis using the notions of strong and weak tableaux, but these are parameterless symmetric functions. In this section we will provide the original definition of $k$-Schur functions as well as several others that are conjecturally equivalent.

3.1 Atoms as tableaux

The origin of the tableaux definition (1.40) comes from identifying the $k$-Schur functions on the poset of standard tableaux ranked by the charge statistic. It is known that there is one Schur function in the expansion of the Macdonald symmetric functions for each standard tableau, so given that the $k$-Schur functions are these irreducible components of the Macdonald symmetric functions, it is natural to try to connect them with standard tableaux. These conjecturally symmetric functions were first given the name ‘atoms’ because they are the indecomposable pieces that come together to give Macdonald symmetric functions. They can be determined experimentally and from that point it is possible to conjecture beautiful properties that they possess.

Example 3.1. From Example 1.45 we ‘know’ that $A_{22}^{(2)}[X;t] = s_{22} + ts_{32} + t^2 s_4$, $A_{211}^{(2)}[X;t] = s_{231} + ts_{31}$, $A_{1111}^{(2)}[X;t] = s_{1111} + ts_{211} + t^2 s_{22}$. The following picture contains the standard
tableaux of size 4 graded by charge. The tableau on the left has charge 0, the one on the right has charge 6 and otherwise the left to right positions depends on the value of the charge. On this diagram we have circled the groups of these tableaux which represent the atoms:

Moreover using the same method as in Example 1.45 to compute the 3-Schur functions, we obtain $s_{1111}^{(3)}[X; t] = s_{1111} + ts_{211}$, $s_{211}^{(3)} = s_{211} + ts_{31}$, $s_{22}^{(3)} = s_{22}$, $s_{31}^{(3)} = s_{31} + ts_{4}$. We then picture these symmetric functions as groups of tableaux on the tableaux poset ranked by charge by placing a circle around the ‘copies’ of the 3-Schur functions:

Notice in this example that the atoms of level $k = 3$ are contained in those of level 2. We will see later that it is a property of $k$-Schur functions that the ones of level $k$ always expand positively in terms of $k$-Schur functions of level $k + 1$.

At $k = 4$ the $k$-Schur function $s_{\lambda}^{(4)} = s_{\lambda}$ for $\lambda \vdash 4$. Hence if we were to redraw the picture and circle the pieces representing the $k$-Schur functions, then each tableau would be in its own circle. This observation shows that moving from level 2 to 3 to 4 is that the circles representing the $k$-Schur functions break into smaller and smaller pieces.

The atoms can be computed by means of a recursive combinatorial procedure. We will describe each of the steps as operations on tableaux. The operators will act on a single tableau or a set of tableaux (depending on what is appropriate) and return a set of tableaux.

First we define $\sigma_i$ as the operator which takes a tableau with $a$ cells labeled with $i$ and $b$ cells labeled with $i + 1$ and changes it into a tableau with $b$ cells labelled by $i$ and
a labelled with \(i + 1\). This is done by considering the reading word and placing a closed parenthesis “)” under each letter in the word labelled with an \(i\) and an open parenthesis “(” under each letter in the word labelled by an \(i + 1\). The word naturally has cells which have matching open and closed parentheses and the remainder of the parentheses are ‘free.’ Change the free open or closed parentheses and their corresponding labels so that in the end there are \(b\) labels with \(i\) and \(a\) labels of \(i + 1\). The result of this operation is the tableau of the same shape, but with this new reading word. This operation is also known as the ‘reflection along an \(i\)-string’ in a crystal graph, see for example [105].

**Example 3.2.** Consider the action of \(\sigma_3\) on the semi-standard tableau

\[
\begin{array}{ccccccccc}
4 & 5 & 5 \\
3 & 3 & 4 & 6 & 6 \\
2 & 2 & 3 & 3 & 3 & 5 & 6 \\
1 & 1 & 1 & 1 & 2 & 2 & 3 & 3 & 4
\end{array}
\]

Because there are four more 3s in the word than there are 4s, we should change four of the label 3s to the label 4. Reading the entries in this tableau that are 3 or 4 only, the word is 433433334 which, replacing 4 with ( and 3 with ), corresponds to the word of parentheses ())(())(). If we ignore all the parentheses which match up and change the rightmost four unmatched closed parentheses to open parentheses, this corresponds to the word ())(())(). This sequence of labels is placed back in the tableau in the positions of the labels of 3 and 4, and the resulting tableau is

\[
\begin{array}{ccccccccc}
4 & 5 & 5 \\
3 & 3 & 4 & 6 & 6 \\
2 & 2 & 3 & 4 & 4 & 5 & 6 \\
1 & 1 & 1 & 2 & 2 & 4 & 4 & 4
\end{array}
\]

The next operation is an analogue of the Pieri rule on tableaux. Define an operation \(B_r\) for \(r \geq 1\) which adds a horizontal strip of size \(r\) to the tableau in all possible ways and then acts by operators \(\sigma_i\) to change the weight so that there are \(r\) labels of 1. That is, if we take a tableau \(T\) of shape \(\lambda \vdash m\),

\[
B_r(T) = \{\sigma_1 \sigma_2 \cdots \sigma_{\ell(\mu)}(T \subseteq \mu) : \mu/\lambda\text{ is a horizontal strip of size } r\}
\]

where \(T \subseteq \mu\) represents the semi-standard tableau \(T\) as a sequence of partitions with an additional partition \(\mu\) attached.
Example 3.3. Consider the action of $B_3$ on the tableau $3 \begin{array}{c} 2 \\ 1 \end{array}$. This is equal to

$$B_3(3 \begin{array}{c} 2 \\ 1 \end{array}) = \sigma_1 \sigma_2 \sigma_3 \left\{ \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \right\}$$

$$= \sigma_1 \sigma_2 \left\{ \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \right\}$$

$$= \sigma_1 \left\{ \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \right\}$$

$$= \left\{ \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 4 \\ 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{array} \right\}$$

The last notion that we need is that of a katabolizable tableau. To introduce this definition we need the notion of jeu de taquin, Knuth equivalence or the Robinson–Schensted–Knuth algorithm. We introduce a generalization of the Robinson–Schensted–Knuth algorithm in Section 6. We assume here that the reader is familiar with this notion (and if not then one can skip ahead a few sections or consult [140] for example).

Let $T$ be a tableau with reading word $w$. The definition that $T$ is katabolizable with respect to a sequence of partitions $\lambda^{(r)} = (\lambda^{(1)}, \lambda^{(2)}, \ldots, \lambda^{(r)})$ is recursive. It is required that $r = \ell(\lambda^{(1)})$. Then let $w = uv$, where $u$ is the largest subword of $w$ that does not contain an $r$. Let $v'$ be $v$ with all letters 1 through $r$ deleted. We say that $T$ is katabolizable
with respect to $\lambda^{(*)}$ if $T$ contains as a subtableau the semi-standard tableau of shape $\lambda^{(1)}$ and weight $\lambda^{(1)}$ and if RSK($v'u$) = $(P, Q)$ where $P$ is a tableau which is $(\lambda^{(2)}, \ldots, \lambda^{(r)})$ katabolizable with the labels shifted by $r$.

**Example 3.4.** Consider the tableau

$$T = \begin{array}{cccc}
3 & 2 & 2 & 3 \\
1 & 1 & 1 & 4 \\
\end{array}$$

which is katabolizable with respect to the sequence of partitions $((3, 2), (2, 1))$. This is because $r = \ell(\lambda^{(1)}) = 2$. Furthermore, the reading word of $T$ is $w = 32231114 = uv$, where $u = 3$ and $v = 2231114$. Then $v' = 34$ and the $P$ tableau of RSK($v'u$) is

$$\begin{array}{cccc}
4 & 3 & 2 & 3 \\
\end{array}.$$

Now $T$ is not katabolizable with respect to the sequence $((3), (2, 2), (1))$. The reason is that in this case $u = 3223$ and $v = 1114$, so that $v' = 4$. Then the $P$ tableau of RSK($v'u$) is

$$\begin{array}{cccc}
4 & 3 & 2 & 3 \\
\end{array}$$

and this tableau does not contain $32$ and hence it is not katabolizable with respect to the sequence $((2, 2), (1))$.

Recall that we introduced the notion of the $k$-split of a partition in (1.2). Now define an operator on tableaux $\mathbb{K}^{-k}$ that acts on a set of tableaux with partition weight $\lambda$ such that $\mathbb{K}^{-k}$ kills all tableaux that are not katabolizable with respect to the $k$-split of $\lambda$ and keeps the ones that are katabolizable.

**Example 3.5.** Consider the action of $\mathbb{K}^{-3}$ on the following set of semi-standard tableaux with weight $(2, 1, 1, 1)$. Since $(2, 1, 1, 1)^{-3} = ((2, 1), (1, 1, 1))$, a tableau will only survive if it contains $\begin{array}{ccc}
2 & 1 & 1 \\
\end{array}$ as a subtableau.

$$\mathbb{K}^{-k} \left\{ \begin{array}{cccc}
3 & 2 & 4 & 1 \\
1 & 1 & 5 & 1 \\
\end{array} \right\} = \left\{ \begin{array}{ccc}
3 & 2 & 5 \\
1 & 1 & 4 \\
\end{array} \right\}.$$

Given a $k$-bounded partition $\lambda$, we define the $k$-atom $A_\lambda^{(k)}$ as a set of tableaux which are computed recursively as

$$A_\lambda^{(k)} = \mathbb{K}^{-k} B_\lambda A_\lambda^{(k)} A_{\lambda_2, \lambda_3, \ldots, \lambda_{\ell(\lambda)}}.$$ (3.1)
Example 3.6. We can compute the atom $A_{11}^{(3)} = \{ \begin{array}{c} 2 \\ 1 \\ 1 \end{array} \}$ and $B_2(A_{11}^{(3)}) = \{ \begin{array}{c} 3 \\ 2 \\ 2 \\ 1 \\ 1 \\ 1 \\ 3 \end{array} \}$. The atom $A_{211}^{(3)} = \{ \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \\ 1 \\ 3 \end{array} \}$ because each of these tableaux survives the operator $K^{-3}$. As we have seen in Example 3.3, we know what the action of $B_3$ on the first tableau is, and there are six additional tableaux when $B_3$ acts on $\begin{array}{c} 2 \\ 1 \\ 1 \\ 3 \end{array}$ so that

$$B_3(A_{211}^{(3)}) = \{ \begin{array}{c c c c c} 4 & 3 & 2 & 1 & 1 \\ 3 & 2 & 1 & 1 & 4 \\ 2 & 2 & 1 & 1 & 2 \\ 2 & 2 & 4 & 1 & 1 \\ 2 & 2 & 4 & 1 & 3 \\ 1 & 1 & 1 & 2 & 3 \\ 1 & 1 & 1 & 2 & 3 \\ 1 & 1 & 1 & 2 & 3 \end{array} \}$$

(3.2)

It is an unusual situation, but all 10 of these tableaux are katabolizable with respect to the sequence $(3, 2, 1, 1)^{-3} = ((3), (2, 1), (1))$ and hence survive the operator $K^{-3}$. If on the other hand, we do the computation with $k = 4$, we find

$$A_{221}^{(4)} = \{ \begin{array}{c} 3 \\ 2 \\ 1 \\ 1 \end{array} \} \quad \text{and} \quad A_{3211}^{(4)} = \{ \begin{array}{c c c c c} 4 \\ 3 \\ 2 \\ 2 \\ 3 \\ 2 \\ 2 \\ 4 \\ 1 & 1 & 1 & 4 \\ 1 & 1 & 1 & 4 \end{array} \}.$$  

(3.3)

We can check (3.3) in SAGE via

```sage
sage: la = Partition([3,2,1,1])
sage: la.k_atom(4)
[[[1, 1, 1], [2, 2], [3], [4]], [[1, 1, 1], [2, 2], [3], [4]]]
```

Now we define the symmetric function $A^{(k)}_\lambda[X; t]$ in terms of the set of tableaux $A^{(k)}_\lambda$ as

$$A^{(k)}_\lambda[X; t] = \sum_{T \in A^{(k)}_\lambda} t^{\text{charge}(T)} s_{\text{shape}(T)}.$$  

(3.4)

Example 3.7. The charge of the tableau of shape $(3, 2, 1, 1)$ in (3.3) is 0, whereas the charge of the tableau of shape $(4, 2, 1)$ is 1. Hence we obtain

$$A_{3211}^{(4)}[X; t] = s_{3211} + ts_{421}.$$
CHAPTER 2. PRIMER ON K-SCHUR FUNCTIONS

The element $A^{(3)}_{3211}[X; t]$ is a generating function for the tableaux in (3.2) with a term of the form $t$ raised to the charge times the Schur function indexed by the shape. By computing the charge of each of these tableaux we determine

$$A^{(3)}_{3211}[X; t] = s_{3211} + ts_{4111} + (t + t^2)s_{421} + t^2s_{331} + t^2s_{511} + t^3s_{43} + t^3s_{52} + t^4s_{61}.$$  

The atoms by this definition are conjectured to be a basis of the space

$$L_{Q(q,t)}\{H_{\lambda}[X; q,t] : \lambda_1 \leq k\} = L_{Q(q,t)}\{s_{\lambda}[X] : \lambda_1 \leq k\} = L_{Q(q,t)}\{Q'_{\lambda}[X; t] : \lambda_1 \leq k\}.$$  

However, no proof that these functions are even elements of this space currently exists.

3.2 A symmetric function operator definition

In this section we present a conjecturally equivalent definition for $k$-Schur functions that is in similar spirit to the atom description given in the previous section, but now with an algebraic flavor.  

In Section 1.7 we defined the operator $B_m$ which has the property that $B_m(Q'_{\lambda}[X; t]) = Q'_{(m,\lambda)}[X; t]$. We now define a new operator in terms of the $B_m$ as

$$B_\lambda := \prod_{1 \leq i < j \leq \ell(\lambda)} (1 - t R_{ij}) B_{\lambda_1} B_{\lambda_2} \cdots B_{\lambda_{\ell(\lambda)}} ,$$  

where

$$R_{ij}(B_{\mu_1} B_{\mu_2} \cdots B_{\mu_{\ell(\mu)}}) = B_{\mu_1} B_{\mu_2} \cdots B_{\mu_{j-1}} B_{\mu_j+1} \cdots B_{\mu_{\ell(\mu)}} .$$  

Alternatively $B_\lambda$ is also given by the equation

$$B_\lambda = \sum_{\nu,\mu} c_{\nu,\mu}^{\nu,\mu} s_{\nu}[X] s_{\mu}[X(t - 1)]^{-1} ,$$  

where the sum is over partitions $\nu$ and $\mu$ such that $\ell(\nu) \leq \ell(\lambda)$ and $\ell(\mu) \leq \ell(\lambda)$ and $c_{\nu,\mu}^{\nu,\mu} = \langle s_{\nu} s_{\lambda}, s_{\mu} \rangle$ is the Littlewood–Richardson coefficient from (1.25).

The ‘parabolic’ Hall–Littlewood symmetric functions that we will need are defined in terms of these operators. For a sequence of partitions $\lambda^{(*)} = (\lambda^{(1)}, \lambda^{(2)}, \ldots, \lambda^{(d)})$ define the symmetric function

$$H_{\lambda^{(*)}}[X; t] = B_{\lambda^{(1)}} B_{\lambda^{(2)}} \cdots B_{\lambda^{(d)}}(1) .$$  

It is easy to see from (3.7) that when $t = 1$, we have $H_{\lambda^{(*)}}[X; 1] = s_{\lambda^{(1)}} s_{\lambda^{(2)}} \cdots s_{\lambda^{(d)}}$. The index set of these symmetric functions is much larger than the set of partitions,
so that these elements are not linearly independent. In fact, these symmetric function interpolate between the Hall–Littlewood symmetric functions and the Schur functions since
\[ H(\lambda)[X; t] = s_\lambda, \]
that is, the element indexed by a list containing exactly one partition, and
\[ H((\lambda_1), (\lambda_2), \ldots, (\lambda_{\ell}(\lambda))) [X; t] = Q_{\lambda}^t [X; t], \]
that is, the element indexed by a list where each partition is a single part of \( \lambda \).

There is a conjectured combinatorial interpretation for the expansion of
\[ H_{\lambda^{(*)}}[X; t] \]
(see [148]) if \( \lambda^{(*)} \) is a sequence of partitions such that the concatenation of the partitions in \( \lambda^{(*)} \) is a partition (i.e. if for each of the adjacent partitions in \( \lambda^{(*)} \) we have \( \lambda_i^{(1)} \geq \lambda_i^{(i+1)} \)). In this case
\[ H_{\lambda^{(*)}}[X; t] = \sum_T t^{\text{charge}(T)} s_{\text{shape}(T)}, \quad (3.8) \]
where the sum is over all tableaux \( T \) which are katabolizable with respect to \( \lambda^{(*)} \).

The first algebraic definition of \( k \)-Schur functions requires an intermediary basis; the \( k \)-split basis for \( \Lambda^t(k) \). This basis is made up of, for each \( k \)-bounded partition \( \lambda \),
\[ G_{\lambda}^{(k)}[X; t] = H_{\lambda^{(k)}}[X; t]. \]

**Sage Example 3.8.** The 3-split basis element \( G_{3211}^{(3)} \) is a \( t \)-analogue of the product of \( s_3 s_{21} s_1 \). The operators \( B_\lambda \) are programmed in SAGE and we may calculate \( B_{(3)} B_{(2,1)} B_{(1)}(1) \) in the following steps:

```sage
sage: s = SymmetricFunctions(QQ['t']).schur()
sage: G1 = s[1]
sage: G211 = G1.hl_creation_operator([2, 1]); G211
s[2, 1, 1] + t*s[2, 2] + t*s[3, 1]
sage: G3211 = G211.hl_creation_operator([3]); G3211
s[3, 2, 1, 1] + t*s[3, 2, 2] + t*s[3, 3, 1] + t*s[4, 1, 1, 1] + (2*t^2+t)*s[4, 2, 1] + t^2*s[4, 3] + (t^3+t^2)*s[5, 1, 1] + 2*t^3*s[5, 2] + t^4*s[6, 1]
```

This calculation shows that \( B_{(2,1)}(s_1) = s_1 + ts_1 + ts \) and
\[
B_{3}(s_1 + ts_1 + ts) = s_1 + ts_1 + ts_1 + ts_1 + (t + 2t^2)s_1 + t^2s_1 + (t^2 + t^3)s_1 + 2t^3s_1 + t^4s_1
\]
and this expression is equal to \( G_{3211}^{(3)} \).

Then, to arrive at the \( k \)-Schur functions, a second operator is needed. Let \( T_i^{(k)} \) be an operator on symmetric functions defined so that
\[
T_i^{(k)}(G_{\lambda}^{(k)}[X; t]) = \begin{cases} G_{\lambda}^{(k)}[X; t] & \text{if } \lambda_1 = i, \\ 0 & \text{otherwise.} \end{cases} \quad (3.9)
\]
For \( k \)-bounded partition \( \lambda \), the elements \( \tilde{A}_\lambda[X; t] \) were defined in [93] by a recursive algorithm; if \( \ell(\lambda) = 1 \) and \( r \leq k \), then \( \tilde{A}_r[X; t] = s_r \). Otherwise we set for \( \lambda_1 \leq m \leq k \),
\[
\tilde{A}^{(k)}_{(m, \lambda_1, \lambda_2, \ldots, \lambda_{\ell(\lambda)})}[X; t] = T_m^{(k)}B_m\tilde{A}^{(k)}_{\lambda}[X; t].
\] (3.10)

**Example 3.9.** The 3-split of \((2, 1, 1)\) is \((2, 1, 1)^{-3} = ((2, 1), (1))\), hence
\[
\tilde{A}^{(3)}_{211} = T_2^{(3)}B_2(s_{11}) = T_2^{(3)}(s_{211} + ts_{31}) = T_2^{(3)}(G_{211}^{(3)} - G_{22}^{(3)}) = s_{211} + ts_{31}.
\]
Moreover, we may calculate using Example 3.8 that \( B_3(\tilde{A}^{(3)}_{211}) = s_{3211} + t s_{331} + ts_{4111} + (t + t^2)s_{421} + t^2s_{43} + (t^2 + t^3)s_{51} + t^3s_{52} + t^4s_{61} = G_{3211}^{(3)} - ts_{322} - t^2s_{421} - t^3s_{52}. \)
We can also determine that \( G_{322}^{(3)} = s_{322} + ts_{421} + t^2s_{52} \) (using the same techniques as in Example 3.8), so that
\[
\tilde{A}^{(3)}_{3211} = T_3^{(3)}B_3(\tilde{A}^{(3)}_{211}) = G_{3211}^{(3)} - tG_{322}^{(3)}.
\]
This (not coincidently) is equal to \( A^{(3)}_{3211}[X; t] \) as was calculated in Example 3.7.

The algebraic operations mimic those of the combinatorial definition defined in the previous section and so it is important to emphasize that the combinatorial and algebraic definitions are equivalent.

**Conjecture 3.10.** For \( k > 0 \) and a \( k \)-bounded partition \( \lambda \),
\[
A^{(k)}_{\lambda}[X; t] = \tilde{A}^{(k)}_{\lambda}[X; t].
\] (3.11)

### 3.3 Weak tableaux II

We have seen that a fruitful characterization for \( k \)-Schur functions (without parameter \( t \)) is given by inverting (2.14); for \( \mu_1 \leq k \),
\[
h_\mu = \sum_{\lambda_1 \leq k} K^{(k)}_{\lambda \mu} s^{(k)}_\lambda,
\] (3.12)
where the weak Kostka numbers \( K^{(k)}_{\lambda \mu} \) count weak \( k \)-tableaux. Here we present \( k \)-Schur functions that reduce to these parameterless \( k \)-Schur functions when \( t = 1 \). The method is to introduce weak Kostka-Foulkes polynomials as polynomials in \( \mathbb{N}[t] \) defined by refining the charge statistic to a statistic that associates a non-negative integer called the \( k \)-charge to each \( k \)-tableau. Then setting
\[
\tilde{K}^{(k)}_{\lambda \mu}(t) = \sum_{\text{shape}(T) = \tau(\lambda), \text{weight}(T) = \mu} t^{k\text{charge}(T)},
\]

it happens that \( K_{\lambda\lambda}^{(k)}(t) = 1 \) and since there are no \( k \)-tableaux of shape \( c(\lambda) \) and weight \( \mu \) when \( \mu > \lambda \), the \( k \)-charge matrix \( K_{\lambda\mu}^{(k)}(t) \) is unitriangular. So, in the spirit of (3.12),

\[
Q'_\mu[X; t] = \sum_{\lambda} K_{\lambda\mu}^{(k)}(t) \tilde{s}_{\lambda}^{(k)}[X; t]
\]

(3.13)

characterizes the functions \( \{ \tilde{s}_{\lambda}^{(k)}[X; t] \} \).

There are several different characterizations for \( k \)-charge. We give here two distinct formulations defined directly on \( k \)-tableaux, discovered by Lapointe-Pinto and Morse [99, 36]. There are other formulations including one on \( \alpha \)-factorizations, one on an object called affine Bruhat countertableau [35, 36], and in relation with the energy function on Kirillov–Reshetikhin crystals [126].

The \( k \)-charge statistic on \( k \)-tableaux is first described in the standard case since it is in these terms that we define it for semi-standard \( k \)-tableaux. Important to the definition is a number \( \text{diag}(c_1, c_2) \), associated to cells \( c_1 \) and \( c_2 \) in a \((k+1)\)-core, defined to be the number of diagonals of residue \( x \) that are strictly between \( c_1 \) anc \( c_2 \) where \( x \) is the residue of the lower cell. When it is well-defined to do so, functions defined with a cell as input can instead take a letter as input. For example, in a standard \( k \)-tableau it is natural to discuss the residue of a specific letter (since any cell containing that letter has the same residue) instead of the residue of a specific cell.

**Definition 3.11.** Given a standard \( k \)-tableau \( T \) on \( m \) letters, put a bar on the topmost occurrence of letter \( r \), for each \( r = 1, \ldots, m \). Define the index of \( T \), starting from \( I_1 = 0 \), by

\[
I_r = \begin{cases} 
I_{r-1} + 1 + \text{diag}(\bar{r}, \bar{r}-1) & \text{if } \bar{r} \text{ is east of } \bar{r-1} \\
I_{r-1} - \text{diag}(\bar{r}, \bar{r}-1) & \text{otherwise},
\end{cases}
\]

(3.14)

for \( r = 2, \ldots, m \). The \( k \)-charge of \( T \) is the sum of entries in \( I(T) \), denoted by \( \text{kcharge}(T) \).

**Example 3.12.** For \( k = 3 \),

\[
T = \begin{array}{cccc}
42 & 23 & 60 \\
10 & 31 & 42 & 53 & 64
\end{array}
\]

\( \implies I(T) = [0, 0, 1, 1, 3, 3] \implies \text{kcharge}(T) = 8. \)

It is not immediately clear that the \( k \)-charge is a non-negative integer and it is sometimes helpful to use a different formulation of \( k \)-charge. Let \( T_{\leq x} \) denote the subtableau obtained by deleting all letters larger than \( x \) from \( T \).

**Definition 3.13.** Given a \( k \)-tableau \( T \), the \( T \)-residue order of \( \{0, \ldots, k\} \) is defined by

\[ x > x - 1 > \cdots > 0 > k > \cdots > x + 1, \]

where \( x \) is the residue of the highest addable corner of \( T \). Note that \( x = 1 - \ell(\lambda) \) (mod \( k+1 \)), for \( \lambda \) the shape of \( T \).
Example 3.14. With $k = 3$, consider
\[
T = \begin{array}{cccc}
4 & 3 \\
1 & 0 & 2 & 1 & 3 & 4 \\
\end{array},
\quad T_{\leq 3} = \begin{array}{cccc}
1 & 0 & 2 & 1 & 3 \\
\end{array}.
\]
The $T_{\leq 3}$-residue order is $3 > 2 > 1 > 0$ and the $T$-residue order is $2 > 1 > 0 > 3$.

Given a standard $k$-tableau $T$ on $m$ letters, define the index $J(T) = [J_1, \ldots, J_m]$, starting from $J_1 = 0$, by setting for $r = 2, \ldots, m$,
\[
J_r = \begin{cases} 
J_{r-1} + 1 & \text{if } \text{res}(r) > \text{res}(r - 1) \\
J_{r-1} & \text{otherwise}
\end{cases},
\]
(3.15)
under $T_{\leq r}$-residue order (see Example 3.16).

**Proposition 3.15.** For a standard $k$-tableau $T$ of shape $\lambda$,
\[
k\text{charge}(T) = \sum_r \left( J_r(T) + \text{diag}(c_r, c^{(r)}) \right),
\]
where $c_r$ is the highest cell containing an $r$ and $c^{(r)} = (\ell(\text{shape}(T_{\leq r})), 1, 1)$.

**Example 3.16.** For $k = 3$,
\[
T = \begin{array}{cccc}
4 & 2 \\
1 & 0 & 3 & 1 & 4 & 2 & 5 & 3 & 6 & 0 \\
\end{array} \Rightarrow J(T) = [0, 0, 1, 1, 2, 3], \text{diag}(c_5, (4, 1)) = 1 \Rightarrow k\text{charge}(T) = 8.
\]

**Remark 3.17.** Given a standard $k$-tableau of shape $\lambda$ where $k \geq h(\lambda)$, the index conditions (3.14) and (3.15) both reduce to (1.37). Thus, since a diagonal of residue $x$ occurs at most once in $\lambda$ for any $x$, $k$-charge reduces to charge.

As with the charge of Lascoux and Schützenberger, we extend the definition of $k$-charge to semi-standard $k$-tableaux by successively computing on an appropriate choice of standard sequences. The trick is to introduce a method for making this choice in $k$-tableaux.

**Definition 3.18.** From an $x$ (of some residue $i$) in a semi-standard $k$-tableau $T$, the appropriate choice of $x + 1$ will be determined by choosing its residue from the set $A$ of all $(k + 1)$-residues labelling $x + 1$’s. Reading counter-clockwise from $i$, this choice is the closest $j \in A$ on a circle labelled clockwise with $0, 1, \ldots, k$.

**Remark 3.19.** Definition 3.18 reduces to Definition 1.41 when $T$ is a semi-standard tableau of shape $\lambda$ and $k \geq h(\lambda)$. In particular, consider $x$ of $(k + 1)$-residue $i$ in $T$. Note that $h(\lambda) \leq k$ implies there is a unique cell $c$ of residue $i$ that contains $x$. Let $j$ be the first
entry on the circle reading counter-clockwise from \(i\) that is a residue of a cell containing \(x+1\). If there is an \(x+1\) above \(c\), then the south-easternmost cell containing an \(x+1\) that is above \(c\) has residue \(j\) since there are no \(x+1\)’s of a residue counter-clockwise between \(i\) and \(j\). If there are none above \(c\), then for the same reason, the south-easternmost cell containing an \(x+1\) has residue \(j\).

In the semistandard case, we need to be more specific about the residue order used in (3.15). The letters \(r\) that occur in the tableau are ordered with respect to the standard subsequence they belong to under Definition 3.18. So \(r\) in the first chosen standard subword is bigger than the one from the second standard subword etc. Each letter \(r\) has its own distinct residue \(i\). The \(J\)-index of (3.15) should be computed with respect to the \(T \leq r_i\) residue order when dealing with letter \(r_i\).

**Example 3.20.** With \(k = 4\) and weight \((2,2,2,2,2,1)\):

![Tableau](image)

Note that for example

\[
T_{\leq 63} = \begin{bmatrix}
52 & 63 \\
33 & 44 \\
24 & 42 & 51 & 52 & 63 \\
10 & 11 & 22 & 32 & 41 & 40 & 51 & 52 & 63
\end{bmatrix}
\]

so that the highest addable cell in \(T_{\leq 63}\) has residue 1. We have

\[
J = [0, 0, 0, 1, 1, 1, 1] \quad \text{and} \quad \text{diag}(c_4, c^{(4)}) = 1 \quad J = [0, 1, 1, 1, 2, 2]
\]

\[
I = [0, 0, 0, 2, 1, 1, 1] \quad \text{since} \quad \text{diag}(3, 4) = 1, \quad \text{diag}(4, 5) = 1 \quad I = [0, 1, 1, 1, 2, 2]
\]

Using either index \(I\) or \(J\), we find that the \(k\)-charge of \(T\) is 12.

**Sage Example 3.21.** We verify the above example in SAGE:

```
sage: T = WeakTableau([[1,1,2,3,4,4,5,5,6],[2,3,5,5,6],[3,4,7],

....:   [5,6],[6],[7]],4)
sage: T.k_charge()
12
```

We can also demonstrate an example of Equation (3.13) using SAGE.
3.4 Strong tableaux II

The definition of the $k$-Schur functions in terms of strong marked tableaux as in (2.29) also has a version with a parameter $t$. For this definition we need to define the spin of a strong marked ribbon. Recall that if $\tau$ and $\kappa$ are $(k + 1)$-cores such that $\tau \Rightarrow_k \kappa$, then $\kappa/\tau$ is a skew partition which consists of several copies of connected components which are ribbons of the same size and shape. Let $h$ represent the height of one of these ribbons (that is that it occupies $h$ rows). Now a strong marked cover consists of the skew partition $\kappa/\tau$ and a marking $c$ of one of the connected components. If there are $r$ connected components in $\kappa/\tau$, then the spin of a marked cover is equal to $(h - 1) \times r$ plus the number of ribbons which are above the marked one.

The spin of a strong marked tableau, $\kappa^{(0)} = \emptyset \Rightarrow_k \kappa^{(1)} \Rightarrow_k \kappa^{(2)} \Rightarrow_k \cdots \Rightarrow_k \kappa^{(m)}$ with markings $c_1, c_2, \ldots, c_m$ is the sum of the spins of the strong marked ribbons $\kappa^{(i)}/\kappa^{(i-1)}$ with marking $c_i$.

Example 3.22. Recall from Example 2.23 the marked semi-standard tableau with $k = 3$:

$$
\begin{array}{cccc}
3^1 & 4^1 \\
2^2 & 3^1 \\
2^1 & 3^2 & 4^1 \\
1^1 & 2^2 & 3^3
\end{array}
$$

There is a contribution of 1 to the spin for the ribbon of cells labelled by 2_2 and there is a contribution of 1 due to the labeling of the lower occurrence of 3_3. Therefore the total spin of this tableau is 2.

The $k$-Schur function (this time with a $t$) in terms of strong tableaux are defined as (see also [81, Conjecture 9.11])

$$
S^{(k)}_{\lambda}(X; t) = \sum_{\mu \models |\lambda|} \sum_{(\kappa^{(s)}, c_s) \text{ with } m_\mu} t^{\text{spin}(\kappa^{(s)}, c_s)} m_\mu ,
$$

where the sum is over all strong marked tableaux $(\kappa^{(s)}, c_s)$ of shape $\lambda$ and weight $\mu$.
**Example 3.23.** For this definition, there is a reason to choose a smaller example for computation. We have thus far used as our running example the 3-Schur function indexed by the partition $(3,2,1,1)$. For the coefficient of the monomial $m_{111111}$ there are 210 strong marked tableaux. To choose a smaller example we take as an example the 3-bounded partition $(3,1,1)$ which corresponds to the 4-core $(4,1,1)$ which has 10 strong marked tableaux in total. The strong partial order on 4-cores contains the following interval (see Figure 2.5):

These correspond to the following 10 marked strong standard tableaux:

\[
\begin{array}{cccc}
5^* & 4 & 3^* & 2^* 4^* 5^* \\
1^* 2^* 3^* 4^* & 1^* 2^* 3^* 5^* & 1^* 2^* 4^* 5^* & 1^* 3^* 4^* 5^* \\
1^* 2^* 4^* & 1^* 3^* 4^* 5^* & 1^* 2^* 4^* & 1^* 2^* 4^* 5^* \\
3^* & 4^* 4^* & 3^* 4^* & 3^* 4^* 5^* \\
1^* 2^* & 1^* 3^* 4^* 5^* & 1^* 2^* 3^* 4 & 1^* 4^* 5^* \\
1^* 2^* 4^* 5^* & 2^* 1^* 3^* 4^* 5^* & 2^* 1^* 3^* 4^* & 2^* 1^* 4^* 5^* \\
3^* & 5^* & 5^* & 5^* 4^* \\
\end{array}
\]

The first four of these strong marked standard tableaux have spin equal to 1 and the remaining 6 have spin equal to 0. There is a semi-standard tableau of weight $\mu$ which corresponds to the standard tableau if the cells labeled $1, 2, \ldots, \mu_1$ form a strong marked
horizontal strip, \( \mu_1 + 1, \mu_1 + 2, \ldots, \mu_1 + \mu_2 \) form another strong marked horizontal strip, etc. From these 10 strong marked standard tableaux it is possible to read off that

\[
s^{(3)}_{311}[X;t] = tm_{41} + tm_{32} + (1 + 2t)tm_{311} + (1 + 2t)m_{221} + (3 + 3t)m_{2111} + (6 + 4t)m_{11111}.
\]

**Sage Example 3.24.** In this example we will show how Sage can be used to compute the monomial expansion of the \( k \)-Schur function by computing a statistic for each strong \( k \)-tableau.

```sage
sage: t = var("t")
sage: for mu in Partitions(5):
    print mu, sum(t*T.spin() for T in StrongTableaux(3,[4,1,1],mu))
[5] 0
[4, 1] t
[3, 2] t
[3, 1, 1] 2*t + 1
[2, 2, 1] 2*t + 1
[2, 1, 1, 1] 3*t + 3
[1, 1, 1, 1, 1] 4*t + 6
sage: StrongTableaux( 3, [4,1,1], (1,)*5 ).cardinality()
10
sage: StrongTableaux( 3, [4,1,1], (1,)*5 ).list()
[[[-1, -2, -3, 4], [-4], [-5]],
[[[-1, -2, -3, -4], [4], [-5]],
[[[-1, -2, -3, -5], [-4], [4]],
[[[-1, -2, 4, -4], [-3], [-5]],
[[[-1, -2, 4, -5], [-3], [-4]],
[[[-1, -2, -4, -5], [-3], [4]],
[[[-1, -3, 4, -4], [-2], [-5]],
[[[-1, -3, 4, -5], [-2], [-4]],
[[[-1, -3, -4, -5], [-2], [4]],
[[[-1, 4, -4, -5], [-2], [-3]]]
```

The definitions \( A^{(k)}_\lambda[X;t], \tilde{A}^{(k)}_\lambda[X;t], s^{(k)}_\lambda[X;t], \text{ and } \tilde{s}^{(k)}_\lambda[X;t] \) of what are generically known as \( k \)-Schur functions have very different characters. Each connects to a different area of algebraic combinatorics and has its own benefits and detriments. The conjectured properties of \( k \)-Schur functions are sometimes clear from one definition, but difficult to prove for another. In the next section we will examine these properties and see why it would be very beneficial to resolve the following conjecture.

**Conjecture 3.25.** For \( k > 0 \) and a \( k \)-bounded partition \( \lambda \),

\[
s^{(k)}_\lambda[X;t] = A^{(k)}_\lambda[X;t] = \tilde{A}^{(k)}_\lambda[X;t] = \tilde{s}^{(k)}_\lambda[X;t].
\]
3. DEFINITIONS OF $K$-SCHUR FUNCTIONS

3.5 Notes on references

The atom definition of the $k$-Schur functions was the first description and they were referred to by Alain Lascoux as potatoes (‘les patates’) since when copies of the atoms were identified on photocopies of the cyclage poset they could be circled to form tuber-like shapes (which we have endeavored to recreate in Example 3.1). The combinatorial definition uses the concept of katabolizable tableaux \[146, 147\] which generalizes the notion of cyclage which comes from [107]. The non-recursive definition of the charge statistic on tableaux also comes from [107].

It turns out that the atom definition is still roughly the easiest and fastest definition to implement on a computer. The implementation of the $k$-Schur functions in Sage uses the definition of $A^{(k)}_{\lambda}[X; t]$. For this reason, it is important to note that while Conjecture 3.10 has been checked up to degree $m = 19$, Conjecture 3.25 has only been checked up to bounded partitions of $m = 11$, but for $m > 11$ there is currently no proof that these definitions are equivalent in general, even for $t = 1$.

The operators $B_{\lambda}$ from Equation (3.6) were defined by Shimozono and Zabrocki in \[149\] as a tool for understanding the generalized Kostka polynomials (also known as parabolic Kostka coefficients) that were studied by Shimozono and Weyman \[148\]. The combinatorial interpretation for the Schur expansion of a composition of these operators when the indexing partitions concatenate to a partition in terms of katabolizable tableaux is still an open problem. Certain cases of this are known (e.g. \[144\]) and its resolution would be helpful in attacking Conjecture 3.10. In \[23\] the Bernstein operators at $t = 1$ are used to derive a recursion relation for the $k$-Schur functions which allow an easy expansion in the complete homogeneous basis.

In References \[96, 97\] the definition of the $k$-Schur functions at $t = 1$ is taken to be the symmetric functions which satisfy the $k$-Pieri rule of Equation (2.19). Later Lam, Lapointe, Morse and Shimozono \[81\] showed that the $k$-Schur functions which satisfy the $k$-Pieri rule (2.19) are equivalent to Equation (3.16) at $t = 1$, and Equation (3.16) is \[81, Conjecture 9.11\]. Assaf and Billey \[6, Definition 3.2\] have a slightly different statement of Equation (3.16) as a quasi-symmetric function expansion in the fundamental basis.

Recently, Dalal and Morse \[35\] have proven a second characterization of the $k$-Pieri at $t = 1$ which leads to a very different sort of tableaux that enumerate $K^{(k)}_{\lambda\mu}$. They use these tableaux to provide an alternative combinatorial interpretation to Equation (1.38).

We note that the line between what is called a ‘conjectured property’ and what is called a ‘definition’ is sometimes a little blurry because we have provided several definitions of $k$-Schur functions which are conjectured to be equivalent. There are reasons to do this instead of taking one as definition and the rest as conjectured formulas; historically the $k$-Schur functions were presented in the literature this way. However, we note that there may be more definitions of the $k$-Schur functions than presented in this section. For instance, the $k$-shape poset presented in Section 7 and the representation theoretical definition which is briefly discussed in Section 5.5 are two other properties which may be taken as definitions,
4 Properties of $k$-Schur functions and their duals

In this section we list many of the properties of the $k$-Schur functions, both conjectured and proven. This section is mainly meant to be a statement of the ‘current state of affairs’ and is likely to change. There may not be a lot to say about each of these properties and instead we provide a proper reference for the statement of the conjecture or property, but we shall endeavor to add a few words about what needs to be proven in order to say why the property is true. The properties are each marked in the discussion with one of four headers $A(k)$, $\tilde{A}(k)$, $s(k)$, $\tilde{s}(k)$ to indicate comments on which of the four definitions (the $k$-atom definition of Section 3.1, the operator definition of Section 3.2, the weak tableaux definition of Section 3.3, and the strong tableaux definition of Section 3.4). Since $s^{(k)}_{\lambda} = \tilde{s}^{(k)}_{\lambda}$ at $t = 1$ by [81, Theorem 4.11], we often group these two definitions together.

4.1 $k$-Schur functions are Schur functions when $k \geq |\lambda|$ and when $t = 0$

Note that the stated property for $k \geq |\lambda|$ (resp. $t = 0$) are two different statements. Nevertheless, it has been proven for all definitions of the $k$-Schur functions. It is known that $s^{(k)}_{\lambda}[X; t] = s_{\lambda}$ plus other terms indexed by partitions $\mu$ which are strictly larger in dominance order, each with a positive power of $t$ as a coefficient.

$A(k)$: (proven, [92, Property 6]) When $k$ is larger than the largest hook of $\lambda$, then the only katabolizable tableau is the semi-standard tableau of shape $\lambda$ and weight $\lambda$. The charge of this tableau is 0 so it is clear that $A^{(k)}_{\lambda}[X; t] = s_{\lambda}$. For $t = 0$, we know that $A^{(k)}_{\lambda}[X; 0] = s_{\lambda}$ because only the tableau of shape $\lambda$ and weight $\lambda$ has charge 0 in the atom tableaux.

$\tilde{A}(k)$: (proven, [93, Property 8]) This is slightly more complicated than the tableau definition but notice that $G^{(k)}_{\lambda}[X; t] = s_{\lambda}$ if $k \geq |\lambda|$. The action of the operator $B_m(s_{\lambda}) = s_{(m,\lambda_1,\ldots,\lambda_{(\lambda)})} + $ other terms with first part which is larger than $m$ (and hence will be killed by the operator $T_m^{(k)}$). Also at $t = 0$, the operator $B_m \big|_{t=0} = S_m$ and $G^{(k)}_{\lambda}[X; 0] = s_{\lambda}$.

$s(k)$: (proven, [96, Property 39]) One would need to trace through the definition of the strong order, but for $k \geq |\lambda|$, all marked strong tableaux will be standard tableaux and the markings of the marked strong tableaux are exactly the condition that these tableaux should be isomorphic to semi-standard tableaux. Because the heights of the ribbons are all 1, the spins for all tableaux are 0. Therefore, $s^{(k)}_{\lambda}[X; t] = \sum_{\mu} K_{\lambda\mu} m_{\mu} = s_{\lambda}$.

$\tilde{s}(k)$: (proven) When $k$ is large, weak $k$-tableaux are usual semi-standard tableaux and (3.13) turns into the definition of Schur functions. Similarly, $Q^{\lambda}_{\lambda}[X; 0] = s_{\lambda}$ which shows the second statement.
4. PROPERTIES OF K-SCHUR FUNCTIONS AND THEIR DUALS

4.2 The k-Schur function is Schur positive

In fact, a more refined conjecture to the statement that k-Schur functions are Schur positive, is that the k-Schur functions expand positively in the (k+1)-Schur functions. This property is usually referred to as ‘k-branching’ and is discussed in slightly more detail in Section 4.10 and again in Section 7. Repeated applications of the k-branching property yields a positive expansion of the k-Schur functions in the Schur functions. An explicit rule for the k-branching formula with a t is conjectured in [82, Conjecture 1].

\( A^{(k)} \): (proven, [92, Property 7]) This property follows directly from the definition. Since \( A^{(k)}_\lambda [X;t] \) is a sum of Schur functions, one for each tableau in the set, this property is true by definition.

\( \tilde{A}^{(k)} \): (conjecture, [93, Equation (1.6)]) Equation (3.8) is an outstanding conjecture due to Shimozono and Weyman [148] that \( H_\lambda^{(*)} [X;t] \) is Schur positive whenever the concatenation of all of the partitions of \( \lambda^{(*)} \) form a partition (which happens for all k-splits of partitions). Conjecture 3.10 is likely to follow from this conjecture and hence so would the property that \( \tilde{A}^{(k)}_\lambda [X;t] \) is Schur positive.

\( s^{(k)} \): (for arbitrary t it follows from [82, Conjecture 1], for t = 1 follows from [82, Theorem 2]) In Section 7 we will give a precise conjecture of how \( s^{(k)}_\lambda [X;t] \) expands positively in \( s^{(k+1)}_\mu [X;t] \). If we iteratively apply that rule, it must be that \( s^{(k)}_\lambda [X;t] \) expands positively in the limit as k increases, and when \( k \geq \lambda_1 + \ell(\lambda) - 1 \) then \( s^{(k)}_\lambda [X;t] = s_\lambda [X] \). In addition, some conjectures of [81] were proven in [13], in particular that “skew shaped” strong Schur functions are symmetric.

Assaf and Billey [6] convert the monomial expansion of k-Schur functions in terms of strong marked tableaux into a quasi-symmetric function expansion. They conjectured that a dual equivalence graph structure can be placed on strong tableaux and using Assaf’s earlier work [4, 5] this structure can in theory be used to show that the \( s^{(k)}_\lambda [X;t] \) are Schur positive as long as a computer check on a finite number of elements is completed. Billey informs us that this calculation has a current estimated running time which is quite long and has not yet been completed.

\( \tilde{s}^{(k)} \): (conjecture, proven for t = 1) Since \( s^{(k)}_\lambda = \tilde{s}^{(k)}_\lambda \) for t = 1, this property is true by [82, Theorem 2]. A promising approach for generic t is underway; by duality, the positivity of \( \tilde{s}^{(k)}_\lambda [X;t] \) in terms of \( s^{(k+1)}_\mu [X;t] \)’s follows from the positivity of dual k + 1-Schur functions into dual k-Schur functions. This, in turn, would follow by showing that there is a compatibility between k-charge and the weak bijection introduced in [82]. A partial solution has been given in [99], where the compatibility is shown for standard k-tableaux.
4.3 At \( t = 1 \), the \( k \)-Schur functions satisfy the \( k \)-Pieri rule

In Sections 2.2 and 2.4 we discussed the \( k \)-Pieri rule at \( t = 1 \). It states that for \( 1 \leq r \leq k \),
\[
h_r s^{(k)}_\lambda [X; 1] = \sum_\mu s^{(k)}_\mu [X; 1]
\]
where the sum is over all partitions \( \mu \) such that \( \mu \vdash |\lambda| + r \),
\( c(\lambda) \subseteq c(\mu) \) and \( c(\mu)/c(\lambda) \) is a weak horizontal strip.

\( A^{(k)} \): (conjecture [92, Conjecture 41]) The tableaux operations for the definition of the \( k \)-atoms are somewhat unusual and more work needs to be done to understand many of their properties. Combinatorially, the \( k \)-Pieri rule is most clearly stated in terms of \((k+1)\)-cores, the connection between \( k \)-atoms and \((k+1)\)-cores is not clear in this definition.

\( \tilde{A}^{(k)} \): (conjecture [93, Conjecture 21]) In order to prove this property it seems as though it would be necessary to understand the commutation relationship between multiplication by a symmetric function \( h_r \) and the operators \( T_i \) of Equation (3.9) when \( t = 1 \).

\( \tilde{s}^{(k)} \): (proven [96, Theorem 29]) This property follows by showing that the number of weak \( k \)-tableaux of weight \( \alpha \) equals the number of \( k \)-tableaux of weight \( \beta \), for \( \beta \) any rearrangement of the parts of \( \alpha \).

\( s^{(k)} \): (proven [81, Theorem 4.11]) It was proven in [81] that \( s^{(k)}_\lambda = \tilde{s}^{(k)}_\lambda \) when \( t = 1 \). The result then follows from the Pieri rule on \( \tilde{s}^{(k)}_\lambda \) from [96].

It is conjectured that the \( k \)-Schur functions also satisfy a \( t \)-analogue of the \( k \)-Pieri rule Equation (2.19) where the operator \( B_m \) takes the role of multiplication by \( h_m \) (and reduces as such when \( t = 1 \)). Recall that Zabrocki [158] determined the action of \( B_m \) on Schur functions in his thesis and he gave a new proof for the charge formulation of Hall–Littlewood polynomials \( Q_\lambda [X; t] \).

Given a \((k+1)\)-core \( \lambda \) with \( \lambda_1 = m \), let \( \rho \) be the unique partition whose first part is \( m \) and where \( \rho/\lambda \) is a horizontal strip of size \( m \) (that is, \( \rho \) is obtained by adding a cell to the top of each column of \( \lambda \)). For \( p(\lambda) \leq r \leq k \), Maria-Elena Pinto conjectured that
\[
B_r s^{(k)}_\lambda [X; t] = \sum_{\mu/\lambda \text{ weak } r \text{-strip}} t^{a(\mu)} s^{(k)}_\mu [X; t], \quad (4.1)
\]
where \( a(\mu) \) is the number of cells of \( \rho/\lambda \) whose residue does not label a cell of \( \mu/\lambda \) (see also [36] for a different conjectured formula using strong order chains in \( \tilde{A}^{(k)} \)).

Example 4.1. Let \( k = 5 \) and consider \( \lambda = (4, 2, 1, 1) \), so that \( p(\lambda) = (3, 2, 1, 1) \).

\[
\rho = \begin{array}{cccc}
2 & 0 & 1 & 2 \\
0 & 1 & 2 & 3
\end{array}
\]
Possible horizontal weak 3-strips are

and their respective powers are $t^0$, $t^1$ (the cell of residue 1 in $\rho$), $t^1$ (the cell of residue 5 in $\rho$), $t^2$ (the two cells of residue 2 in $\rho$) and $t^3$ (the cell of residue 1 and the 2 cells of residue 2 in $\rho$). This gives

$$B_3 s^{(5)}_{4211}[X; t] = s^{(5)}_{4421}[X; t] + t s^{(5)}_{62211}[X; t] + t^2 s^{(5)}_{63211}[X; t] + t^3 s^{(5)}_{72211}[X; t].$$

As with the action of $B_m$ on a Schur functions, if $m < \lambda_1$, the $k$-Schur expansion of $B_m(s^{(k)}_{\lambda}[X; t])$ has negative terms. Currently, there is no conjecture describing these terms that cancel when $t = 1$.

**Sage Example 4.2.** Here we demonstrate the action of the $B_m$ operator on the $k$-Schur function basis. For $k \geq m \geq \lambda_1 - 1$ this is conjectured to expand positively in the $k$-Schur basis.

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ("t")))
sage: ks4 = Sym.kschur(4)
sage: ks4([3, 1, 1]).hl_creation_operator([1])
t*ks4[3, 2, 1, 1] + t^2*ks4[3, 3, 1] + t^2*ks4[4, 1, 1] + t^3*ks4[4, 2, 1]
sage: ks4([3, 1, 1]).hl_creation_operator([2])
t*ks4[3, 2, 1, 1] + t^2*ks4[3, 3, 1] + t^2*ks4[4, 1, 1] + t^3*ks4[4, 2, 1]
sage: ks4([3, 1, 1]).hl_creation_operator([3])
ks4[3, 3, 1, 1] + t*ks4[3, 2, 1, 1] + t^2*ks4[4, 1, 1] + t^2*ks4[4, 3, 1]
sage: ks4([3, 1, 1]).hl_creation_operator([4])
ks4[4, 3, 1, 1]
```

### 4.4 $k$-conjugation

The $\omega$-involution sending $s_\lambda$ to $s_{\lambda^\tau}$ acts simply on $k$-Schur functions as well. It was conjectured in [92, 93] that, for some non-negative power of $t$,

$$\omega(s^{(k)}_{\lambda}[X; t]) = t^d s^{(k)}_{\lambda^\tau}[X; 1/t],$$

where $\lambda^\tau$ is a $k$-bounded partition depending on $\lambda$ and $k$. Later, it was shown in [95] that $\lambda^\tau = \lambda^{\tau_k}$ corresponds to usual conjugation in the $k + 1$-core framework (see Definition 1.19). One consequence of $k$-branching [82] is that the power of $d$ counts cells of $c(\lambda)$ with hook greater than $k$ (see also [32]).
**A**\(^{(k)}\): (conjecture [92, Conjecture 36]) Using the definition of \(k\)-Schur functions in terms of tableaux atoms, there is definitely an orientation in the definition of katabolism that is not compatible with the notion of conjugation of the tableau. This is because the first step of the definition involves a split of the reading word of the tableau which involves reading the rows, and it really is not clear how this would carry to the columns.

One possible approach to the tableaux definition would be to show that there is a bijection between the tableaux in the atoms \(A\!\!\!\!^{(k)}\) and \(A\!\!\!\!^{(k)}\). Since the \(k\)-conjugation is most easily expressed in terms of \((k + 1)\)-cores, it seems that some connection between atoms and \((k + 1)\)-cores will need to be found.

\(\bar{A}\!\!\!\!^{(k)}\): (conjecture [93, Conjecture 40], at \(t = 1\) this is [93, Conjecture 19]) Since the algebraic definition depends on the operation of \(k\)-split, it is not clear how the action of \(\omega\) interacts with the individual operators. There is some hope that some algebraic tools will be developed to resolve this conjecture by looking at the expansion in terms of \(s\lambda[X/(1-t)]\) since for an element \(f[X; t] \in \Lambda^t(n)\) it is at least known that \(\omega(f[X; 1/t]) \in \Lambda^t(n)\).

\(s\!\!\!\!^{(k)}, \bar{s}\!\!\!\!^{(k)}\): (conjecture, for \(t = 1\) this is [96, Theorem 38]) At \(t = 1\) this property follows because of [96, Theorem 33], where a formula for the product of \(e_r\) and a \(k\)-Schur function is given as

\[
e_r s\!\!\!\!^{(k)}_\lambda = \sum \mu s\!\!\!\!^{(k)}_\mu, \quad (4.3)
\]

where the sum is over all \(k\)-bounded partitions \(\mu\) of size \(|\lambda| + r\) such that \(\mu/\lambda\) is a vertical strip and \(\mu^{\omega_k}/\lambda^{\omega_k}\) a horizontal strip.

**Sage Example 4.3.** Let us check an example of equation (4.2) by a calculation in SAGE. In order to invert the parameter \(t\), we must first expand the \(k\)-Schur function in a basis which is independent of the parameter \(t\). In fact, if we apply the involution \(\omega\) alone, the function no longer lies in the space spanned by the \(k\)-Schur functions. However, if we apply \(\omega\) and invert the parameter, then it does belong to the right space.

```python
sage: Sym = SymmetricFunctions(FractionField(QQ["t"]))
sage: ks3 = Sym.kschur(3)
sage: ks3([3,2]).omega()
Traceback (most recent call last):
...
ValueError: t^2*s[1, 1, 1, 1, 1] + t*s[2, 1, 1, 1] + s[2, 2, 1] is not in the image of Generic morphism:
From: 3-bounded Symmetric Functions over Fraction Field of Univariate Polynomial Ring in t over Rational Field in the 3-Schur basis
To: Symmetric Functions over Fraction Field of Univariate Polynomial Ring in t over Rational Field in the Schur basis
```
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\[
\text{sage: } s = \text{Sym.schur()}
\]
\[
\text{sage: } s(\text{ks3}[3,2])
\]
\[
s[3, 2] + t*s[4, 1] + t^2*s[5]
\]
\[
\text{sage: } t = s.\text{base_ring().gen()}
\]
\[
\text{sage: } \text{invert} = \text{lambda } x: s.\text{base_ring()}(x.\text{subs}(t=1/t))
\]
\[
\text{sage: } \text{ks3(s(ks3([3,2])).\omega().map_coefficients(invert))}
\]
\[
1/t^2*\text{ks3}[1, 1, 1, 1, 1]
\]

In fact, there is a short-cut for the last computation in SAGE by simply asking

\[
\text{sage: } \text{ks3}[3,2].\text{omega_t_inverse()}
\]
\[
1/t^2*\text{ks3}[1, 1, 1, 1, 1]
\]

4.5 The k-Schur functions form a basis for \( \Lambda_t^{(k)} \)

Recall from Equation (3.5) that the definition of \( \Lambda_t^{(k)} \) is the linear span over \( \mathbb{Q}(q,t) \) of the symmetric functions \( H_\lambda[X;q,t] \) (or \( s_\lambda[X/(1-t)] \) or \( Q_\lambda^t[X;t] \)) over all partitions \( \lambda \) with \( \lambda_1 \leq k \). For each of our definitions, it is not necessarily clear that the k-Schur functions even lie in \( \Lambda_t^{(k)} \). However, if they do and if they are linearly independent, they will form a basis since they are also indexed by \( k \)-bounded partitions.

\( A^{(k)} \): (conjecture [92, Conjecture 8]) The atoms are known to be linearly independent [92, Property 7] since they are triangular with respect to the Schur functions. Nevertheless, it remains a conjecture that they are elements of \( \Lambda_t^{(k)} \); their combinatorial definition does not give a direct connection with the known bases of \( \Lambda_t^{(k)} \). It seems as though the most likely means of proving this conjecture is to show Conjecture 3.10, otherwise there is no obvious connection with the spanning elements which define \( \Lambda_t^{(k)} \).

\( \tilde{A}^{(k)} \): (proven [93, Theorem 33]) This result is non-trivial because it is not easy to demonstrate that the elements \( G_\lambda^{(k)}[X;t] \) form a basis of \( \Lambda_t^{(k)} \).

\( s^{(k)} \): (conjecture, discussion of this definition is in [81, Section 9.3] but this particular property is not directly addressed; at \( t = 1 \) this is [96, Property 27]) In reference [96] the k-Schur functions \( s_\lambda^{(k)} \) are defined as the basis which satisfies the \( k \)-Pieri rule of (2.19) and from that definition it is clear that \( s_\lambda^{(k)} \in \Lambda_t^{(k)} \). The fact that they form a basis follows from a unitriangularity relation with the basis \( \{h_\lambda: \lambda_1 \leq k\} \) that follows from the \( k \)-Pieri rule.

\( \tilde{s}^{(k)} \): (proven [35]) Since \( Q_\lambda^t[X;t] \) forms a basis of \( \Lambda_t^{(k)} \) and the matrix \( K^{(k)}_{\lambda\mu}(t) \) is invertible, \( \tilde{s}_\lambda^{(k)}[X;t] \) also forms a basis of \( \Lambda_t^{(k)} \).
4.6 The $k$-rectangle property

A remarkable property of the $k$-Schur functions is that it is trivial to multiply any $s^{(k)}_{\lambda}$ by a $k$-Schur function indexed by a $k$-rectangle – any partition of the form $(\ell^{k-\ell+1})$. Precisely, for any $k$-bounded partition $\lambda$ and any integer $1 \leq \ell \leq k$,

$$s^{(k)}_{\ell^{k-\ell+1}}s^{(k)}_{\lambda} = s^{(k)}_{\lambda \cup \ell^{k-\ell+1}}, \quad (4.4)$$

where $\lambda \cup \nu$ depicts the partition obtained by putting the parts of $\lambda$ and $\nu$ into non-increasing order. In fact, this property has a generic $t$ analog in which the Schur function $s^{(k)}_{\ell^{k-\ell+1}}$ is replaced by the operator $B^{(k)}_{\ell^{k-\ell+1}}$ defined in Equation (3.6). Then, given $\lambda$ and an integer $1 \leq \ell \leq k$,

$$B^{(k)}_{(\ell^{k-\ell+1})}s^{(k)}_{\lambda}[X; t] = t^{\ell \mu - (\ell \mu)}\left(s^{(k)}_{(\ell^{k-\ell+1}) \cup \lambda}[X; t]\right), \quad (4.5)$$

where $\lambda = (\mu, \nu)$ with $\mu(\ell) > \ell \geq \nu_1$. A by-product of this result is that any $k$-Schur function can be obtained by $k$-rectangle translation of elements in a distinguished set of $k!$ $k$-Schur functions. These $k!$ elements are those indexed by irreducible partitions – partitions with at most $k - r$ parts of size $r$, for $1 \leq r \leq k$. For any $k$-bounded partition $\nu$, up to a $t$-factor,

$$s^{(k)}_{\nu}(X; t) = \mathbf{B}_{\nu}^1 \mathbf{B}_{\nu}^2 \cdots \mathbf{B}_{\nu}^d s^{(k)}_{\lambda}[X; t], \quad (4.6)$$

where $\lambda$ is the irreducible partition obtained by removing $k$-rectangles $R_1, \ldots, R_d$ from $\nu$.

- $A^{(k)}$: (conjecture [92, Conjecture 21]) This is not known and there are no obvious techniques to be tried. One caveat of the atom definition is that the $t = 1$ case does not simplify things; the result is also unknown when $t = 1$.

- $\tilde{A}^{(k)}$: (proven [94, Theorem 26]) This is shown by developing properties of the $\mathbf{B}_{\lambda}$ operators and the commutation relations with the operator $T^{(k)}_{\mu}$.

- $s^{(k)}$, $\tilde{s}^{(k)}$: (conjecture, but proven for $t = 1$ in [96, Theorem 40]) When $t = 1$, the operator $\mathbf{B}_{\nu}$ reduces to multiplication by $s_{\nu}$ and it was shown that the linear operation of adding a $k$-rectangle to the index of a $k$-Schur function commutes with the Pieri rule from Equation (2.19).

4.7 When $t = 1$, the product of $k$-Schur functions is $k$-Schur positive

Note that $\Lambda^{(k)}_{(k)}$ is not an algebra and the product of two arbitrary $k$-Schur functions does not remain in the space. However, when $t = 1$ we have $\Lambda^{(k)}_{(k)} = \Lambda_{(k)}$ and as discussed in Section 2.2, the space defined in Equation (2.8) is closed under multiplication. The structure coefficients $c^{(k)}_{\lambda \mu} \nu$ defined by

$$c^{(k)}_{\lambda \mu} \nu s^{(k)}_{\lambda} = \sum_{\nu} c^{(k)}_{\lambda \mu} \nu s^{(k)}_{\nu}, \quad (4.7)$$
are non-negative integer coefficients. Recall from Section 2.5 that these are now called $k$-Littlewood-Richardson coefficients and they are a family of constants that includes Gromov-Witten invariants for complete flag varieties, WZW-fusion coefficients, and the structure constants of Schubert polynomials.

$A^{(k)}$: (conjecture [92, Conjecture 39]) Note that the $k$-Pieri rule is a special case of computing the product of two $k$-Schur functions. As discussed in Section 4.3, the techniques to work with atoms have yet to be developed and even this ‘simple’ case remains unproven. However, the atom definition is likely to be useful in gaining insight into the combinatorial nature of the structure coefficients.

$A^{(k)}$: (conjecture [93, Conjecture 20]) In this case we have again that the $k$-Pieri rule at $t = 1$ is a conjecture. It would be sufficient to show that $s^{(k)}_\lambda[X;1] = \tilde{A}^{(k)}_\lambda[X]$, since the $k$-Pieri rule characterizes $s^{(k)}_\lambda[X;1]$ and hence the result is known in this case. It seems that the algebraic definition using operators might be helpful finding a $t$-analogue of the coefficients $C^{(k)}_{\mu\nu}$.

$s^{(k)}$, $\tilde{s}^{(k)}$: (proven [79, Corollary 8.2]) Lam [79] proved that the $s^{(k)}_\lambda[X;1]$ are isomorphic to the Schubert basis for the homology of the affine Grassmannian. From geometric considerations, it follows that the structure coefficients $C^{(k)}_{\mu\nu}$ enumerate certain curves in a finite flag variety.

4.8 Positively closed under coproduct

The space $\Lambda^t_{(k)}$ is not an algebra, but since it is linearly spanned by the elements $s_\lambda[X/(1-t)]$ for $\lambda_1 \leq k$, it is a coalgebra under the coproduct defined by

$$\Delta(s_\lambda[X/(1-t)]) = \sum_{\mu, \nu} c^{\lambda}_{\mu\nu}s_\mu[X/(1-t)]s_\nu[Y/(1-t)]$$

(4.8)

(where the $c^{\lambda}_{\mu\nu}$ are the Littlewood–Richardson coefficients). Compare this also with the coproduct (1.28) on $\Lambda$. Since if $\lambda$ is $k$-bounded then all of the terms $\mu, \nu$ which appear in this expansion will also be $k$-bounded, it is conjectured that if the coefficients $C^{(k)}_{\mu\nu}(t)$ are defined as the coefficients in the expansion

$$\Delta(s^{(k)}_\lambda[X;t]) = \sum_{\mu, \nu} C^{(k)}_{\mu\nu}(t)s^{(k)}_\mu[X;t]s^{(k)}_\nu[Y;t],$$

(4.9)

then the $C^{(k)}_{\mu\nu}(t)$ are polynomials in $t$ with non-negative integer coefficients.

$A^{(k)}$: (conjecture [92, Conjecture 17])

$A^{(k)}$: (conjecture [93, Conjecture 41])
s\( (k) \): (conjecture, proven for \( t = 1 \) in [79, Corollary 8.1]) Because of the duality of the elements \( \tilde{F}_\mu^{(k)} \) to the elements \( s_\lambda^{(k)} \), it follows that at \( t = 1 \), the basis \( \tilde{F}_\lambda^{(k)} \) of the space \( \Lambda^{(k)} \) multiplies as
\[
\tilde{F}_\mu^{(k)} \tilde{F}_\nu^{(k)} = \sum_{\lambda} C_{\mu\nu}^{\lambda(k)} \tilde{F}_\lambda^{(k)} ,
\]
where \( C_{\mu\nu}^{\lambda(k)} = C_{\mu\nu}^{\lambda(k)}(1) \).

Although we can say little about the \( A^{(k)} \) and \( \tilde{A}^{(k)} \) cases, we can determine from the definition of \( s_\lambda^{(k)}[X; t] \) that
\[
s_\lambda^{(k)}[X + z; t] = \sum_{r \geq 0} z^r C_{\mu(r)}^{\lambda(k)}(t) s_\mu^{(k)}[X; t] \]
In this special case the coefficients are
\[
C_{\mu(r)}^{\lambda(k)}(t) = \sum_{\kappa^{(\ast)}, c_\ast} \exp(\text{spin}(\kappa^{(\ast)}, c_\ast))
\]
with the sum is over all strong marked horizontal strips from \( c(\mu) \) to \( c(\lambda) \). That is, the sum runs over \( \kappa^{(\ast)}, c_\ast \) which are \((k + 1)\)-core tableaux of the form
\[
\kappa^{(0)} = c(\lambda) \Rightarrow_k \kappa^{(1)} \Rightarrow_k \kappa^{(2)} \Rightarrow_k \cdots \Rightarrow_k \kappa^{(r)} = c(\mu)
\]
and markings \( c_1 < c_2 < \cdots < c_r \), where \( c_i \) is the content of the lower right hand cell of one of the ribbons of \( \kappa^{(i)}/\kappa^{(i-1)} \) and where \( \text{spin}(\kappa^{(\ast)}, c_\ast) \) is defined, as before, as the sum of the spins of the strong marked ribbons \( (\kappa^{(i)}/\kappa^{(i-1)}, c_i) \).

\( \tilde{s}^{(k)} \): (conjecture) For \( t = 1 \), \( \tilde{s}_\lambda^{(k)} = \tilde{s}_\lambda^{(k)} \) and hence also follows from [79, Corollary 8.1].

**Sage Example 4.4.** Here is a calculation in SAGE where we observe that the coefficients that appear in an example of (4.9) are polynomials in \( \mathbb{N}[t] \).

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ["t"]))
sage: ks3 = Sym.kschur(3)
sage: ks3[3,1].coproduct()
```

4.9 The product of a \( k \)-Schur and \( \ell \)-Schur function is \((k+\ell)\)-Schur positive

Recall that one characterization of \( \Lambda^t_{(k)} \) is that it is the linear span of \( \{s_\lambda[X/(1-t)]\}_{\lambda_1 \leq k} \). Now if we know that \( f \in \Lambda^t_{(k)} \) and \( g \in \Lambda^t_{(\ell)} \), then we know by the Littlewood–Richardson rule that \( fg \) will be in the linear span of \( \{s_\lambda[X/(1-t)]\}_{\lambda_1 \leq k+\ell} \). By the discussion in Section 4.5,
it is not even clear that the products \(s_\lambda^{(k)}[X;t]s_\mu^{(\ell)}[X;t]\) or \(A_\lambda^{(k)}[X;t]A_\mu^{(\ell)}[X;t]\) will be in the space \(\Lambda_{(k+\ell)}^t\), but it has been proven that \(\tilde{A}_\lambda^{(k)}[X;t]\tilde{A}_\mu^{(\ell)}[X;t]\) and \(s_\lambda^{(k)}[X;t]s_\mu^{(\ell)}[X;t]\) is an element of \(\Lambda_{(k+\ell)}^t\).

Given that the product of a \(k\)-Schur function and an \(\ell\)-Schur function is in the linear span of \(\Lambda_{(k+\ell)}^t\), it is natural to conjecture that the resulting product will be \((k+\ell)\)-Schur positive. We do not know of an attribution for this conjecture but it seems to have been passed around in discussions and talks on the subject.

**Sage Example 4.5.** We demonstrate an example of this conjecture in Sage by showing that the product of a 3-Schur function and a 2-Schur function expands positively in terms of 5-Schur functions.

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ['t']))
sage: ks2 = Sym.kschur(2)
sage: ks3 = Sym.kschur(3)
sage: ks5 = Sym.kschur(5)
sage: ks5(ks3[2])*ks5(ks2[1])
ks5[2, 1] + ks5[3]
sage: ks5(ks3[2])*ks5(ks2[2,1])
ks5[2, 2, 1] + ks5[3, 1, 1] + (t+1)*ks5[3, 2] + (t+1)*ks5[4, 1] + t*ks5[5]
```

4.10 Branching property from \(k\) to \(k + 1\)

One of the properties that is easy to observe when conjecturing the existence of atoms is that the atoms seem to split into smaller pieces as \(k\) increases. In the limit (when \(k \geq |\lambda|\)), we know that \(s_\lambda^{(k)}[X;t] = s_\lambda\) (see Section 4.1). Although it is clear that \(\Lambda_{(k)}^t \subseteq \Lambda_{(k+1)}^t\), it is not easy to prove this branching property.

One reason in particular that this is a difficult property to understand is that both the definition of \(A_\lambda^{(k)}\) and \(\tilde{A}_\lambda^{(k)}\) involve the operation of the \(k\)-split, one in the katabolism procedure, and the other in the \(k\)-split basis \(G_\lambda^{(k)}[X;t]\). In theory the \(k\)-split of a partition \(\lambda\) can be very different than the \((k + 1)\)-split of the same partition (e.g. consider the 4 and 5 split of \((4, 4, 3, 3, 3, 2, 2, 1, 1)\) which are \(((4), (4), (3, 3), (3, 2), (2, 1, 1))\) and \(((4), (4, 3), (3, 3, 2), (2, 1, 1))\) respectively). A priori we would not expect to see that \(A_\lambda^{(k)}[X;t]\) expands positively in \(A_{(k+1)}^{(k)}[X;t]\) or \(\tilde{A}_\lambda^{(k)}[X;t]\) expands positively in \(\tilde{A}_{(k+1)}^{(k+1)}[X;t]\). However this property was one that was used to conjecture/compute the \(k\)-atoms before there was a first formal definition.

\(s^{(k)}\): (proven for \(t = 1\) in [82], [82, Conjecture 3] is combinatorial formula) At \(t = 1\), the proof of the \(k \to k + 1\) branching for \(s_\lambda^{(k)}[X;t]\) follows from the study [82] of a poset on particular partitions called \(k\)-shapes. In Section 7 we will give some details on the
combinatorics behind these results and state the explicit combinatorial formula for this rule in Theorem 7.7. In short, [82] proves that $s^{(k)}_\lambda$ expands positively in the elements $s^{(k+1)}_{\lambda'}$ and gives a conjecture for the expansion of $s^{(k)}_\lambda[X;t]$ in terms of elements of the form $s^{(k+1)}_{\lambda'}[X;t]$. For generic $t$, the same paper gives a conjecture formula Conjecture 7.8 and discusses the additional properties needed for the result to hold in general. Some progress has been made in this direction in [99].

$s^{(k)}$: (conjecture) At $t = 1$, $s^{(k)}_\lambda = s^{(k)}_{\lambda'}$, hence the result in this case also follows from reference [82].

**Sage Example 4.6.** Here are some examples confirming the branching conjecture (for the implementation in SAGE):

```sage
sage: Sym = SymmetricFunctions(FractionField(QQ['t']))
sage: ks3 = Sym.kschur(3)
sage: ks4 = Sym.kschur(4)
sage: ks5 = Sym.kschur(5)
sage: ks4(ks3[3,2,1,1])
ks4[3, 2, 1, 1] + t*ks4[3, 3, 1] + t*ks4[4, 1, 1, 1] + t^-2*ks4[4, 2, 1]
sage: ks5(ks3[3,2,1,1])
sage: ks5(ks4[3,2,1,1])
ks5[3, 2, 1, 1]
sage: ks5(ks4[3,3,2,1,1])
ks5[4, 3, 3, 2, 1, 1] + t*ks5[4, 4, 3, 1, 1, 1] + t^-2*ks5[5, 3, 3, 1, 1, 1]
sage: ks5(ks4[4,3,2,1,1])
```

### 4.11 $k$-Schur positivity of Macdonald symmetric functions

Even equipped with all these definitions, it has yet to be understood why the Macdonald polynomials expand positively in terms of $k$-Schur functions. Recall from (1.39) that, for any $k$-bounded partition $\mu$, the coefficients in

$$H_\mu[X; q,t] = \sum_{\lambda: \lambda_1 \leq k} K^{(k)}_{\lambda \mu}(q,t)s^{(k)}_\lambda[X;t]$$
are conjectured to be polynomials in $q$ and $t$ with non-negative integer coefficients. An ideal solution to this problem would be to find statistics $a^{(k)}_{\mu}$ and $b^{(k)}_{\mu}$ on weak tableaux such that

$$K^{(k)}_{\lambda\mu}(q,t) = \sum_T q^{a^{(k)}_{\mu}(T)} t^{b^{(k)}_{\mu}(T)}$$

where the sum is over all standard weak tableaux of shape $\lambda$. Section 3.3 discusses partial progress in this direction where such a solution is given for the cases $K^{(k)}_{\lambda\mu}(1,1) = K^{(k)}_{\lambda\mu}$ and $K^{(k)}_{\lambda\mu}(0,1) = K^{(k)}_{\lambda\mu}$.

$A^{(k)}$: (conjecture [92, Conjecture 8]) This conjecture was the original motivation for studying $k$-Schur functions; it was a promising attack on a combinatorial interpretation of the Macdonald–Kostka coefficients especially when coupled with the conjecture [92, Eq. (1.15)] that $K_{\lambda\mu}(q,t) - K^{(k)}_{\lambda\mu}(q,t)$ is in $\mathbb{N}[q,t]$. However, a clear combinatorial interpretation of $K_{\lambda\mu}(q,t)$ remains elusive as does even the positivity of the polynomials $K^{(k)}_{\lambda\mu}(q,t)$.

$\tilde{A}^{(k)}$: (conjecture [93, Eq. (1.7)]) A preliminary attack of the $k = 2$ case of this conjecture was considered in [91] and [159] although the complete formulation of the conjecture had not been yet made. Lapointe and Morse together with Lascoux developed the ideas further into $k$-atoms. Even without knowledge of this conjecture, the latter reference also refers to collections of tableaux as ‘atoms’ and some of the symmetric functions defined there were actually the 2-atoms.

$s^{(k)}$: (conjecture [95, Eq. (11.6)]) It was because of the characterization of the $k$-Schur functions as the basis that satisfies the $k$-Pieri rule of Equation (2.19) that there is a combinatorial interpretation for $K^{(k)}_{\lambda\mu}(1,1)$ in terms of weak tableaux.

$\tilde{s}^{(k)}$: (conjecture) This is a conjecture, but for $q = 0$, $H_{\mu}[X;0,t] = Q'_{\mu}[X;t]$ and the definition [36] of $\tilde{s}^{(k)}_{\lambda}$ yields that $K^{(k)}_{\lambda\mu}(0,t) = K^{(k)}_{\lambda\mu}(t)$.

**Sage Example 4.7.** Here are some of the $k$-analogues of the $(q,t)$-Macdonald–Kostka coefficients computed in SAGE:

```python
sage: Sym = SymmetricFunctions(FractionField(QQ"q,t"))
sage: H = Sym.macdonald().H()
sage: ks = Sym.kschur(3)
sage: ks(H[3])
q^3*ks3[1, 1, 1] + (q^2+q)*ks3[2, 1] + ks3[3]
sage: ks(H[3,2])
q^4*ks3[1, 1, 1, 1] + (q^3*t+q^3+q^2)*ks3[2, 1, 1] + ks3[2, 2, 1]
+ (q^3*t+q^2*t+q^2+q)*ks3[2, 2, 1]
+ (q^2*t+q*t+q)*ks3[3, 1, 1] + ks3[3, 2]
```
5 Directions of research and open problems

In this section we consider further directions of $k$-Schur research, some in their early stages.

5.1 A $k$–Murnaghan-Nakayama rule

The Murnaghan–Nakayama rule [118, 127, 129] is a combinatorial formula for the characters $\chi_\lambda(\mu)$ of the symmetric group in terms of ribbon tableaux. Under the Frobenius characteristic map, there exists an analogous statement on the level of symmetric functions, which follows directly from the formula

$$p_r s_\lambda = \sum_\mu (-1)^{\text{height}(\mu/\lambda)} s_\mu . \quad (5.1)$$

Here $p_r$ is the $r$-th power sum symmetric function, $s_\lambda$ is the Schur function labeled by partition $\lambda$, and the sum is over all partitions $\lambda \subseteq \mu$ for which $\mu/\lambda$ is a border strip of size $r$. Recall that a border strip is a connected skew shape without any $2 \times 2$ squares. The height $\text{height}(\mu/\lambda)$ of a border strip $\mu/\lambda$ is one less than the number of rows.

In [7], an analogue of the Murnaghan–Nakayama rule for the product of $p_r$ times $s^{(k)}_\lambda$ is given. This is derived using the $k$-Pieri rule, and is expressed in terms of the action of the affine symmetric group (resp. nil-Coxeter group) on cores. To give the precise result we need to make a couple of definitions. We define a vertical domino in a skew-partition to be a pair of cells in the diagram, with one sitting directly above the other. For the skew of two $k$-bounded partitions $\lambda \subseteq \mu$ we define the height as

$$\text{height}(\mu/\lambda) = \text{number of vertical dominos in } \mu/\lambda . \quad (5.2)$$

For ribbons, that is skew shapes without any $2 \times 2$ squares, the definition of height can be restated as the number of occupied rows minus the number of connected components. Notice that this is compatible with the usual definition of the height of a border strip.

**Definition 5.1.** The skew of two $k$-bounded partitions, $\mu/\lambda$, is called a $k$-ribbon of size $r$ if $\mu$ and $\lambda$ satisfy the following properties:

1. (containment condition) $\lambda \subseteq \mu$ and $\lambda^{\omega k} \subseteq \mu^{\omega k}$;
2. (size condition) $|\mu/\lambda| = r$;
3. (ribbon condition) $c(\mu)/c(\lambda)$ is a ribbon;
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(3) (connectedness condition) \( \epsilon(\mu)/\epsilon(\lambda) \) is \( k \)-connected, that is, the contents of \( \epsilon(\mu)/\epsilon(\lambda) \) form an interval of \([0,k]\) (where 0 is \( k \) adjacent);

(4) (height statistics condition) \( \text{height}(\mu/\lambda) + \text{height}(\mu^{\omega_k}/\lambda^{\omega_k}) = r - 1 \).

Then the \( k \)-Murnaghan–Nakayama rule states:

**Theorem 5.2.** For \( 1 \leq r \leq k \) and \( \lambda \) a \( k \)-bounded partition, we have

\[
p_r s^{(k)}_{\lambda} = \sum_{\mu} (-1)^{\text{height}(\mu/\lambda)} s^{(k)}_{\mu},
\]

where the sum is over all \( k \)-bounded partitions \( \mu \) such that \( \mu/\lambda \) is a \( k \)-ribbon of size \( r \).

Computer evidence suggests that the ribbon condition (2) of Definition 5.1 might be superfluous because it is implied by the other conditions of the definition. This was checked for \( k, r \leq 11 \) and for all \(|\lambda| = n \leq 12 \) and \(|\mu| = n + r \). Also, the \( k \)-Murnaghan–Nakayama rule of Theorem 5.2 was only proven for the definition of \( k \)-Schur functions \( s^{(k)}_{\lambda}[X;1] \) and not in terms of \( A^{(k)}_{\lambda}[X;1] \) or \( \tilde{A}^{(k)}_{\lambda}[X;1] \).

Note that a Murnaghan–Nakayama rule potentially provides us with a fourth, independent definition of the \( k \)-Schur functions in a manner similar to Equation (2.19). The fault with this approach is that it is not immediately obvious that this system of equations is invertible and consequently defines the elements \( s^{(k)}_{\lambda} \).

An analog of the Murnaghan–Nakayama rule for the elements \( \tilde{F}^{(k)}_{\lambda}[X] \) would give a combinatorial interpretation of the \( k \)-Schur functions in the power sum basis at \( t = 1 \).

**Sage Example 5.3.** Let us show how to compute the Murnaghan–Nakayama rule for \( \tilde{F}^{(k)}_{\lambda}[X] \). The quotient space \( \Lambda^{(k)} \) is implemented in SAGE, but there are several means of computing the coefficients of \( p_k \tilde{F}^{(k)}_{\lambda}[X] \) by duality. As an example, let us compute \( p_2 \tilde{F}^{(3)}_{21}[X] \):

```sage
sage: Sym = SymmetricFunctions(QQ)
sage: Q3 = Sym.kBoundedQuotient(3,t=1)
sage: F = Q3.affineSchur()
sage: p = Sym.power()
sage: F[2,1]*p[2]
-F3[1, 1, 1, 1, 1] - F3[2, 1, 1, 1] + F3[3, 1, 1] + F3[3, 2]
```

Hence this computation shows that

\[
p_2 \tilde{F}^{(3)}_{21} = \tilde{F}^{(3)}_{32} + \tilde{F}^{(3)}_{311} - \tilde{F}^{(3)}_{211} - \tilde{F}^{(3)}_{11111}.
\]
5.2 A rectangle generalization at \( t \) a root of unity

Let \( \zeta_m \) be an \( m \)th root of unity (take \( \zeta_m = e^{2\pi i/m} \)). A result due to Lascoux, Leclerc and Thibon \cite{104} states that if \( \lambda = (1^{m_1}, 2^{m_2}, \ldots, d^{m_d}) \) and \( m_i = q_i m + r_i \) for \( 0 \leq r_i < m \), then

\[
Q'_\lambda[X; \zeta_m] = (Q'_{(1m)}[X; \zeta_m])^{q_1} (Q'_{(2m)}[X; \zeta_m])^{q_2} \cdots (Q'_{(d_m)}[X; \zeta_m])^{q_d} Q'_\nu[X; \zeta_m]
\]

where \( \nu = (1^{r_1}, 2^{r_2}, \ldots, d^{r_d}) \). A similar property is shown by Descouens and Morita \cite{39} for the Macdonald symmetric functions. Namely they show

\[
H_{\lambda}[X; q, \zeta_m] = (H_{(1m)}[X; q, \zeta_m])^{q_1} (H_{(2m)}[X; q, \zeta_m])^{q_2} \cdots (H_{(d_m)}[X; q, \zeta_m])^{q_d} H_{\nu}[X; q, \zeta_m].
\]

Moreover it is shown in these references that

\[
Q'_{(r,m)}[X; \zeta_m] = p_m \circ h_r
\]

and

\[
H_{(r,m)}[X; q, \zeta_m] = p_m \circ h_r[X/(1-q)] \left( \prod_{i=1}^r (1-q^{im}) \right)
\]

where \( \circ \) is the operation of plethysm.

Since at arbitrary \( t \), both of these functions expand positively in \( k \)-Schur functions, it is natural to ask if this property is shared by the \( k \)-Schur functions themselves. At \( t = 1 \) the \( k \)-Schur functions satisfy (see Section 4.6)

\[
s^{(k)}_{(\ell k-\ell+1)}[X; 1] s^{(k)}_{\lambda}[X; 1] = s^{(k)}_{(\ell k-\ell+1) \cup \lambda}[X; 1].
\]

At an \( m \)th root of unity this property seems to generalize and we conjecture

**Conjecture 5.4.** For \( \ell \leq k \) and \( \zeta_m = e^{2\pi i/m} \)

\[
s^{(k)}_{(\ell m(k-\ell+1))}[X; \zeta_m] s^{(k)}_{\lambda}[X; \zeta_m] = s^{(k)}_{(\ell m(k-\ell+1)) \cup \lambda}[X; \zeta_m]
\]

and moreover

\[
s^{(k)}_{(\ell m(k-\ell+1))}[X; \zeta_m] = p_m \circ s^{(k)}_{(\ell k-\ell+1)}[X; 1].
\]

**Sage Example 5.5.** We demonstrate an example of this conjecture by building two copies of the \( k \)-Schur functions in SAGE, one where the parameter \( t \) is specialized to a fourth root of unity, and the other where \( t = 1 \). Expanding these \( k \)-Schur functions in the power sum basis makes it possible to see the relationship between these elements, checking the second relation:
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sage: R = QQ[I]; z4 = R.zeta(4)
sage: Sym = SymmetricFunctions(R)
sage: ks3z = Sym.kschur(3,t=z4)
sage: ks3 = Sym.kschur(3,t=1)
sage: p = Sym.p()
sage: p(ks3z[2, 2, 2, 2, 2, 2, 2, 2])
1/12*p[4, 4, 4, 4] + 1/4*p[8, 8] - 1/3*p[12, 4]
sage: p(ks3[2,2])
1/12*p[1, 1, 1, 1] + 1/4*p[2, 2] - 1/3*p[3, 1]
sage: p(ks3[2,2]).plethysm(p[4])
1/12*p[4, 4, 4, 4] + 1/4*p[8, 8] - 1/3*p[12, 4]

The first relation can be checked as follows:
sage: ks3z[3, 3, 3, 3]*ks3z[2, 1]
ks3[3, 3, 3, 3, 2, 1]

5.3 A dual-basis to $s^{(k)}$ $_\lambda[X; t]$

Recall from Section 1.7 that $P_\lambda[X; t]$ is the dual basis to $Q'_\lambda[X; t]$ with respect to the $\langle . , . \rangle$ scalar product. Moreover, we have the expansion (3.13)

$$Q'_\mu[X; t] = \sum_{\lambda:|\mu|,\lambda_1\leq k} K^{(k)}_{\lambda\mu}(t)s^{(k)}_\lambda[X; t]$$

(5.4)

and

$$\tilde{s}^{(k)}_\lambda[X; t] = \sum_{\mu:|\lambda|,\mu_1\leq k} K^{(k)}_{\mu\lambda}(t)^{-1}Q'_\mu[X; t],$$

(5.5)

where $K^{(k)}_{\lambda\mu}(t)$ $t$-enumerate weak tableaux of shape $c(\lambda)$ and weight $\mu$. A $t$-generalization for dual $k$-Schur functions of Equation (2.17) then comes out of this [36] by duality,

$$\tilde{F}^{(k)}_\lambda[X; t] := \sum_{\mu:|\lambda|,\mu_1\leq k} K^{(k)}_{\mu\lambda}(t)P_\mu[X; t]$$

(5.6)

These elements clearly live in a space spanned by $\{P_\lambda[X; t]\}_{\lambda_1\leq k}$. In fact, by triangularity considerations of the symmetric functions $P_\lambda[X; t]$, we have that

$$\Lambda^{(k)}_t := \mathcal{L}\left\{\tilde{F}^{(k)}_\lambda[X; t]\right\}_{\lambda_1\leq k} = \mathcal{L}\left\{P_\lambda[X; t]\right\}_{\lambda_1\leq k} = \mathcal{L}\left\{s_\lambda[X]\right\}_{\lambda_1\leq k} = \mathcal{L}\left\{m_\lambda[X]\right\}_{\lambda_1\leq k}.$$

While this space is not closed under the usual product, it is closed under coproduct.
Now recall from Section 1.7, that \( \langle Q^\lambda[X; t], P^\mu[X; t] \rangle = \delta_{\lambda \mu} \). Hence
\[
\sum_{\gamma+|\mu| \leq k} K^{(k)}_{\gamma \mu}(t) = \sum_{\gamma+|\mu| \leq k} K^{(k)}_{\gamma \lambda}(t) = \delta_{\lambda \mu}.
\]

Therefore we can see that the elements \( \tilde{F}^{(k)}_{\lambda}[X; t] \) are another \( t \)-analogue of the Schur functions which, by triangularity considerations, live in the linear span of \( \mathcal{L}\{m_\lambda : \lambda_1 \leq k\} \) and are dual to \( \{s^{(k)}_\lambda[X; t]\}_{\lambda_1 \leq k} \) with respect to the usual scalar product.

Just as with the space \( \Lambda'_k \), the linear span of the dual elements for the \( k \)-Schur functions is a subspace and not an algebra with respect to the usual product. We can however make it an algebra, by introducing a product
\[
\tilde{F}^{(k)}_{\nu}[X; t] \cdot \tilde{F}^{(k)}_{\mu}[X; t] := \sum_{\lambda} C^{(k)}_{\nu \mu}(t) \tilde{F}^{(k)}_{\lambda}[X; t],
\]

where the coefficients \( C^{(k)}_{\nu \mu}(t) \) are precisely those defined by Equation (4.9). The coefficients \( C^{(k)}_{\nu \mu}(t) \) are discussed in Section 4.8 and they are conjectured to be polynomials in \( t \) with non-negative integer coefficients. To be clear, we take as definition that the space is closed under a product where the structure coefficients are
\[
C^{(k)}_{\nu \mu}(t) = \langle \Delta(s^{(k)}_\lambda[X; t]), \tilde{F}^{(k)}_{\nu}[X; t] \tilde{F}^{(k)}_{\mu}[Y; t] \rangle.
\]

There are several ways of computing a more explicit formula for these coefficients, but let us consider one that can be found by expanding the elements \( s^{(k)}_\lambda[X; t] \) and \( \tilde{F}^{(k)}_{\lambda}[X; t] \) in the Schur basis. Since
\[
s^{(k)}_\lambda[X; t] = \sum_{\mu + |\lambda|} \langle s^{(k)}_\lambda[X; t], s_\mu[X] \rangle s_\mu[X],
\]

and
\[
\tilde{F}^{(k)}_{\lambda}[X; t] = \sum_{\mu + |\lambda|} \langle \tilde{F}^{(k)}_{\lambda}[X; t], s_\mu[X] \rangle s_\mu[X],
\]
a formula for these coefficients is found by combining (5.8), (5.9), and (5.10) to obtain
\[
C^{(k)}_{\nu \mu}(t) = \sum_{\theta-|\lambda|} c^\theta_{\gamma \tau} \langle s^{(k)}_\lambda[X; t], s_\theta[X] \rangle \langle \tilde{F}^{(k)}_{\nu}[X; t], s_\tau[X] \rangle \langle \tilde{F}^{(k)}_{\mu}[X; t], s_\gamma[X] \rangle.
\]
where the $c^\lambda_{\mu\nu}$ are the Littlewood–Richardson coefficients previously discussed. Little is known about this product and it would be useful to understand it in terms of another basis. However, it is possible to compute these coefficients as elements of a quotient algebra or, as we do here, define a projection operator and notice that the product $\cdot^t$ is simply the usual product followed by a projection into the space $\Lambda^t(k)$.

**Proposition 5.6.** Let $\Theta^{(k)}$ be a projection from $\Lambda$ to $\Lambda^t(k)$, the space spanned by functions dual to the $k$-Schur functions, defined by $\Theta^{(k)}(P_\lambda[X;t]) = P_\lambda[X;t]$ if $\lambda_1 \leq k$, and $\Theta^{(k)}(P_\lambda[X;t]) = 0$ if $\lambda_1 > k$, then

$$\tilde{F}^{(k)}_\nu[X;t] \cdot^t \tilde{F}^{(k)}_\mu[X;t] = \Theta^{(k)}(\tilde{F}^{(k)}_\nu[X;t] \tilde{F}^{(k)}_\mu[X;t]).$$

(5.12)

**Proof.** In order to prove this we need to show that the coefficient of $\tilde{F}^{(k)}_\lambda[X;t]$ in the expression $\Theta^{(k)}(\tilde{F}^{(k)}_\nu[X;t] \tilde{F}^{(k)}_\mu[X;t])$ is equal to $C^\lambda_{\mu\nu}(t)$. Since $s^{(k)}_\lambda[X;t]$ is in the linear span of elements $\{Q^{(k)}_\lambda[X]\}_{\lambda_1 \leq k}$, we can conclude that the coefficient of $\tilde{F}^{(k)}_\lambda[X;t]$ in $\Theta^{(k)}(\tilde{F}^{(k)}_\nu[X;t] \tilde{F}^{(k)}_\mu[X;t])$ is equal to

$$\left< \Theta^{(k)}(\tilde{F}^{(k)}_\nu[X;t] \tilde{F}^{(k)}_\mu[X;t]), s^{(k)}_\lambda[X;t] \right> = \left< \tilde{F}^{(k)}_\nu[X;t] \tilde{F}^{(k)}_\mu[X;t], s^{(k)}_\lambda[X;t] \right>.$$ (5.13)

We can use Equations (5.9) and (5.10) to expand the right hand side so that it is equal to

$$\sum_{\theta_\tau^{-1}|\lambda|, \tau^{-1}|\nu|, \gamma^{-1}|\mu} c^\theta_{\gamma\tau} \left< \tilde{F}^{(k)}_\nu[X;t], s_\tau[X] \right> \left< \tilde{F}^{(k)}_\mu[X;t], s_\gamma[X] \right> \left< s^{(k)}_\lambda[X;t], s_\theta[X] \right> = C^\lambda_{\mu\nu}(t)$$

by (5.11). This shows that the coefficients that appear in the $t$-product in Equation (5.7) are the same that appear by usual multiplication followed by a projection by $\Theta^{(k)}$. □

**Sage Example 5.7.** We can compute the coefficients $C^\mu_{\lambda\nu}(t)$ as structure coefficients of the dual basis elements $\tilde{F}^{(k)}_\lambda[X;t]$. These elements are implemented in SAGE in a space representing the quotient of the ring of symmetric functions $\Lambda$ by the ideal generated by the Hall-Littlewood symmetric functions $P_\lambda[X;t]$ with $\lambda_1 > k$.

```sage
sage: Sym = SymmetricFunctions(QQ["t"]).fraction_field()
sage: Q3 = Sym.kBoundedQuotient(3)
sage: dks = Q3.dual_k_Schur()
sage: dks[2, 1, 1]*dks[3, 2, 1]
(t^7+t^6)*dks[2, 1, 1, 1, 1, 1, 1, 1, 1, 1] + (t^4+t^3+t^2)*dks[2, 2, 1, 1, 1, 1, 1, 1]
```
+ (t^3*t^2)*dks3[2, 2, 2, 2, 1, 1]
+ (t^5+2*t^4+4*t^3+3*t^2)*dks3[3, 1, 1, 1, 1, 1, 1, 1]
+ (2*t^5+4*t^4+6*t^3+4*t^2+3*t)*dks3[3, 2, 1, 1, 1, 1, 1, 1]
+ (2*t^2+t+1)*dks3[3, 2, 2, 1, 1, 1]
+ (t^4+3*t^3+4*t^2+4*t^2+1)*dks3[3, 3, 1, 1, 1, 1, 1]
+ (2*t^5+3*t^4+5*t^3+6*t^2+4*t+2)*dks3[3, 3, 2, 1, 1, 1, 1, 1]
+ (t^4+t^3+3*t^2+2*t+1)*dks3[3, 3, 2, 2]
+ (t^5+3*t^4+3*t^3+4*t^2+2*t+1)*dks3[3, 3, 3, 1]

5.4 A product on $\Lambda^t_{(k)}$

What is interesting about the $\tilde{F}_\lambda^{(k)}[X; t]$ elements is that they are clearly closed under the usual coproduct operation of the symmetric functions. It is therefore natural to consider the coefficients that appear in the coproduct of the elements which are dual to the $k$-Schur functions as the structure constants of the product of $k$-Schur functions.

Define the coefficients $c^{\lambda(k)}_{\nu\mu}(t)$ by the coproduct formula

$$\Delta(\tilde{F}_\lambda^{(k)}[X; t]) = \sum_{\nu, \mu} c^{\lambda(k)}_{\nu\mu}(t) \tilde{F}_\nu^{(k)}[X; t] \tilde{F}_\mu^{(k)}[Y; t].$$

We will give a more precise calculation of these coefficients below, but assuming that they exist, we then define

$$s^{(k)}_{\nu}[X; t] \cdot t s^{(k)}_{\mu}[X; t] := \sum_{\lambda \geq |\nu|+|\mu|} c^{\lambda(k)}_{\nu\mu}(t) s^{(k)}_{\lambda}[X; t]$$

where

$$c^{\lambda(k)}_{\nu\mu}(t) := \left( \Delta(\tilde{F}_\lambda^{(k)}[X; t]), s^{(k)}_{\nu}[X; t] s^{(k)}_{\mu}[Y; t] \right).$$

We can then derive from Equations (5.9) and (5.10), that

$$c^{\lambda(k)}_{\nu\mu}(t) = \sum_{\theta \geq |\lambda|, \tau \geq |\nu|, \gamma \geq |\mu|} c^{\theta}_{\tau\gamma} \left( \tilde{F}_\lambda^{(k)}[X; t], s_{\theta}[X] \right) \left( s^{(k)}_{\nu}[X; t], s_{\tau}[X] \right) \left( s^{(k)}_{\mu}[X; t], s_{\gamma}[X] \right).$$

At this point it is possible to see that while it is not obvious what the product structure on the $k$-Schur functions should be, if we take this to be the definition then, as in the case with the product $\cdot t$, the product on $k$-Schur functions can also be realized as a projection of the usual product.
Proposition 5.8. Let $\Theta_{(k)}$ be a projection from the space $\Lambda$ to the space $\Lambda_{(k)}^t$ spanned by the $k$-Schur functions defined by $\Theta_{(k)}(Q_{(k)}^t[X; t]) = Q_{(k)}^t[X; t]$ if $\lambda_i \leq k$ and $\Theta_{(k)}(Q_{(k)}^t[X; t]) = 0$, then
\[
s_{(k)}^{(k)}[X; t] \cdot s_{(k)}^{(k)}[X; t] = \Theta_{(k)}(s_{(k)}^{(k)}[X; t]s_{(k)}^{(k)}[X; t]) .
\]

Proof. The proof proceeds exactly as it did in Proposition 5.6. We compute that the coefficient of $s_{(k)}^{(k)}[X; t]$ in $\Theta_{(k)}(s_{(k)}^{(k)}[X; t]s_{(k)}^{(k)}[X; t])$ is
\[
\left\langle \Theta_{(k)}(s_{(k)}^{(k)}[X; t]s_{(k)}^{(k)}[X; t]), \tilde{F}_{\lambda}^{(k)}[X; t] \right\rangle = \left\langle s_{(k)}^{(k)}[X; t]s_{(k)}^{(k)}[X; t], \tilde{F}_{\lambda}^{(k)}[X; t] \right\rangle
= \sum_{\sigma \vdash |\lambda|, \tau \vdash |\mu|} c_{\sigma\gamma}^\theta \left\langle s_{(k)}^{(k)}[X; t], s_{\tau}[X] \right\rangle \left\langle s_{(k)}^{(k)}[X; t], s_{\sigma}[X] \right\rangle \left\langle \tilde{F}_{\lambda}^{(k)}[X; t], s_{\theta}[X] \right\rangle = c_{\mu\nu}^{\lambda(k)}(t) .
\]

So we see again that the structure coefficients in the definition of the $t$-product in Equation (5.14) are exactly those that occur by taking the usual product and then projecting using the map $\Theta_{(k)}$. 

It was discussed in Section 4.7 that the coefficients $c_{\mu\nu}^{\lambda(k)}(1)$ are non-negative integers (conjecturally for certain definitions), but in the following example we will see that $c_{\mu\nu}^{\lambda(k)}(t)$ are not generally elements of $\mathbb{N}[t]$. This makes us believe that this product is not ‘the’ product to define on the space $\Lambda_{(k)}^t$ (if there is such a product). At least in certain cases, the operators $B_{\lambda}$ from Equation (3.7) also provide a means of defining a $t$-analogue of multiplication and in light of Equation (4.1), it seems possible that there is some other $t$-product on $\Lambda_{(k)}^t$ which is the right one to consider on this space.

Sage Example 5.9. We show how a product of $k$-Schur functions can be computed under the projection $\Theta_{(k)}$. The product is first computed in the $Q_{(k)}^t[X; t]$ basis and then the projection is computed by restricting the support to those partitions whose parts are less than or equal to $k$, which is 2 in this example.

```python
sage: ks2 = SymmetricFunctions(QQ['t']).kschur(2)
sage: HLQp = SymmetricFunctions(QQ['t']).hall_littlewood().Qp()
sage: ks2( (HLQp(ks2[2,1])*HLQp(ks2[1,1])).restrict_parts(2) )
ks2[1, 1, 1] + (-t+1)*ks2[2, 1]
```

The coefficient $t - 1$ should appear as the coefficient of $\tilde{F}_1^{(2)} \otimes \tilde{F}_{11}^{(2)}$ in the expansion of the coproduct $\Delta(\tilde{F}_1^{(2)})$. We can calculate this using SAGE using the following commands.

```python
sage: dks = SymmetricFunctions(QQ['t']).kBoundedQuotient(2).dks()
sage: dks[2,1].coproduct()
```

```python
sage: dks2[] # dks2[2, 1] + (-t+1)*dks2[2] # dks2[2, 1] +
```

```python
```
5.5 A representation theoretic model of $k$-Schur functions

The Frobenius map is a map from $S_m$-modules to symmetric functions of degree $m$ which takes an irreducible module indexed by the partition $\lambda$ to the Schur function also indexed by the partition $\lambda \vdash m$. Here we denote this map by $\mathcal{F}$ with $\mathcal{F}(V_\lambda) = s_\lambda$, where $V_\lambda$ is an irreducible $S_m$-module.

The parameter $t$ in the ring of symmetric functions represents a grading and we can define for a graded module $V = \bigoplus_{d \geq 0} V_d$,

$$\mathcal{F}_t(V) = \sum_{d \geq 0} t^d \mathcal{F}(V_d).$$

For example, if we consider the ring of polynomials $\mathbb{C}[a_1, a_2, \ldots, a_m]$ as a module graded by the degree in the variables $a_i$, then $\mathcal{F}_t(\mathbb{C}[a_1, a_2, \ldots, a_m]) = h_m \left[ \frac{X}{1-t} \right]$. In particular, we also have for any irreducible $S_m$-module $V_\lambda$ that the tensor product $V_\lambda \otimes \mathbb{C}[a_1, a_2, \ldots, a_m]$ is an $S_m$-module, where $S_m$ acts diagonally on the tensors and

$$\mathcal{F}_t(V_\lambda \otimes \mathbb{C}[a_1, a_2, \ldots, a_m]) = s_\lambda \left[ \frac{X}{1-t} \right].$$

Mark Haiman and Li-Chung Chen [32] defined $\mathcal{M}^{(k)}$ to be the category of graded finitely generated $\mathbb{C}[a_1, a_2, \ldots, a_m] * S_m$-modules $V$ such that $V$ has an $S_m$-equivariant $\mathbb{C}[a_1, a_2, \ldots, a_m]$ free resolution using only the $V_\lambda \otimes \mathbb{C}[a_1, a_2, \ldots, a_m]$ with $\lambda_1 \leq k$. Then they conjecture the following.

**Conjecture 5.10.** The modules which are irreducible in $\mathcal{M}^{(k)}$ have images under the map $\mathcal{F}_t$ which are equal to $\omega s_\lambda^{(k)}[X; t]$ for $\lambda \vdash m$ and $\lambda_1 \leq k$.

We say that two partitions $\lambda$ and $\mu$ of the same size are called skew-linked if there exists a skew partition $\gamma/\tau$ such that $\lambda_i$ is the number of cells in the $i^{th}$ row of $\gamma/\tau$ and $\mu'_i$ is the number of cells in the $i^{th}$ column of $\gamma/\tau$. The definition of skew-linked is not associated with a particular value of $k$, but we have seen examples of partitions which are skew-linked through the $(k+1)$-cores. We always have that $\lambda$ and $(\lambda^{\omega_k})'$ are skew-linked since the skew partition representing the cells of $c_k(\lambda)$ with hook less than $k+1$ has $\lambda_i$ cells in row $i$ and the transpose of $c_k(\lambda)$ has $\lambda'_i$ cells with hook less than $k+1$ in row $i$. But there are other examples of pairs of partitions which are skew-linked. Of course, if $\lambda$ and $\mu$ are skew-linked, then $\mu'$ and $\lambda'$ are skew-linked.

**Example 5.11.** For a small example, consider that the partition $(2, 2, 1)$ is skew-linked to $(2, 2, 1)$, $(3, 2)$, $(4, 1)$ and $(5)$ through the skew partitions $(2, 2, 1)$, $(3, 2, 1)/(1)$, $(4, 2, 1)/(2)$, and $(5, 3, 1)/(3, 1)$ respectively.

For a larger example, the partition $(4, 4, 2, 2, 2, 1)$ is skew linked to $(6, 4, 2, 2, 1)$ because the skew partition $(6, 4, 2, 2, 2, 1)/(2)$ has rows given by $(4, 4, 2, 2, 2, 1)$ and columns given by the partition $(5, 4, 2, 2, 1, 1)$.
Notice that \((6, 4, 2, 2, 1)\) is not the conjugate of the \(k\)-conjugate of \((4, 4, 2, 2, 1)\) for any \(k\).

**Theorem 5.12.** (L.-C. Chen) If \(\lambda\) is skew-linked to \(\mu\) by a skew partition \(\gamma/\tau\) with \(\tau \vdash d\), then \(V_\lambda\) occurs with multiplicity 1 at degree \(d\) in \(V_\mu \otimes \mathbb{C}[a_1, a_2, \ldots, a_m]\) and does not appear at a lower degree.

As a corollary they construct a module by modding out the module \(V_\mu \otimes \mathbb{C}[a_1, a_2, \ldots, a_m]\) by the space generated by all modules \(V_\gamma\) which are at degree \(d\) which are not \(V_\lambda\). In the particular case when \(\lambda\) is a \(k\)-bounded partition, \(\lambda'\) is skew-linked to \(\mu = \lambda \omega_k\) and the module \(V_\lambda\) is conjectured to have Frobenius image equal to \(\omega s_\lambda^{(k)}[X; t]\).

**Conjecture 5.13.** For a \(k\)-bounded partition \(\lambda\), let \(d\) be the number of cells in \(c_k(\lambda)\) which have a hook length greater than \(k\). Let \(W\) be the module which is generated by \(V_\lambda \omega_k\) as an \(S_m \ast \mathbb{C}[a_1, a_2, \ldots, a_m]\)-module and cogenerated by the copy of \(V_{\lambda'}\) of degree \(d\). Then \(F_t(W) = \omega s_\lambda^{(k)}[X; t]\).

Haiman and Li-Chung Chen [32] note that this module is only conjectured to lie within the category of \(M^{(k)}\).

### 5.6 From Pieri to \(K\)-theoretic \(k\)-Schur functions

As mentioned in the introduction, a trend in Schubert calculus is to generalize the classical setup. The replacement of cohomology by \(K\)-theory is a particularly fruitful variation. Lascoux and Schützenberger introduced the Grothendieck polynomials in [108] as representatives for the \(K\)-theory classes determined by structure sheaves of Schubert varieties. Grothendieck polynomials have since been connected to representation theory and algebraic geometry and combinatorics is again at the forefront (e.g. [37, 76, 101, 45]). For example, the stable Grothendieck polynomials \(G_\lambda\) are inhomogeneous symmetric polynomials whose lowest homogeneous degree component is a Schur function. Buch proved in [27] that they are the weight generating functions

\[
G_\lambda = \sum_{\substack{T \text{ set-valued}\n\text{shape}(T) = \lambda}} (-1)^{|\lambda| - |\text{weight}(T)|} x^{\text{weight}(T)},
\]  
(5.16)
of tableaux called set-valued tableaux. Such a tableau $T$ is a filling of each cell in a shape with a set of integers, where a set $X$ below (west of) $Y$ satisfies $\max X < (\leq) \min Y$. The weight of $T$ is $\alpha$ where $\alpha_i$ is the number of cells in $T$ containing an $i$. Pieri rules are given in [113] in terms of binomial numbers and a generalization for Yamanouchi tableaux gives [27] a combinatorial rule for the structure constants.

Ideas in $k$-Schur theory extend to the inhomogeneous setting providing combinatorial tools that apply to torus-equivariant $K$-theory of the affine Grassmannian of $SL_{k+1}$. Similar to the development described in Section 2.2, a close study of a Pieri rule and its iteration is carried out in [124], leading to a family of affine set-valued tableaux that are in bijection with elements of the affine nil-Hecke algebra. These simultaneously generalize set-valued tableaux and weak $k$-tableaux.

These tableaux are defined along the lines described in Remark 2.3; the semi-standard case is given by putting conditions on the reading words of the standard case. Recall from Section 3.3 that $T_{\leq x}$ is the subtableau obtained by deleting all letters larger than $x$ from $T$ and note that this is well-defined for a set-valued tableau $T$. A standard affine set-valued tableau $T$ of degree $n$ is then defined as a set-valued filling such that, for each $1 \leq x \leq n$, $\text{shape}(T_{\leq x})$ is a core and the cells containing an $x$ form the set of all removable corners of $T_{\leq x}$ with the same residue.

**Example 5.14.** With $k = 2$, the standard affine set-valued tableaux of degree 5 with shape $c(2,1,1) = (3,1,1)$ are

\[
\begin{align*}
(3,4)_2 & \quad (3,5)_1 & \quad (5)_1 & \quad (4)_1 & \quad (4)_1 \\
(2)_2 & \quad (2)_2 & \quad (4)_2 & \quad (3)_2 & \quad (2,3)_2 \\
(1,0) & \quad (3,4)_1 & \quad (5)_2 & \quad (1,2,0) & \quad (3,1) & \quad (4)_2 & \quad (1,2,0) & \quad (4)_1 & \quad (5)_2 & \quad (1,0) & \quad (4)_1 & \quad (5)_2 \\
(5)_1 & \quad (5)_1 & \quad (4)_1 & \quad (4)_2 & \quad (3,4)_2 & \quad (3)_2 \\
(1,0) & \quad (2,3)_2 & \quad (4)_2 & \quad (1,0) & \quad (2,1) & \quad (3,4)_2 & \quad (1,0) & \quad (2,1) & \quad (3,5)_2
\end{align*}
\]

(5.17)

For the semi-standard case, first note that a set-valued tableau $T$ of weight $\alpha$ is a standard set-valued tableau with increasing reading words in the alphabets $A_{\alpha,x}$ of (2.5), where the reading word is obtained by reading letters from a cell in decreasing order (and as usual, cells are taken from top to bottom and left to right). Since letters in standard affine set-valued tableaux can occur with multiplicity, the lowest reading word in $A$ – reading the lowest occurrence of the letters in $A$ from top to bottom and left to right – is used. Again, letters in the same cell are read in decreasing order. In Example 5.14, the lowest reading words in $\{1, \ldots, 5\}$ are 21435, 52134, 52134, 32145, 32145, 51324, 51243, 41253.
5. DIRECTIONS OF RESEARCH AND OPEN PROBLEMS

The affine $K$-theoretic generalization of a tableau with weight $\alpha$ is then given, for any $k$-bounded composition $\alpha$, by a standard affine set-valued tableau of degree $|\alpha|$ where, for each $1 \leq x \leq \ell(\alpha)$,

1. the lowest reading word in $A_{\alpha,x}$ is increasing
2. the letters of $A_{\alpha,x}$ occupy $\alpha_x$ distinct residues
3. the letters of $A_{\alpha,x}$ form a horizontal strip.

**Example 5.15.** The affine set-valued tableaux in (5.18) of Example 5.14 all have weight $(2,1,1,1)$ and shape $(3,1,1) = c(2,1,1)$, for $k = 2$.

It is proven in [124] that the weight generating functions of affine set-valued tableaux

$$G^{(k)}_\lambda = \sum_{T \text{ affine set-valued tableau}} \left( -1 \right)^{|\lambda|+|\text{weight}(T)|} x^{\text{weight}(T)}$$

are Schubert representatives for $K$-theory of the affine Grassmannian of $SL_{k+1}$ called affine stable Grothendieck polynomials [78, 85]. These reduce to Grothendieck polynomials for large $k$ and the term of lowest degree in $G^{(k)}_\lambda$ is the dual $k$-Schur function $\tilde{F}^{(k)}_\lambda$. As in the $k$-Schur set-up, these do not form a self-dual basis. Instead, the dual to $\{G^{(k)}_\lambda\}_{\lambda_1 \leq k}$ is an inhomogeneous basis $\{g^{(k)}_\lambda\}_{\lambda_1 \leq k}$ for $\Lambda^{(k)}$.

The set-up discussed in Sections 2.1 and 2.2 is extended in [124] and gives affine $K$-theoretic properties for this basis such as Pieri rules and an analog to property (4.2) for an inhomogeneous involution $\Omega$;

$$\Omega g^{(k)}_\lambda = g^{(k)}_{\lambda \cdot k}.$$  

(5.20)

Among some of the open combinatorial problems, it remains to develop an affine $K$-theoretic set-up in the dual world along the lines discussed in Section 2.4; finding the Pieri rules for $\{G^{(k)}_\lambda\}_{\lambda_1 \leq k}$ and giving a weight-generating formulation for $\{g^{(k)}_\lambda\}_{\lambda_1 \leq k}$. In addition, there are properties of Grothendieck polynomials that conjecturally extend to these new bases. For example, there is a combinatorial expansion of Grothendieck polynomials into Schur functions described by a family of skew tableaux [113]. It is conjectured that $G^{(k)}_\lambda$ and $g^{(k)}_\lambda$ have combinatorial expansions in terms of dual $k$-Schur functions and $k$-Schur functions, respectively. Noncommutative versions of the affine stable Grothendieck polynomials and $\{g^{(k)}_\lambda\}_{\lambda_1 \leq k}$ are given in [85], where geometric aspects of these bases are also explored. Further conjectures relating to these bases can be found in [85, 124].

**Sage Example 5.16.** The basis $\{g^{(k)}_\lambda\}_{\lambda_1 \leq k}$ has been implemented in SAGE and so it is possible to begin experimenting with these combinatorial problems.
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sage: Sym = SymmetricFunctions(QQ)
sage: Sym3 = Sym.kBoundedSubspace(3,t=1)
sage: Kks3 = Sym3.K kschur()
sage: s = Sym.s()
sage: m = Sym.m()
sage: s(Kks3[3,1])
sage: m(Kks3[3,1])
sage: ks3 = Sym3.kschur()
sage: ks3(Kks3[3,1])
ks3[3] + ks3[3, 1]
sage: Kks3[3,1]*Kks3[2]
sage: Kks3[3,1].coproduct()

Since the elements \( \{ G_{\lambda}^{(k)} \}_{\lambda_1 \leq k} \) are an infinite sum of elements of degree greater than or equal to \( |\lambda| \) and we do not know their algebra structure, we cannot currently represent them as we do other bases in SAGE. However, a preliminary implementation of this basis does exist that allows one to compute the elements up to a given degree.

sage: SymQ3 = Sym.kBoundedQuotient(3,t=1)
sage: G1 = SymQ3.AffineGrothendieckPolynomial([[1],6])
sage: G2 = SymQ3.AffineGrothendieckPolynomial([[2],6])
sage: (G1*G2).lift().scalar(Kks3[3,1])
-1

Notice how the coproduct applied to \( g_{(3,1)}^{(3)} \) agrees with the product structure in this one calculation since we see that coefficient of \( G_{(3,1)}^{(3)} \) in the product of \( G_{(2)}^{(3)} \) and \( G_{(1)}^{(3)} \) is equal to the coefficient of \( g_{(2)}^{(3)} \otimes g_{(1)}^{(3)} \) in \( \Delta(g_{(3,1)}^{(3)}) \).

We may also list all the terms which appear in a product of elements of \( \{ G_{\lambda}^{(k)} \}_{\lambda_1 \leq k} \). This is sufficient for generating data for a Pieri rule on \( \{ G_{\lambda}^{(k)} \}_{\lambda_1 \leq k} \) since we can compute products and use the duality with the \( \{ g_{\lambda}^{(k)} \}_{\lambda_1 \leq k} \) basis to determine the structure coefficients up to a degree higher than what appears in our product.

sage: G31 = SymQ3.AffineGrothendieckPolynomial([[3,1],8])
This SAGE calculation shows that no terms indexed by partitions of size 9 appear in the product of $G_{(3)}^{(3)}(3,1)$ and $G_{(1)}^{(3)}(3,1)$, and since we believe that this indicates highest degree of terms which will appear in our product will be 8, then

$$G_{(3)}^{(3)}(3,1) G_{(1)}^{(3)}(3,1) = 2G_{(3,2)}^{(3)} + G_{(3,1,1)}^{(3)} - G_{(3,3)}^{(3)} - 2G_{(3,2,1)}^{(3)} + G_{(3,2,1,1)}^{(3)} + G_{(3,3,1)}^{(3)} - G_{(3,3,1,1)}^{(3)} .$$

6 Duality between the weak and strong orders

In this section we consider a $k$-analogue of the Cauchy identity and the Robinson–Schensted–Knuth (RSK) algorithm (or insertion algorithm). The RSK algorithm provides a bijection between permutations and pairs of tableaux satisfying certain conditions. As shown in [81] this can be generalized to the affine setting.

6.1 $k$-analogue of the Cauchy identity

In the algebra of symmetric functions (or rather polynomials) an important identity is the Cauchy identity, stating that

$$\prod_{i,j=1}^{m} \frac{1}{1 - x_i y_j} = \prod_{j=1}^{m} \sum_{r \geq 0} h_r[X_m] y_j^r = \sum_{\lambda} h_{\lambda}[X_m] m_\lambda[Y_m] = \sum_{\lambda} s_\lambda[X_m] s_\lambda[Y_m] , \quad (6.1)$$

where the last two sums run over all partitions $\lambda$.

Although there is an algebraic proof of this identity that follows from calculations in Section 1.5, there is also a direct combinatorial proof of this result. Recall from Equation (2.7) that the Schur function is equal to

$$s_\lambda[X_m] = \sum_T x^T , \quad (6.2)$$
where the sum is over all semi-standard tableaux of shape $\lambda$ and $x^T$ is a monomial which represents the product over $i$ of $x_i$ raised to the number of $i$ in the tableaux.

The Schur functions are in fact characterized as the unique basis which satisfies Equation (6.1) and which is triangularly related to the monomial symmetric functions. Notice that

$$m! = \sum_{\lambda} f_{\lambda}^2,$$

where $f_{\lambda}$ is the number of standard tableaux of shape $\lambda$. This may be seen as an algebraic formulation of the more standard presentation of the RSK algorithm on permutations, namely, there is a bijection between permutations $\pi$ and pairs of tableaux $(P,Q)$, where $P$ and $Q$ are standard tableaux of the same shape.

In Equation (2.17), we stated that $F_{\lambda}^{(k)} = \sum_{\mu} K_{\mu}^{(k)} m_{\mu}$, where $K_{\mu}^{(k)}$ is equal to the number of weak tableaux of shape $\epsilon(\lambda)$ and weight $\mu$. The collective results in [78, 97] show that

$$F_{\lambda}^{(k)}[X_m] = \sum_{T} x^T,$$

where the sum is over all weak tableaux $T$ of shape $\epsilon(\lambda)$ in the weight $\{1, 2, \ldots, m\}$.

Now consider the following $k$-bounded analogue of the kernel (6.3) given by

$$\prod_{j=1}^{m} (1 + h_1 [X_m] y_j + h_2 [X_m] y_j^2 + \cdots + h_k [X_m] y_j^k) = \sum_{\lambda ; \lambda_i \leq k} h_{\lambda} [X_m] m_{\lambda} [Y_m] = \sum_{M} (xy)^M,$$
where the sum on the right hand side of the equation is over all \( k \)-bounded matrices \( M = (m_{ij})_{1 \leq i,j \leq n} \), whose entries are non-negative integers and satisfy \( \sum_{i=1}^{n} m_{ij} \leq k \), and \( (xy)^M = \prod_{i,j} (x_i y_j)^{m_{ij}} \).

In [81] the authors provide a bijection between the set of \( k \)-bounded matrices and pairs of tableaux \((P, Q)\) such that \( P \) is a strong tableau and \( Q \) is a weak tableau that are both of the same \((k+1)\)-core shape. This is done by introducing an insertion algorithm which generalizes that of the RSK bijection (and reduces to RSK case when \( k \geq \sum_{i,j} m_{ij} \)).

Here we provide an exposition of a special case of this bijection, namely between permutation matrices (with entries in \( \{0, 1\} \) with a single 1 in each row and column) and pairs of tableaux \((P, Q)\), where \( P \) is a strong standard tableau and \( Q \) is a weak standard tableau.

The bijection in [81] (which is called ‘affine insertion’ in analogy with RSK-insertion) shows that the duality of the weak and strong functions can be expressed through the duality of the kernel in (6.6) and hence

\[
\prod_{j=1}^{m} (1 + h_1 [X_m] y_j + h_2 [X_m] y_j^2 + \cdots + h_k [X_m] y_j^k) = \sum_{\lambda: \lambda_1 \leq k} \text{Strong}_{\nu}[X_m] \text{Weak}_{\nu}[Y_m],
\]

(6.7)

where the functions are defined as

\[
\text{Weak}_\nu[X_m] = \sum_T x_T
\]

(6.8)

with the sum over all weak tableaux of shape \( \nu \) (a \((k+1)\)-core) and

\[
\text{Strong}_\nu[X_m] = \sum_T x_T
\]

(6.9)

with the sum is over all strong tableaux of shape \( \nu \). In both cases \( x_T \) represents a monomial associated to the weight. The equality \( \tilde{F}_\lambda^{(k)}[X_m] = \text{Weak}_{\nu}[X_m] \) with dual \( k \)-Schur functions relies on a permutation action on the weight which can be found in [96]. The equality \( s_\lambda^{(k)}[X_m] = \text{Strong}_{\nu}[X_m] \) follows by a duality argument after showing that the functions \( \text{Strong}_\nu[X_m] \) form a basis [81].

Let \( f^{\text{weak}}_\nu \) be the number of standard weak tableaux of shape \( \nu \) and \( f^{\text{strong}}_\nu \) be the number of standard strong tableaux of shape \( \nu \), where \( \nu \) is a \((k+1)\)-core. If we take the coefficient of \( x_1 x_2 \cdots x_m y_1 y_2 \cdots y_m \) in Equation (6.7), we find the following combinatorial result

\[
m! = \sum_{\lambda: \lambda_1 \leq k} f^{\text{strong}}_{\nu} f^{\text{weak}}_{\nu},
\]

(6.10)

where the sum is over \( k \)-bounded partitions of \( \lambda \) of \( m \). This formula can be seen as a manifestation of a bijection between the set of permutations \( \sigma \) of \( S_m \) and pairs of tableaux \((P^{(k)}, Q^{(k)})\), where \( P^{(k)} \) is a strong standard tableau and \( Q^{(k)} \) is a weak standard tableau.
6.2 A brief introduction to Fomin’s growth diagrams

Affine insertion is proved using Fomin’s growth diagrams [42] which is a tool of presenting insertion algorithms on graded posets via certain local rules. To put the affine insertion algorithm in context, we give a brief presentation of the usual RSK algorithm between permutations and pairs of standard tableaux in terms of growth diagrams in order to show how the algorithms compare. In Section 6.3 we will demonstrate how the algorithm can be generalized to the bijection which explains Equation (6.10). The treatment we present in this section follows roughly the way of viewing Fomin’s growth diagrams that is presented in [140, Section 5.2] with a few modifications in orientation.

We begin with an $n \times n$ permutation matrix corresponding to a permutation $\pi$ (we use the convention that row $i$ has a 1 in column $\pi_i$) and convert it into a pair of standard tableaux of the same shape. To do this we draw an $n \times n$ lattice of squares and label the vertices of this lattice with partitions and the centers of these squares with the entries of the permutation matrix. At the start of the procedure we begin by labeling only the first row and first column of vertices with empty partitions and fill in the rest of the diagram by a recursive procedure using a set of local rules.

To describe the RSK algorithm we describe a ‘local rule’ which is a bijection between two types of arrays.

Case 1:

$$
\begin{array}{ccc}
\lambda & \rightarrow & \mu \\
\downarrow 0 & \leftrightarrow & \downarrow \\
\nu & \rightarrow & \gamma \\
\end{array}
$$

(a) If $\lambda = \mu = \nu$, then $\gamma = \nu$.

(b) If $\mu \neq \nu$, then $\gamma = \mu \cup \nu$.

(c) If $\lambda$ is strictly contained in $\mu = \nu$, then if $\mu$ is obtained from $\lambda$ by adding a cell in row $i$, then $\gamma$ is obtained from $\mu$ by adding a cell in row $i + 1$.

Case 2:

$$
\begin{array}{ccc}
\lambda & \rightarrow & \mu \\
\downarrow 1 & \leftrightarrow & \downarrow \\
\nu & \rightarrow & \gamma \\
\end{array}
$$

This case can only occur when $\lambda = \mu = \nu$, and then $\gamma$ is obtained from $\mu$ by adding a cell in the first row.

By successively applying these local rules, the growth diagram is filled in until it is an $(n + 1) \times (n + 1)$ array of partitions. Because each of the rules we apply is a bijection, we need only remember the last row and last column of the array and the rest of the table can be recovered by applying the local rule in reverse. The last row of this table is a sequence
of partitions each of which differ by a single cell and so can be interpreted as a standard tableau which agrees with the insertion tableau of \( \pi \). The last column of table is also a sequence of partitions each of which differ by a single cell; the corresponding standard tableau agrees with the recording tableau corresponding to the permutation \( \pi \).

The important thing to notice is that the local rules can be reversed. For this reason if we are given just the pair of tableaux that represent the last row and the last column of the table, it is possible to reconstruct the entire table and hence the permutation matrix.

A beautiful feature of the growth diagram perspective on the RSK insertion algorithm is also that it makes it completely manifest that interchanging the insertion tableau \( P \) and recording tableau \( Q \) inverts the permutation \( \pi \). This can be seen by interchanging the rows and columns of the array, which inverts the permutation matrix and interchanges \( P \) and \( Q \).

**Example 6.1.** Let us consider the permutation 4132 as a running example. We begin with a row and a column of 5 empty partitions and the entries of the permutation matrix in an array pictured below.

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 0 & 0 & 1 \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset \\
\downarrow & 1 & 0 & 0 & 0 \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & 1 & 0 & 0 \\
\emptyset
\end{array}
\]

The local rules may be applied at first only in one place:

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & \downarrow & 0 & 0 & 1 \\
\emptyset & \rightarrow & \emptyset \\
\downarrow & 1 & 0 & 0 & 0 \\
\emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & 0 & 1 & 0 \\
\emptyset \\
\downarrow & 0 & 1 & 0 & 0
\end{array}
\]

In successive steps, the local rules may be applied in each corner.
By continuing to apply the local rules, we arrive at the following completed table:

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & \downarrow & 0 & \downarrow & 0 & \downarrow & 1 \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset \\
\downarrow & 1 & \downarrow & 0 & \downarrow & 0 & \downarrow & 0 \\
\emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & \downarrow & 0 & \downarrow & 1 & \downarrow & 0 \\
\emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & \downarrow & 1 & \downarrow & 0 & \downarrow & 0 \\
\emptyset
\end{array}
\]

By continuing to apply the local rules, we arrive at the following completed table:

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & \downarrow & 0 & \downarrow & 0 & \downarrow & 1 & \downarrow & 1 \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset \\
\downarrow & 1 & \downarrow & 0 & \downarrow & 0 & \downarrow & 0 & \downarrow & 0 \\
\emptyset & \rightarrow & \emptyset \rightarrow & \emptyset \\
\downarrow & 0 & \downarrow & 0 & \downarrow & 1 & \downarrow & 0 & \downarrow & 0 \\
\emptyset & \rightarrow & \emptyset \\
\downarrow & 0 & \downarrow & 1 & \downarrow & 0 & \downarrow & 0 & \downarrow & 0 \\
\emptyset
\end{array}
\]

Now in order to reconstruct this entire table, we need only remember the two standard tableaux \((P,Q) = (\begin{array}{cc}
\text{\ding{192}} & \text{\ding{192}} \\
\text{\ding{192}} & \text{\ding{192}}
\end{array}, \begin{array}{cc}
\text{\ding{192}} & \text{\ding{192}} \\
\text{\ding{192}} & \text{\ding{192}}
\end{array})\) which correspond to the last row and the last column of the table. This indeed agrees with the usual insertion tableau \(P\) and recording tableau \(Q\) when row-inserting 4132 (see for example [140]).
6.3 Affine insertion

Now that we have presented Fomin’s growth diagrams as a tool for understanding RSK, we will give the local rules necessary to understand $k$-affine insertion for permutations. This is the algorithm presented in [81]. Parts of these local rules use operations which are described in Sections 1.2, 1.3 and 1.4 (in particular the action of $s_i$, the notion of strong and weak cover, and the vocabulary of content and residue).

We have stripped down the algorithm presented in [81] in hopes of making it clearer by having fewer details to follow. The algorithm presented in [81] is slightly more general because it includes an additional rule that generalizes the bijection from $k$-bounded non-negative integer matrices to pairs tableaux of the same shape, the first is a strong semi-standard tableau, the second is a weak semi-standard tableau. This more general bijection is sufficient to show Equation (6.7). Here we are pairing down the presentation rule to only demonstrate how Equation (6.10) works.

To do this we construct again a table that will be a growth diagram, where there is an $(n + 1) \times (n + 1)$ array of $(k + 1)$-cores and between these entries we put the $n \times n$ permutation matrix.

There is an additional piece of information which is recorded in this matrix besides the shapes of the $k + 1$-cores. The horizontal connectors in our growth diagrams keep track of (possibly empty) strong covers and the vertical connectors keep track of (possibly empty) weak covers. If there are two $(k + 1)$-cores that are adjacent in the same row, $\tau \rightarrow \kappa$, then either $\tau = \kappa$ or $\kappa$ covers $\tau$ in the strong order. In the second case, we also need to mark one of the connected components of $\kappa/\tau$ in the diagram of $\kappa$ or keep track of this marking on the arrow $\rightarrow c$, where $c$ represents the content of the diagonal of the marked cell. When working with the diagram in the examples below we only record this information by marking a cell of $\kappa/\tau$ within core $\kappa$ for compactness of notation.

We begin with the first row and column of this array consisting of empty cores only (and hence there are no markings necessary). Given a corner of the table that is partially filled in, we complete the rest with the following local rules.

**Case 1:**

$$
\begin{array}{ccc}
\tau & \xrightarrow{c} & \kappa \\
\downarrow & 0 & \leftrightarrow \\
\theta & \kappa & \downarrow \\
\end{array}
$$

Try to apply (a)-(c) in this order. If a case does not apply, proceed to the next case.

(a) If $\tau = \kappa$, then $\zeta = \theta$ and neither $\kappa$ nor $\zeta$ will be marked; if $\tau = \theta$, then $\zeta = \kappa$ and $c' = c$.

(b) If $\kappa/\tau$ is not contained in $\theta/\tau$, let $r$ be the residue of the cells $\theta/\tau \pmod{k+1}$ (there is exactly one). In this case $\zeta = s_r$ applied to $\kappa$. One cell of $\kappa$ on the diagonal with content $c$ is marked. In $\zeta$ mark the component that has an overlap with the marked
ribbon in $\kappa$ (alternatively, if $c$ does not have residue $r$, then $c' = c$; otherwise $c'$ is on one diagonal higher than $c$).

(c) If $\tau$ is strictly contained in $\kappa = \theta$, let $c'$ be the content of the first diagonal which is weakly to the left of the marked ribbon of $\kappa/\tau$ and is an addable cell of $\kappa$. Then $\zeta = s_{c'}\kappa$ and the marked cell of $\zeta$ is on the diagonal with content $c'$.

Case 2:

\[
\begin{array}{c}
\tau \rightarrow \kappa \\
\downarrow \\
\theta \quad 1 \\
\theta \quad \quad c' \rightarrow \zeta
\end{array}
\]

This case can only occur when $\tau = \kappa = \theta$, and then $\zeta$ is $s_{c'}\kappa$ applied to $\tau$ (the effect of adding a cell in the first row of $\tau$, but as a $(k+1)$-core). A marking $c'$ is added in last cell of the first row of $\zeta$.

**Example 6.2.** Let us compute the growth diagram for the matrix corresponding to the permutation 4132. As in Example 6.1, we begin our growth diagram with the first row and column consisting of empty cores.

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 0 & 0 & 1 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 0 & 1 & 0 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 1 & 0 & 0 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\end{array}
\]

Below is the growth diagram for $k = 1$:

\[
\begin{array}{cccccc}
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 0 & 0 & 1 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 1 & 0 & 0 & 0 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\downarrow & 0 & 0 & 1 & 0 & \\
\emptyset & \rightarrow & \emptyset & \rightarrow & \emptyset & \rightarrow \\
\end{array}
\]
Note that since the value of $k$ is too small, Case 1(b) is not used. By reading the last row of this table we can encode it as a single strong tableau. When $k = 1$ there is only one weak tableau of shape $(m, m-1, \ldots, 2, 1)$. The last row and column of this table can then be encoded as

\[
\begin{array}{c|c}
1^* & 4 \\
3 & 4 \\
2 & 3^* & 4 \\
1^* & 2^* & 3 & 4 \\
\end{array}
\begin{array}{c|c}
1^* & 4 \\
3 & 4 \\
2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
\end{array}
\]

For $k = 2$ and starting with the same permutation the situation is a little more complicated:

\[
\begin{array}{c|c|c|c|c|c}
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
0 & 0 & 0 & 0 & 1 & 1 \\
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
1 & 0 & 0 & 0 & 0 & 0 \\
\emptyset & 0 & 0 & 0 & 1 & 0 \\
\emptyset & 0 & 1 & 0 & 0 & 0 \\
\emptyset & 0 & 0 & 1 & 0 & 0 \\
\emptyset & 0 & 0 & 0 & 1 & 0 \\
\end{array}
\]

Now it is necessary to apply all four rules to fill in the growth diagram. The first time that Case 1 (b) occurs is constructing the last entry in the fourth row of cores (the last entry of the third row of the permutation matrix).

\[
\begin{array}{c|c|c|c|c}
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\emptyset & 0 & 0 & 0 & 1 \\
\emptyset & 0 & 1 & 0 & 0 \\
\emptyset & 0 & 0 & 1 & 0 \\
\emptyset & 0 & 0 & 0 & 1 \\
\end{array}
\begin{array}{c|c|c|c|c}
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\emptyset & 0 & 0 & 0 & 1 \\
\emptyset & 0 & 1 & 0 & 0 \\
\emptyset & 0 & 0 & 1 & 0 \\
\emptyset & 0 & 0 & 0 & 1 \\
\end{array}
\]

If we just record the last row as a strong tableau and the last column as a weak tableau, we have the follow pair:

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c}
4^* & 3 & 2 & 1 \\
\hline
3^* & 4 & 3 & 2 \\
1^* & 2^* & 3 & 4 \\
\end{array}
\]

and this pair of tableaux is sufficient to reconstruct the entire table.

For $k = 3$, the case is similar to the $k = 2$ case in that there are examples where all four rules are applied in order to construct the table:
Because we can reconstruct the table from the last row and column of this table, it is necessary to keep track only of the strong tableau representing the last row and the weak tableau representing the last column. This is represented by the pair,

\[(4^* 3^* 1^* 2^* 4) \quad (1^* 2^* 4 1 3 4)\].

**Example 6.3.** In the following table we have presented permutations of 3 (corresponding to permutation matrices) which are in bijection with pairs of weak and strong tableaux for \(k = 1, 2\) and 3. When \(k = 3\), the tableaux are in bijection with pairs of standard tableaux of the same shape by dropping the markings in the strong tableaux.

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>((P^{(1)}, Q^{(1)}))</th>
<th>((P^{(2)}, Q^{(2)}))</th>
<th>((P^{(\infty)}, Q^{(\infty)}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>123</td>
<td>(\begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix} \begin{pmatrix} 2 &amp; 3 \ 1 &amp; 2 &amp; 3 \end{pmatrix}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Example 6.4. In the following table we have permutations of 4 (corresponding to permutation matrices) which are in bijection with pairs of weak and strong tableaux for $k = 1, 2$ and $3, 4$. When $k = 4$, the tableaux are in bijection with pairs of standard tableaux of the same shape by dropping the markings in the strong tableaux.
<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$(P^{(1)}, Q^{(1)})$</th>
<th>$(P^{(2)}, Q^{(2)})$</th>
<th>$(P^{(3)}, Q^{(3)})$</th>
<th>$(P^{(\infty)}, Q^{(\infty)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1234</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>1243</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>1324</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>1342</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>1423</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>1432</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2134</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2143</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2314</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2341</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2413</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
<tr>
<td>2431</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 3 &amp; 1 &amp; 4 &amp; 2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 2 &amp; 3 &amp; 4 \ 1 &amp; 2 &amp; 3 &amp; 4 \end{pmatrix}$</td>
</tr>
</tbody>
</table>
6. DUALITY BETWEEN THE WEAK AND STRONG ORDERS

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>((P^{(1)}, Q^{(1)}))</th>
<th>((P^{(2)}, Q^{(2)}))</th>
<th>((P^{(3)}, Q^{(3)}))</th>
<th>((P^{(\infty)}, Q^{(\infty)}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3124</td>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
<td><img src="image3" alt="Diagram" /></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>3142</td>
<td><img src="image5" alt="Diagram" /></td>
<td><img src="image6" alt="Diagram" /></td>
<td><img src="image7" alt="Diagram" /></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>3214</td>
<td><img src="image9" alt="Diagram" /></td>
<td><img src="image10" alt="Diagram" /></td>
<td><img src="image11" alt="Diagram" /></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>3241</td>
<td><img src="image13" alt="Diagram" /></td>
<td><img src="image14" alt="Diagram" /></td>
<td><img src="image15" alt="Diagram" /></td>
<td><img src="image16" alt="Diagram" /></td>
</tr>
<tr>
<td>3412</td>
<td><img src="image17" alt="Diagram" /></td>
<td><img src="image18" alt="Diagram" /></td>
<td><img src="image19" alt="Diagram" /></td>
<td><img src="image20" alt="Diagram" /></td>
</tr>
<tr>
<td>3421</td>
<td><img src="image21" alt="Diagram" /></td>
<td><img src="image22" alt="Diagram" /></td>
<td><img src="image23" alt="Diagram" /></td>
<td><img src="image24" alt="Diagram" /></td>
</tr>
<tr>
<td>4123</td>
<td><img src="image25" alt="Diagram" /></td>
<td><img src="image26" alt="Diagram" /></td>
<td><img src="image27" alt="Diagram" /></td>
<td><img src="image28" alt="Diagram" /></td>
</tr>
<tr>
<td>4132</td>
<td><img src="image29" alt="Diagram" /></td>
<td><img src="image30" alt="Diagram" /></td>
<td><img src="image31" alt="Diagram" /></td>
<td><img src="image32" alt="Diagram" /></td>
</tr>
<tr>
<td>4213</td>
<td><img src="image33" alt="Diagram" /></td>
<td><img src="image34" alt="Diagram" /></td>
<td><img src="image35" alt="Diagram" /></td>
<td><img src="image36" alt="Diagram" /></td>
</tr>
<tr>
<td>4231</td>
<td><img src="image37" alt="Diagram" /></td>
<td><img src="image38" alt="Diagram" /></td>
<td><img src="image39" alt="Diagram" /></td>
<td><img src="image40" alt="Diagram" /></td>
</tr>
<tr>
<td>4312</td>
<td><img src="image41" alt="Diagram" /></td>
<td><img src="image42" alt="Diagram" /></td>
<td><img src="image43" alt="Diagram" /></td>
<td><img src="image44" alt="Diagram" /></td>
</tr>
<tr>
<td>4321</td>
<td><img src="image45" alt="Diagram" /></td>
<td><img src="image46" alt="Diagram" /></td>
<td><img src="image47" alt="Diagram" /></td>
<td><img src="image48" alt="Diagram" /></td>
</tr>
</tbody>
</table>
6.4 The $t$-compatible affine insertion algorithm

Since the expression on the left of Equation (6.10) is independent of $k$, we realize that since $w \mapsto (P^{(k)}, Q^{(k)}) \leftrightarrow (P^{(k+1)}, Q^{(k+1)})$, where $P^{(k)}$ and $P^{(k+1)}$ are strong $k$ and $(k+1)$-tableaux may help us to see how $s^{(k)}_\lambda$ can be expressed as a positive sum of elements $s^{(k+1)}_\mu$. It may be possible to understand the expansion of $s^{(k)}_\lambda$ in terms of Schur functions or in terms of $s^{(k+1)}_\lambda$ using this bijection, but this would impose certain conditions on the shapes of tableaux $P^{(k)}$ and $P^{(k+1)}$ that do not seem to hold.

In this section we present some evidence suggesting that one might hope for an affine insertion algorithm which has additional properties that are not shared with the affine insertion algorithm of Section 6.3.

There is also a $t$-analogue of Equation (6.7) which can be used as a stronger guide for the combinatorics of an analogue of the Robinson–Schensted–Knuth bijection. The coefficient of $m_{(1^m)}[X]$ in $Q'_{(1^m)}[X; t]$ is equal to the $t$-analogue of $m!$, $[m]_t! = (1-t)^{-m} \prod_{i=1}^m (1-t^i)$, and hence we have

$$[m]_t! = \left\langle Q'_{(1^m)}[X; t], h_{(1^m)}[X] \right\rangle = \sum_{\lambda \vdash m} K_{\lambda(1^m)}(t) \left\langle s^{(k)}_\lambda[X], h_{(1^m)}[X] \right\rangle = \sum_{\lambda \vdash m} K_{\lambda(1^m)}(t) f^{(k)}_{\lambda} = \sum_{\lambda, \lambda \vdash m, \lambda \leq k} K^{(k)}_{\lambda(1^m)}(t) \left\langle s^{(k)}_\lambda[X; t], h_{(1^m)}[X] \right\rangle. \quad (6.11)$$

The polynomial $\left\langle s^{(k)}_\lambda[X; t], h_{(1^m)}[X] \right\rangle$ is equal to $\sum_P t^{\text{pin}(P)}$, where the sum is over all strong standard $k$-tableaux of shape $\epsilon(\lambda)$ by Equation (3.16). The coefficient $K^{(k)}_{\lambda(1^m)}(t)$ is a $t$-analogue of the number of standard weak $k$-tableaux of shape $\epsilon(\lambda)$. This equation is just one possible refinement of Equation (6.10). Similarly, the right hand side of this equation depends on $k$ while the left hand side does not and this indicates that we might hope to see some relationship between the bijection at level $k$ and level $k+1$ that relates the $t$ statistic.

If we are looking to explain this algebraic expression with a bijection, we would like to find a statistic $\text{charge}$ on standard weak $k$-tableaux and a bijection between permutations and pairs of strong and weak tableaux of the same shape $w^{-1} \leftrightarrow (P^{(k)}, Q^{(k)})$ such that

$$\text{charge}(w) = \text{spin}(P^{(k)}) + \text{charge}(Q^{(k)}). \quad (6.12)$$

Note that we taking the association with $w^{-1}$ to ensure that everything agrees since as $k \to \infty$ the statistic charge was defined so that the charge of a permutation is the charge of its insertion tableau. The statistic spin on $k$-strong tableaux is different in nature than the charge statistic and in general spin($P^{(\infty)}$) = 0.

The reason the previous affine insertion algorithm is not quite ‘real’ is that we are unable to use it to explain this $t$-analogue. A ‘real’ affine insertion algorithm would allow us to take a definition of the charge statistic so that if $w^{-1} \leftrightarrow (P^{(k)}, Q^{(k)})$, then $\text{charge}(Q^{(k)}) =$
charge(w) − spin(P^{(k)}_{1}). It would need to be the case that if \( u \) and \( v \) are two different permutations such that \( u^{-1} \leftrightarrow (P^{(k)}_{1}, Q^{(k)}_{1}) \) and \( v^{-1} \leftrightarrow (P^{(k)}_{2}, Q^{(k)}_{2}) \), then charge(u) − spin(P^{(k)}_{1}) = charge(v) − spin(P^{(k)}_{2}). The following example, based on the calculations from Example 6.3, shows that this affine insertion algorithm is not compatible with the spin statistic in this sense.

**Example 6.5.** It is probably easiest to see that Equation (6.12) cannot hold in our example unless charge(w) = spin(P^{(1)}_{1}) because when \( k = 1 \) all of the \( Q^{(1)} \) tableaux are the same.

Consider the case \( k = 1 \) and \( u = u^{-1} = 132 \) with charge(u) = 2. Then \( P^{(1)}_{1} = \begin{array}{c}
3 \\
2 \\
1
\end{array} \) and spin(\( P^{(1)}_{1} \)) = 1.

Also, \( v = v^{-1} = 213 \) with charge(v) = 1. Then \( P^{(1)}_{2} = \begin{array}{c}
3 \\
2 \\
1
\end{array} \) and spin(\( P^{(1)}_{2} \)) = 1, but \( Q^{(1)} = \begin{array}{c}
3 \\
2 \\
1
\end{array} \) is the same in both cases and if there is a charge statistic it should be the same.

7 The \( k \)-shape poset and a branching rule for expressing \( k \)-Schur in \((k + 1)\)-Schur functions

One of the more recent developments with the definition of \( k \)-Schur functions defined as the sum over strong tableaux is an explanation of why they expand positively in the \((k + 1)\)-Schur functions. That is, there are nonnegative integer coefficients \( b^{(k)}_{\mu\lambda} \) such that

\[
 s^{(k-1)}_{\mu} = \sum_{\lambda} b^{(k)}_{\mu\lambda} s^{(k)}_{\lambda}
\]

and in this section we will describe a combinatorial interpretation for the coefficients \( b^{(k)}_{\mu\lambda} \).

If we consider a partition \( \lambda \) as a collection of cells, then \( \text{Int}^{k}(\lambda) = \{ b \in \text{dg}(\lambda) : \text{hook}_{\lambda}(b) > k \} \) and \( \partial^{k}(\lambda) = \lambda / \text{Int}^{k}(\lambda) \). We define the row shape (resp. column shape) of \( \lambda \) to be the composition \( rs^{k}(\lambda) \) (resp. \( cs^{k}(\lambda) \)) consisting of the number of cells in each of the rows of \( \partial^{k}(\lambda) \). The partition \( \lambda \) is said to be a \( k \)-shape if both \( rs^{k}(\lambda) \) and \( cs^{k}(\lambda) \) are partitions. Let \( \Pi_{k} \) denote the set of \( k \)-shapes and \( \Pi_{N}^{k} \) represent the set of \( k \)-shapes \( \lambda \) such that \( |\partial^{k}(\lambda)| = N \). Notice that both the \( k \)-cores and the \((k + 1)\)-cores of size \( N \) are a subset of \( \Pi_{N}^{k} \).

**Example 7.1.** If \( k = 3 \), then

\( \Pi_{3}^{k} = \{(1,1,1),(2,1),(3),(3,1),(2,1,1)\} \)
since they correspond to the 3-boundaries

\[ \Pi^3_4 = \{(2, 2), (4, 1), (3, 1, 1), (2, 1, 1, 1), (4, 2), (2, 2, 1, 1)\} \]

**Example 7.2.** The partition \( \lambda = (6, 2, 1) \) is a 4-shape but it is not a 3-shape. We calculate that

\[ \partial^4(\lambda) = \]

and hence \( rs^4(\lambda) = (4, 2, 1) \) and \( cs^4(\lambda) = (2, 1, 1, 1, 1) \), but

\[ \partial^3(\lambda) = \]

so that \( rs^3(\lambda) = (3, 2, 1) \) and \( cs^3(\lambda) = (2, 1, 0, 1, 1, 1) \) and hence it is not a 3-shape.

**Example 7.3.** We include a table of the number of \( k \)-shapes for \( 1 \leq k \leq 9 \) and \( 1 \leq N \leq 13 \). In the limit (for \( N < k \)) it is the case that \( |\Pi^k_N| \) is equal to the number of partitions of \( N \).

\[
\begin{array}{|c|cccccccccccccc|}
\hline
k \setminus N & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline
k = 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline
k = 2 & 1 & 1 & 3 & 3 & 6 & 6 & 10 & 10 & 15 & 15 & 21 & 21 & 28 & 28 \\
\hline
k = 3 & 1 & 1 & 2 & 5 & 6 & 10 & 15 & 21 & 27 & 40 & 48 & 65 & 81 & 103 \\
\hline
k = 4 & 1 & 1 & 2 & 3 & 8 & 9 & 15 & 23 & 35 & 42 & 69 & 86 & 116 & 155 \\
\hline
k = 5 & 1 & 1 & 2 & 3 & 5 & 11 & 14 & 21 & 30 & 49 & 67 & 90 & 120 & 177 \\
\hline
k = 6 & 1 & 1 & 2 & 3 & 5 & 7 & 16 & 19 & 30 & 41 & 60 & 89 & 127 & 163 \\
\hline
k = 7 & 1 & 1 & 2 & 3 & 5 & 7 & 11 & 21 & 27 & 40 & 56 & 79 & 107 & 163 \\
\hline
k = 8 & 1 & 1 & 2 & 3 & 5 & 7 & 11 & 15 & 29 & 36 & 54 & 73 & 105 & 138 \\
\hline
k = 9 & 1 & 1 & 2 & 3 & 5 & 7 & 11 & 15 & 22 & 38 & 49 & 70 & 97 & 134 \\
\hline
\end{array}
\]

We will define a poset structure on the set \( \Pi^k_N \) by describing how the elements are related by a set of row and column moves. In order to define row and column moves we need to define a notion of row-type and column-type strings which describe the movement of cells to get from one \( k \)-shape to another.

For a cell \( b = (x, y) \) we say that the diagonal index of \( b \) is \( d(b) = y - x \). Two cells \( b, b' \) are called contiguous if \( |d(b) - d(b')| \in \{k, k + 1\} \). A string of length \( \ell \) is a skew shape \( \mu/\lambda \).
consisting of cells \(\{a_1, a_2, \ldots, a_\ell\}\) such that \(a_{i+1}\) and \(a_i\) are contiguous for each \(1 \leq i < \ell\) and \(a_{i+1}\) lies strictly below \(a_i\).

For a skew diagram \(D\), define \(\text{left}_a(D)\) to be the leftmost cell in the same row as the cell \(a\) and \(\text{bot}_a(D)\) to be the bottommost cell in same column as \(a\).

A string \(\mu/\lambda = \{a_1, a_2, \ldots, a_\ell\}\) is called a row-string if \(\text{hook}_\lambda(\text{left}_{a_1}(\partial^k(\lambda))) = k\) and \(\text{hook}_\lambda(\text{bot}_{a_\ell}(\partial^k(\lambda))) < k\). It is called a column-string if the transpose picture is a row-string, or, if \(\text{hook}_\lambda(\text{left}_{a_1}(\partial^k(\lambda))) < k\) and \(\text{hook}_\lambda(\text{bot}_{a_\ell}(\partial^k(\lambda))) = k\).

A row move (resp. column move) of rank \(r\) and length \(\ell\) is a chain of partitions \(\lambda = \lambda_0 \subset \lambda_1 \subset \cdots \subset \lambda_\ell = \mu\) that satisfies

- \(\lambda, \mu \in \Pi^k\)
- \(s_i = \lambda^i/\lambda^{i-1}\) is a row-type (resp. column-type) string consisting of \(\ell\) cells for all \(1 \leq i \leq r\).
- the strings \(s_i\) are all translates of each other
- the top cells (resp. rightmost cells) of \(s_1, s_2, \ldots, s_r\) occur in consecutive columns (resp. rows) from left to right (resp. bottom to top).

To be clear, a column move is a sequence of partitions whose conjugate partitions are a row move.

**Example 7.4.** If \(k = 5\) and \(N = 18\), then \(\lambda = (9, 5, 4, 4, 2, 1, 1, 1)\) and \(\mu = (9, 7, 5, 4, 2, 1, 1, 1)\) are both 5-shapes and the sequence of partitions \(\lambda^0 = \lambda \subset \lambda^1 = (9, 5, 5, 4, 2, 1, 1, 1) \subset \lambda^2 = (9, 6, 5, 4, 2, 1, 1, 1) \subset \lambda^3 = \mu\) have the following boundaries:

![Diagram](image)

The set \(\Pi^k_N\) is endowed with a poset structure with an edge from \(\lambda\) to \(\mu\) (or a cover relation \(\lambda \trianglerighteq \mu\)) if there is a row or a column move from \(\lambda\) to \(\mu\). With some analysis one can show that the minimal elements of the poset structure on \(\Pi^k_N\) are the \(k\)-cores and the maximal elements are the \((k + 1)\)-cores.

**Example 7.5.** The set of elements \(\Pi^3_N\) is endowed with the the following poset structure. The edges representing a row move are labeled with an \(r\) and those with a column move with a \(c\).
Example 7.6. In the set of elements of $\Pi^2_5$, we see that the highest elements in this partial order are those that are the lowest elements of $\Pi^3_5$. The Hasse diagram resembles the following.

Now the combinatorial interpretation for the branching coefficients of the $k$-Schur functions is given in terms of paths within this poset (up to an equivalence on diamonds).

Define a charge of a move to be 0 if it is a row move and $r\ell$ for a move of length $\ell$ and rank $r$.

If $m, M, \tilde{m}, \tilde{M}$ are moves relating the $k$-shapes $\lambda$ and $\gamma$ through the following diagram,

\[
\begin{array}{ccc}
\lambda & \xrightarrow{m} & M \\
\mu & \xrightarrow{\tilde{M}} & \nu \\
\tilde{m} & \xrightarrow{\tilde{M}} & \gamma
\end{array}
\]

such that

\[\text{charge}(m) + \text{charge}(\tilde{M}) = \text{charge}(\tilde{m}) + \text{charge}(M)\]
then the two paths from \( \lambda \) to \( \gamma \) are equivalent. Now consider two \( k \)-shapes \( \kappa, \tau \in \Pi^k_N \) where \( \kappa \) is a \( (k + 1) \)-core and \( \tau \) is a \( k \)-core. Let \( \mathcal{P}(\kappa, \tau) \) be the set of paths from \( \kappa \) to \( \tau \) with respect to this equivalence relation.

The reason the \( k \)-shapes are related to \( k \)-Schur functions is that we have the following theorem.

**Theorem 7.7.** [82, Theorem 2] Let \( \lambda \) be \( k - 1 \) bounded partition,

\[
s_{\lambda}^{(k-1)}[X] = \sum_{\mu} |\mathcal{P}(\kappa_k(\mu), \kappa_{k-1}(\lambda))| s_{\mu}^{(k)}[X]
\]

where the sum is over all \( k \)-bounded partitions \( \mu \).

While there is not a complete proof, the charge is defined so that the following conjecture should also hold.

**Conjecture 7.8.** [82, Conjecture 3] Let \( \lambda \) be \( k - 1 \) bounded partition,

\[
s_{\lambda}^{(k-1)}[X; t] = \sum_{\mu} \sum_{p \in \mathcal{P}(\kappa_{k+1}(\mu), \kappa_k(\lambda))} t^{\text{charge}(p)} s_{\mu}^{(k)}[X; t]
\]

where the sum is over all \( k \)-bounded partitions \( \mu \).

**Example 7.9.** Example 7.5 and Theorem 7.7 can be used to calculate the following expansions of 2-Schur functions in 3-Schur functions.

\[
s^{(2)}_{11111}[X] = s^{(3)}_{11111}[X] + s^{(3)}_{2111}[X] + s^{(3)}_{221}[X]
\]

\[
s^{(2)}_{2111}[X] = s^{(3)}_{2111}[X] + s^{(3)}_{221}[X] + s^{(3)}_{311}[X]
\]

\[
s^{(2)}_{221}[X] = s^{(3)}_{221}[X] + s^{(3)}_{311}[X] + s^{(3)}_{32}[X].
\]

This is because the two paths from the shape \((3, 2, 1)\) to \((4, 2, 1, 1)\) are equivalent under the diamond relation.

The relation that appears in Conjecture 7.8 says that

\[
s^{(2)}_{11111}[X; t] = s^{(3)}_{11111}[X; t] + t^2 s^{(3)}_{2111}[X; t] + t^3 s^{(3)}_{221}[X; t]
\]

\[
s^{(2)}_{2111}[X; t] = s^{(3)}_{2111}[X; t] + t s^{(3)}_{221}[X; t] + t^2 s^{(3)}_{311}[X; t]
\]

\[
s^{(2)}_{221}[X; t] = s^{(3)}_{221}[X; t] + t s^{(3)}_{311}[X; t] + t^2 s^{(3)}_{32}[X; t].
\]

This is because the column moves with charge 2 are those from \((3, 2, 1, 1)\) to \((3, 2, 2, 1, 1)\) and from \((5, 2)\) to \((5, 3, 1)\). The others all have charge 1.
Example 7.10. The other poset we have drawn shows that $s^{(1)}_{11111}[X] = s^{(2)}_{11111}[X] + 2s^{(2)}_{2111}[X] + s^{(2)}_{221}[X]$. In this example the two paths from $(2, 1, 1, 1)$ to $(1, 1, 1, 1, 1)$ are not equivalent. We can check that the charge of the move from $(4, 2, 1, 1)$ to $(4, 3, 2, 1, 1)$ is 3, while the move from $(5, 3, 2, 1)$ to $(5, 4, 3, 2, 1)$ is 4. Since the charge from $(5, 3, 1)$ to $(5, 3, 2, 1)$ is 2, we conclude that Conjecture 7.8 can be used to compute

$$s^{(1)}_{11111}[X; t] = s^{(2)}_{11111}[X; t] + (t^3 + t^4)s^{(2)}_{2111}[X; t] + t^6 s^{(2)}_{221}[X; t].$$
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This purpose of this chapter is to introduce Stanley symmetric functions and affine Stanley symmetric functions from the combinatorial and algebraic point of view. The presentation roughly follows 3 lectures I gave at a conference titled “Affine Schubert Calculus” held in July of 2010 at the Fields Institute in Toronto.

The goal is to develop the theory (with the exception of positivity) without appealing to geometric reasoning. The material is aimed at an audience with some familiarity with symmetric functions, Young tableaux and Coxeter groups/root systems.

Stanley symmetric functions are a family \{F_w \mid w \in S_n\} of symmetric functions indexed by permutations. They were invented by Stanley to enumerate the reduced words of elements of the symmetric group. The most important properties of the Stanley symmetric functions are their symmetry, established by Stanley, and their Schur positivity, first proven by Edelman and Greene, and by Lascoux and Schützenberger.

Recently, a generalization of Stanley symmetric functions to affine permutations was developed in [78]. These affine Stanley symmetric functions turned out to have a natural geometric interpretation [79]: they are pullbacks of the cohomology Schubert classes of the affine flag variety \(LSU(n)/T\) to the affine Grassmannian (or based loop space) \(\Omega SU(n)\) under the natural map \(\Omega SU(n) \to LSU(n)/T\). The combinatorics of reduced words and the geometry of the affine homogeneous spaces are connected via the nilHecke ring of Kostant and Kumar [75], together with a remarkable commutative subalgebra due to Peterson [131].

\[\text{1}^{\text{The author was supported by NSF grants DMS-0652641, DMS-0901111, and DMS-1160726, and by a Sloan Fellowship.}}\]

\[\text{2}^{\text{see http://www.fields.utoronto.ca/programs/scientific/10-11/schubert/}}\]
The symmetry of affine Stanley symmetric functions follows from the commutativity of Peterson’s subalgebra, and the positivity in terms of affine Schur functions is established via the relationship between affine Schubert calculus and quantum Schubert calculus [88, 116]. The affine-quantum connection was also discovered by Peterson.

The affine generalization also connects Stanley symmetric functions with the theory of Macdonald polynomials [120] and $k$-Schur functions [92] – my own involvement in this subject began when I heard a conjecture of Mark Shimozono relating the Lapointe-Lascoux-Morse $k$-Schur functions to the affine Grassmannian.

While the definition of (affine) Stanley symmetric functions does not easily generalize to other (affine) Weyl groups (see [19, 20, 46, 84, 132]), the algebraic and geometric constructions mentioned above do.

The first third (Sections 1 - 3) of the chapter centers on the combinatorics of reduced words. We discuss reduced words in the (affine) symmetric group, the definition of the (affine) Stanley symmetric functions, and introduce the Edelman-Greene correspondence. Section 4 reviews the basic notation of Weyl groups and affine Weyl groups. In Sections 5-9 we introduce and study four algebras: the nilCoxeter algebra, the Kostant-Kumar nilHecke ring, the Peterson centralizer subalgebra of the nilHecke ring, and the Fomin-Stanley subalgebra of the nilCoxeter algebra. The discussion in Section 9 is new, and is largely motivated by a conjecture (Conjecture 5.6) of the author and Postnikov. In Section 10, we give a list of geometric interpretations and references for the objects studied in the earlier sections.

We have not intended to be comprehensive, especially with regards to generalizations and variations. There are four such which we must mention:

1. There is an important and well-developed connection between Stanley symmetric functions and Schubert polynomials, see [18, 108].

2. There is a theory of (affine) Stanley symmetric functions in classical types; see [19, 20, 46, 84, 132].

3. Nearly all the constructions here have $K$-theoretic analogues. For full details see [27, 28, 45, 85].

4. There is a $t$-graded version of the theory. See [92, 95, 96].

We have included exercises and problems throughout which occasionally assume more prerequisites. The exercises vary vastly in terms of difficulty. Some exercises essentially follow from the definitions, but other problems are questions for which the answers might not yet be known.
1 Stanley symmetric functions and reduced words

For an integer \( m \geq 1 \), let \([m] = \{1, 2, \ldots, m\}\). For a partition (or composition) \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell) \), we write \(|\lambda| = \lambda_1 + \cdots + \lambda_\ell\). The dominance order \( \preceq \) on partitions is given by \( \lambda \prec \mu \) if for some \( k > 0 \) we have \( \lambda_1 + \lambda_2 + \cdots + \lambda_j = \mu_1 + \mu_2 + \cdots + \mu_j \) for \( 1 \leq j < k \) and \( \lambda_1 + \lambda_2 + \cdots + \lambda_k < \mu_1 + \mu_2 + \cdots + \mu_k \). The descent set \( \text{Des}(a) \) of a word \( a_1a_2\cdots a_n \) is given by \( \text{Des}(a) = \{i \in [n-1] \mid a_i > a_{i+1}\} \).

1.1 Young tableaux and Schur functions

We shall assume the reader has some familiarity with symmetric functions and Young tableaux (see Chapter 2, Section 1 or [120] [151, Ch. 7]). We write \( \Lambda \) for the ring of symmetric functions. We let \( m_\lambda \) where \( \lambda \) is a partition, denote the monomial symmetric function, and let \( h_k \) and \( e_k \), for integers \( k \geq 1 \), denote the homogeneous and elementary symmetric functions respectively. For a partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell) \), we define \( h_\lambda := h_{\lambda_1}h_{\lambda_2}\cdots h_{\lambda_\ell} \), and similarly for \( e_\lambda \). We let \( \langle ., . \rangle \) denote the Hall inner product of symmetric functions. Thus \( \langle h_\lambda, m_\mu \rangle = \langle m_\lambda, h_\mu \rangle = \langle s_\lambda, s_\mu \rangle = \delta_{\lambda\mu} \).

We shall draw Young diagrams in French notation. A tableau of shape \( \lambda \) is a filling of the Young diagram of \( \lambda \) with integers. A tableau is column-strict (resp. row-strict) if it is increasing along columns (resp. rows). A tableau is standard if it is column-strict and row-strict, and uses each number \( 1, 2, \ldots, |\lambda| \) exactly once. A tableau is semi-standard if it is column-strict, and weakly increasing along rows. Thus the tableaux

\[
\begin{array}{cccc}
7 & \ 3 & 6 \\
1 & 2 & 4 & 5 \\
\end{array}
\quad
\begin{array}{ccc}
6 & 4 & 4 \\
1 & 1 & 2 & 3 \\
\end{array}
\]

are standard and semistandard respectively. The weight \( \text{wt}(T) \) of a tableau \( T \) is the composition \( (\alpha_1, \alpha_2, \ldots) \) where \( \alpha_i \) is equal to the number of \( i \)'s in \( T \). The Schur function \( s_\lambda \) is given by

\[
s_\lambda(x_1, x_2, \ldots) = \sum_T x^{\text{wt}(T)}
\]

where the summation is over semistandard tableaux of shape \( \lambda \), and for a composition \( \alpha \), we define \( x^\alpha := x_1^{\alpha_1}x_2^{\alpha_2}\cdots \). For a standard Young tableau \( T \) we define \( \text{Des}(T) = \{i \mid i+1 \text{ is in a lower row than } i\} \). We also write \( f_\lambda \) for the number of standard Young tableaux of shape \( \lambda \). Similar definitions hold for skew shapes \( \lambda/\mu \).

We shall often use the Jacobi-Trudi formula for Schur functions (see [120, 151]).

**Theorem 1.1.** Let \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_\ell > 0) \) be a partition. Then

\[
s_\lambda = \det(h_{\lambda_i+j-i})_{i,j=1}^\ell.
\]
1.2 Permutations and reduced words

Let $S_n$ denote the symmetric group of permutations on the letters $[n]$. We think of permutations $w, v \in S_n$ as bijections $[n] \rightarrow [n]$, so that the product $wv$ as functions. The simple transposition $s_i \in S_n$, $i \in \{1, 2, \ldots, n-1\}$ swaps the letters $i$ and $i+1$, keeping the other letters fixed. The symmetric group is generated by the $s_i$, with the relations

$$s_i^2 = 1 \quad \text{for } 1 \leq i \leq n-1$$

$$s_is_{i+1}s_i = s_{i+1}s_is_{i+1} \quad \text{for } 1 \leq i \leq n-2$$

$$s_is_j = s/js_i \quad \text{for } |i-j| > 1$$

The length $\ell(w)$ of a permutation $w \in S_n$ is the length of the shortest expression $w = s_{i_1} \cdots s_{i_\ell}$ for $w$ as a product of simple generators. Such a shortest expression is called a reduced expression for $w$, and the word $i_1i_2\cdots i_\ell$ is a reduced word for $w$. Let $R(w)$ denote the set of reduced words of $w \in S_n$. We usually write permutations in one-line notation, or alternatively give reduced words. For example $3421 \in S_4$ has reduced word $23123$.

There is a natural embedding $S_n \hookrightarrow S_{n+1}$ and we will sometimes not distinguish between $w \in S_n$ and its image in $S_{n+1}$ under this embedding.

1.3 Reduced words for the longest permutation

The longest permutation $w_0 \in S_n$ is $w_0 = n(n-1)\cdots 21$ in one-line notation. Stanley [150] conjectured the following formula for the number of reduced words of $w_0$, which he then later proved using the theory of Stanley symmetric functions. Let $\delta_n = (n, n-1, \ldots, 1)$ denote the staircase of size $n$.

**Theorem 1.2 ([150]).** The number $R(w_0)$ of reduced words for $w_0$ is equal to the number $f^{\delta_{n-1}}$ of staircase shaped standard Young tableaux.

1.4 The Stanley symmetric function

**Definition 1.3** (Original definition). Let $w \in S_n$. Define the Stanley symmetric function\(^3\) $F_w$ by

$$F_w(x_1, x_2, \ldots) = \sum_{a_1a_2\ldots a_{\ell} \in R(w)} 1 \leq b_1 \leq b_2 \leq \cdots \leq b_{\ell} \quad x_{b_1}x_{b_2}\cdots x_{b_\ell}. $$

We shall establish the following fundamental result [150] in two different ways in Sections 2 and 5, but shall assume it for the remainder of this section.

**Theorem 1.4 ([150]).** The generating function $F_w$ is a symmetric function.

\(^3\)Our conventions differ from Stanley’s original definitions by $w \leftrightarrow w^{-1}$. 
A word $a_1a_2\cdots a_\ell$ is *decreasing* if $a_1 > a_2 > \cdots > a_\ell$. A permutation $w \in S_n$ is decreasing if it has a (necessarily unique) decreasing reduced word. The identity $\text{id} \in S_n$ is considered decreasing. A *decreasing factorization* of $w \in S_n$ is an expression $w = v_1v_2\cdots v_r$ such that $v_i \in S_n$ are decreasing, and $\ell(w) = \sum_{i=1}^r \ell(v_i)$.

**Definition 1.5** (Decreasing factorizations). Let $w \in S_n$. Then
\[
F_w(x_1, x_2, \ldots) = \sum_{w = v_1v_2\cdots v_r} x_1^{\ell(v_1)} \cdots x_r^{\ell(v_r)}.
\]

**Example 1.6.** Consider $w = s_1s_3s_2s_3 \in S_4$. Then $R(w) = \{1323, 3123, 1232\}$. Thus
\[
F_w = m_{211} + 3m_{1111} = s_{211}.
\]
The decreasing factorizations which give $m_{211}$ are $31 \\bar{2} \bar{3}$, $\bar{1} \bar{3} \bar{2} \bar{3}$, $\bar{1} \bar{2} \bar{3} 3$.

### 1.5 The code of a permutation

Let $w \in S_n$. The *code* $c(w)$ is the sequence $c(w) = (c_1, c_2, \ldots)$ of nonnegative integers given by $c_i = \#\{j \in [n] \mid j > i \text{ and } w(j) < w(i)\}$ for $i \in [n]$, and $c_i = 0$ for $i > n$. Note that the code of $w$ is the same regardless of which symmetric group it is considered an element of.

Let $\lambda(w)$ be the partition conjugate to the partition obtained from rearranging the parts of $c(w^{-1})$ in decreasing order.

**Example 1.7.** Let $w = 216534 \in S_6$. Then $c(w) = (1, 0, 3, 2, 0, 0, \ldots)$, and $c(w^{-1}) = (1, 0, 2, 2, 1, 0, \ldots)$. Thus $\lambda(w) = (4, 2)$.

For a symmetric function $f \in \Lambda$, let $[m_{\lambda}]f$ denote the coefficient of $m_{\lambda}$ in $f$.

**Proposition 1.8 ([150]).** Let $w \in S_n$.

1. Suppose $[m_{\lambda}]F_w \neq 0$. Then $\lambda \prec \lambda(w)$.

2. $[m_{\lambda(w)}]F_w = 1$.

**Proof.** Left multiplication of $w$ by $s_i$ acts on $c(w^{-1})$ by
\[
(c_1, \ldots, c_i, c_{i+1}, \ldots) \mapsto (c_1, \ldots, c_{i+1}, c_i - 1, \ldots)
\]
whenever $\ell(s_iw) < \ell(w)$. Thus factorizing a decreasing permutation $v$ out of $w$ from the left will decrease $\ell(v)$ different entries of $c(w^{-1})$ each by 1. (1) follows easily from this observation.

To obtain (2), one notes that there is a unique decreasing permutation $v$ of length $\mu_1(w)$ such that $\ell(w) = \ell(v^{-1}w) + \ell(v)$. \qed

**Example 1.9.** Continuing Example 1.6, one has $w = 2431$ in one-line notation. Thus $\lambda(w) = (2, 1, 1)$, agreeing with Proposition 1.8 and our previous calculation.
1.6 Fundamental Quasi-symmetric functions

Let $D \subset [n - 1]$. Define the (Gessel) fundamental quasi-symmetric function $L_D$ by

$$L_D(x_1, x_2, \ldots) = \sum_{1 \leq b_1 \leq b_2 \leq \cdots \leq b_n} x_{b_1} x_{b_2} \cdots x_{b_n}.$$  

Note that $L_D$ depends not just on the set $D$ but also on $n$.

The descent set $\text{Des}(T)$ of a standard Young tableau $T$ is the set of labels $i$, such that $i+1$ occurs in a higher row than $i$. A basic fact relating Schur functions and fundamental quasi-symmetric functions is:

**Proposition 1.10.** Let $\lambda$ be a partition. Then

$$s_\lambda = \sum_T L_{\text{Des}(T)}$$

where the summation is over all standard Young tableaux of shape $\lambda$.

**Definition 1.11** (Using quasi symmetric functions). Let $w \in S_n$. Then

$$F_w(x_1, x_2, \ldots) = \sum_{a \in R(w^{-1})} L_{\text{Des}(a)}.$$  

**Example 1.12.** Continuing Example 1.6, we have $F_w = L_2 + L_1 + L_3$, where all subsets are considered subsets of $[3]$. Note that these are exactly the descent sets of the tableaux

$$\begin{array}{ccc}
4 & 1 & 2 \\
1 & 2 & 3 \\
\end{array} \quad \begin{array}{cccc}
3 & 1 & 2 & 4 \\
2 & 1 & 3 & 4 \\
\end{array}$$

1.7 Exercises

1. Prove that $|c(w)| := \sum_i c_i(w)$ is equal to $\ell(w)$.

2. Let $S_\infty = \cup_{n \geq 1} S_n$, where permutations are identified under the embeddings $S_1 \hookrightarrow S_2 \hookrightarrow S_3 \cdots$. Prove that $w \mapsto c(w)$ is a bijection between $S_\infty$ and nonnegative integer sequences with finitely many non-zero entries.

3. Prove the equivalence of Definitions 1.3, 1.5, and 1.11.

4. What happens if we replace decreasing factorizations by increasing factorizations in Definition 1.5?

5. What is the relationship between $F_w$ and $F_{w^{-1}}$?
6. (Grassmannian permutations) A permutation $w \in S_n$ is Grassmannian if it has at most one descent.

(a) Characterize the codes of Grassmannian permutations.
(b) Show that if $w$ is Grassmannian then $F_w$ is a Schur function.
(c) Which Schur functions are equal to $F_w$ for some Grassmannian permutation $w \in S_n$?

7. (321-avoiding permutations [18]) A permutation $w \in S_n$ is 321-avoiding if there does not exist $a < b < c$ such that $w(a) > w(b) > w(c)$. Show that $w$ is 321-avoiding if and only if no reduced word $i \in R(w)$ contains a consecutive subsequence of the form $j(j+1)j$. If $w$ is 321-avoiding, show directly from the definition that $F_w$ is a skew Schur function.

2 Edelman-Greene insertion

2.1 Insertion for reduced words

We now describe an insertion algorithm for reduced words, due to Edelman and Greene [40], which establishes Theorem 1.4, and in addition stronger positivity properties. Related bijections were studied by Lascoux-Schützenberger [110] and by Haiman [62].

Let $T$ be a column and row strict Young tableau. The reading word $r(T)$ is the word obtained by reading the rows of $T$ from left to right, starting with the top row.

Let $w \in S_n$. We say that a tableau $T$ is an EG-tableau for $w$ if $r(T)$ is a reduced word for $w$. For example,

$$T = \begin{array}{c}
2 & 3 \\
1 & 2 & 3
\end{array}$$

has reading word $r(T) = 23123$, and is an EG-tableau for $3421 \in S_4$.

**Theorem 2.1** ([40]). Let $w \in S_n$. There is a bijection between $R(w)$ and the set of pairs $(P,Q)$, where $P$ is an EG-tableau for $w$, and $Q$ is a standard Young tableau with the same shape as $P$. Furthermore, under the bijection $i \leftrightarrow (P(i), Q(i))$ we have $\text{Des}(i) = \text{Des}(Q)$.

Combining Theorem 2.1 with Proposition 1.10 and Definition 1.11, we obtain:

**Corollary 2.2.** Let $w \in S_n$. Then $F_w = \sum_\lambda \alpha_{w,\lambda}s_\lambda$, where $\alpha_{w,\lambda}$ is equal to the number of EG-tableau for $w^{-1}$. In particular, $F_w$ is Schur positive.

As a consequence we obtain Theorem 1.4.

**Lemma 2.3.** Suppose $T$ is an EG-tableau for $S_n$. Then the shape of $T$ is contained in the staircase $\delta_{n-1}$. 
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Proof. Since $T$ is row-strict and column-strict, the entry in the $i$-th row and $j$-th column is greater than or equal to $i + j - 1$. But EG-tableaux can only be filled with the numbers $1, 2, \ldots, n - 1$, so the shape of $T$ is contained inside $\delta_{n-1}$. \hfill \Box

Proof of Theorem 1.2. The longest word $w_0$ has length $\binom{n}{2}$. Suppose $T$ is an EG-tableau for $w_0$. Since the staircase $\delta_{n-1}$ has exactly $\binom{n}{2}$ boxes, Lemma 2.3 shows that $T$ must have shape $\delta_{n-1}$. But then it is easy to see that the only possibility for $T$ is the tableau

\[
\begin{array}{cccccc}
\vdots & \vdots & \cdots & n-1 \\
3 & \cdots & n-1 \\
2 & 3 & \cdots & n-1 \\
1 & 2 & 3 & \cdots & n-1 \\
\end{array}
\]

Thus it follows from Theorem 2.1 that $R(w_0) = f_{\delta_{n-1}}$. \hfill \Box

The proof of Theorem 2.1 is via an explicit insertion algorithm. Suppose $T$ is an EG-tableau. We describe the insertion of a letter $a$ into $T$. If the largest letter in the first (that is, bottom) row of $T$ is less than $a$, then we add $a$ to the end of the first row, and the insertion is complete. Otherwise, we find the smallest letter $a'$ in $T$ greater than $a$, and bump $a'$ to the second row, where the insertion algorithm is recursively performed. The first row $R$ of $T$ changes as follows: if both $a$ and $a + 1$ were present in $R$ (and thus $a' = a + 1$) then the row remains unchanged; otherwise, we replace $a'$ by $a$ in $R$.

For a reduced word $i = i_1 i_2 \cdots i_\ell$, we obtain $P(i)$ by inserting $i_1$, then $i_2$, and so on, into the empty tableau. The tableau $Q(i)$ is the standard Young tableau which records the changes in shape of the EG-tableau as this insertion is performed.

Example 2.4. Let $i = 21232$. Then the successive EG-tableau are

\[
\begin{array}{ccccc}
2 & 2 & 2 & 2 & 2 \\
1 & 1 & 1 & 2 & 3 \\
\end{array}
\]

so that

\[Q(i) = \begin{array}{cccc}
2 & 5 \\
1 & 3 & 4 \\
\end{array}\]
2. **EDELMAN-GREENE INSERTION**

### 2.2 Coxeter-Knuth relations

Let \( i \) be a reduced word. A **Coxeter-Knuth relation** on \( i \) is one of the following transformations on three consecutive letters of \( i \):

1. \( a(a+1)a \sim (a+1)a(a+1) \)
2. \( abc \sim acb \) when \( b < a < c \)
3. \( abc \sim bac \) when \( b < c < a \)

Since Coxeter-Knuth relations are in particular Coxeter relations for the symmetric group, it follows that if two words are related by Coxeter-Knuth relations then they represent the same permutation in \( S_n \). The following result of Edelman and Greene states that Coxeter-Knuth equivalence is an analogue of Knuth-equivalence for reduced words.

**Theorem 2.5** ([40]). Suppose \( i, i' \in R(w) \). Then \( P(i) = P(i') \) if and only if \( i \) and \( i' \) are Coxeter-Knuth equivalent.

### 2.3 Exercises and Problems

1. For \( w \in S_n \) let \( 1 \times w \in S_{n+1} \) denote the permutation obtained from \( w \) by adding 1 to every letter in the one-line notation, and putting a 1 in front. Thus if \( w = 24135 \), we have \( 1 \times w = 135246 \). Show that \( F_w = F_{1 \times w} \).

2. Suppose \( w \in S_n \) is 321-avoiding (see Section 1.7). Show that Edelman-Greene insertion of \( i \in R(w) \) is the usual Robinson-Schensted insertion of \( i \).

3. (Vexillary permutations [18]) A permutation \( w \in S_n \) is **vexillary** if it avoids the pattern 2143. That is, there do not exist \( a < b < c < d \) such that \( w(b) < w(a) < w(d) < w(c) \). In particular, \( w_0 \) is vexillary.

   The Stanley symmetric function \( \tilde{F}_w \) is equal to a Schur function \( s_\lambda \) if and only if \( w \) is vexillary [18, p.367]. Is there a direct proof using Edelman-Greene insertion?

4. (Shape of a reduced word) The shape \( \lambda(i) \) of a reduced word \( i \in R(w) \) is the shape of the tableau \( P(i) \) or \( Q(i) \) under Edelman-Greene insertion. Is there a direct way to read off the shape of a reduced word? (See [154] for a description of \( \lambda_1(i) \).)

   For example, Greene’s invariants (see for example [151, Ch. 7]) describe the shape of a word under Robinson-Schensted insertion.

5. (Coxeter-Knuth relations and dual equivalence (graphs)) Show that Coxeter-Knuth relations on reduced words correspond exactly to elementary dual equivalences on the recording tableau (see [62]). They thus give a structure of a dual equivalence graph [5] on \( R(w) \).
An independent proof of this (in particular not using EG-insertion), together with the technology of [5], would give a new proof of the Schur positivity of Stanley symmetric functions.

6. (Lascoux-Schützenberger transition) Let \((i, j) \in S_n\) denote the transposition which swaps \(i\) and \(j\). Fix \(r \in [n]\) and \(w \in S_n\). The Stanley symmetric functions satisfy [110] the equality

\[
\sum_{u = w(r, s) : \ell(u) = \ell(w) + 1 \ r < s} F_u = \left( \sum_{v = w(s', r) : \ell(v) = \ell(w) + 1 \ s' < r} F_v \right) (\dagger F_x) \tag{2.1}
\]

where the last term with \(x = (1 \times w)(1, r)\) is only present if \(\ell(x) = \ell(w) + 1\).

One obtains another proof of the Schur positivity of \(F_u\) as follows. Let \(r\) be the last descent of \(u\), and let \(k\) be the largest index such that \(u(r) > u(k)\). Set \(w = u(r, k)\). Then the left hand side of (2.1) has only one term \(F_u\). Recursively repeating this procedure for the terms \(F_v\) on the right hand side one obtains a positive expression for \(F_u\) in terms of Schur functions.

7. (Little’s bijection) Little [117] described an algorithm to establish (2.1), which we formulate in the manner of [86]. A \(v\)-marked nearly reduced word is a pair \((i, a)\) where \(i = i_1 i_2 \cdots i_\ell\) is a word with letters in \(\mathbb{Z}_{>0}\) and \(a\) is an index such that \(j = i_1 i_2 \cdots \hat{i}_a \cdots i_\ell\) is a reduced word for \(v\), where \(\hat{i}_a\) denotes omission. We say that \((i, a)\) is a marked nearly reduced word if it is a \(v\)-marked nearly reduced word for some \(v\).

A marked nearly reduced word is a marked reduced word if \(i\) is reduced.

Define the directed Little graph on marked nearly reduced words, where each vertex has a unique outgoing edge \((i, a) \to (i', a')\) as follows: \(i'\) is obtained from \(i\) by changing \(i_a\) to \(i_a - 1\). If \(i_a - 1 = 0\), then we also increase every letter in \(i\) by 1. If \(i\) is reduced then \(a' = a\). If \(i\) is not reduced then \(a'\) is the unique index not equal to \(a\) such that \(i_1 i_2 \cdots \hat{i}_a \cdots i_\ell\) is reduced. (Check that this is well-defined.)

For a marked reduced word \((i, a)\) such that \(i\) is reduced, the forward Little move sends \((i, a)\) to \((j, b)\) where \((j, b)\) is the first marked reduced word encountered by traversing the Little graph.

**Example 2.6.** Beginning with \(i = 2134323\) and \(a = 5\) one has

\[
2134321 \to 2134221 \to 2134211 \to 3245321.
\]

Note that \(i\) is a reduced word for \(u = 53142\) which covers \(w = 43152\). The word \(3245321\) is a reduced word for \(514263 = (1 \times w)(1, 2)\).

Check that if you apply the forward Little move to a \(w\)-marked reduced word \((i, a)\) where \(i \in R(u)\) for some \(u\) on the left hand side of (2.1), you will get a \((w\) or \(1 \times w)\)-marked reduced word \((j, b)\) where \(j \in R(v)\) for some \(v\) on the right hand side of (2.1). This can then be used to prove (2.1).
8. (Dual Edelman-Greene equivalence) Let \( R(\infty) \) denote the set of all reduced words of permutations. We say that \( i, i' \in R(\infty) \) are dual EG-equivalent if the recording tableaux under EG-insertion are the same: \( Q(i) = Q(i') \).

**Conjecture 2.7.** Two reduced words are dual EG-equivalent if and only if they are connected by forward and backwards Little moves.

For example, both 2134321 and 3245321 of Example 2.6 Edelman-Greene insert to give recording tableau

\[
\begin{array}{cccc}
7 & 6 & 2 & 5 \\
1 & 3 & 4
\end{array}
\]

Hamaker and Young [63] have announced a proof of Conjecture 2.7.

9. Fix a symmetric group \( S_n \). Is there a formula for the number of EG-tableau of a fixed shape \( \lambda \)? (See also Section 5.4 and compare with formulae for the number of (semi)standard tableaux [151].)

10. There are two common bijections which demonstrate the symmetry of Schur functions: the Bender-Knuth involution [10], and the Lascoux-Schützenberger/crystal operators (see for example [106]).

Combine this with Edelman-Greene insertion to obtain an explicit weight-changing bijection on the monomials of a Stanley symmetric function, which exhibits the symmetry of a Stanley symmetric function. Compare with Stanley’s original bijection [150].

11. (Jeu-de-taquin for reduced words) There are Jeu-de-taquin theories for skew EG-tableaux. This was developed for two-row tableaux by Bergeron and Sottile [15], and by Thomas and Yong [153, 154] in the context of Hecke insertion. For example one possible slide is

\[
\begin{array}{c}
\begin{array}{cc}
i & i+1 \\
i
\end{array}
\end{array} \quad \leftrightarrow \quad \begin{array}{c}
\begin{array}{c}
i+1 \\
i \quad i+1
\end{array}
\end{array}
\]

3 Affine Stanley symmetric functions

3.1 Affine symmetric group

For basic facts concerning the affine symmetric group, we refer the reader to Chapter 2, Section 1 and to [21].
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Let \( n > 2 \) be a positive integer. Let \( \tilde{S}_n \) denote the affine symmetric group with simple generators \( s_0, s_1, \ldots, s_{n-1} \) satisfying the relations

\[
\begin{align*}
  s_i^2 &= 1 \\
  s_is_{i+1}s_i &= s_{i+1}s_is_{i+1} \\
  s_is_j &= s_js_i \\
  &\text{for all } i, j \text{ with } |i - j| \geq 2.
\end{align*}
\]

Here and elsewhere, the indices will be taken modulo \( n \) without further mention. The length \( \ell(w) \) and reduced words \( R(w) \) for affine permutations \( w \in \tilde{S}_n \) are defined in an analogous manner to Section 1.2. The symmetric group \( S_n \) embeds in \( \tilde{S}_n \) as the subgroup generated by \( s_1, s_2, \ldots, s_{n-1} \).

One may realize \( \tilde{S}_n \) as the set of all bijections \( w : \mathbb{Z} \to \mathbb{Z} \) such that \( w(i + n) = w(i) + n \) for all \( i \) and \( \sum_{i=1}^n w(i) = \sum_{i=1}^n i \). In this realization, to specify an element \( w \in \tilde{S}_n \) it suffices to give the “window” \( [w(1), w(2), \ldots, w(n)] \). The product \( w \cdot v \) of two affine permutations is then the composed bijection \( w \circ v : \mathbb{Z} \to \mathbb{Z} \). Thus \( ws_i \) is obtained from \( w \) by swapping the values of \( w(i + kn) \) and \( w(i + kn + 1) \) for every \( k \in \mathbb{Z} \). An affine permutation \( w \in \tilde{S}_n \) is Grassmannian if \( w(1) < w(2) < \cdots < w(n) \). For example, the affine Grassmannian permutation \([-2, 2, 6] \in \tilde{S}_3 \) has reduced words 2120 and 1210. We denote by \( \tilde{S}_n^0 \subset \tilde{S}_n \) the subset of affine Grassmannian permutations.

### 3.2 Definition

A word \( a_1a_2 \cdots a_\ell \) with letters in \( \mathbb{Z}/n\mathbb{Z} \) is called cyclically decreasing if (1) each letter occurs at most once, and (2) whenever \( i \) and \( i + 1 \) both occur in the word, \( i + 1 \) precedes \( i \).

An affine permutation \( w \in \tilde{S}_n \) is called cyclically decreasing if it has a cyclically decreasing reduced word. Note that such a reduced word may not be unique.

**Lemma 3.1.** There is a bijection between strict subsets of \( \mathbb{Z}/n\mathbb{Z} \) and cyclically decreasing affine permutations \( w \in \tilde{S}_n \), sending a subset \( S \) to the unique cyclically decreasing affine permutation which has reduced word using exactly the simple generators \( \{s_i \mid i \in S\} \).

We define cyclically decreasing factorizations of \( w \in \tilde{S}_n \) in the same way as decreasing factorizations in \( S_n \). See also Chapter 2, Section 1.3 where cyclically decreasing factorizations are discussed from the point of view of \( k \)-bounded partitions and \((k+1)\)-cores.

**Definition 3.2.** Let \( w \in \tilde{S}_n \). The affine Stanley symmetric function \( \tilde{F}_w \) is given by

\[
\tilde{F}_w = \sum_{w = v_1v_2 \cdots v_r} \ell(v_1) \ell(v_2) \cdots \ell(v_r) x_{\ell(v_1)} x_{\ell(v_2)} \cdots x_{\ell(v_r)}
\]

where the summation is over cyclically decreasing factorizations of \( w \).

**Theorem 3.3 ([78]).** The generating function \( \tilde{F}_w \) is a symmetric function.
Theorem 3.3 can be proved directly, as was done in [78]. We shall establish Theorem 3.3 using the technology of the affine nilHecke algebra in Sections 6-8. Some immediate observations:

1. \( \tilde{F}_w \) is a homogeneous of degree \( \ell(w) \).
2. If \( w \in S_n \), then a cyclically decreasing factorization of \( w \) is just a decreasing factorization of \( w \), so \( \tilde{F}_w = F_w \).
3. The coefficient of \( x_1 x_2 \cdots x_{\ell(w)} \) in \( \tilde{F}_w \) is equal to \( |R(w)| \).

Example 3.4. Consider the affine permutation \( w = s_2 s_1 s_0 s_2 \). The reduced words are \( R(w) = \{21202, 12102, 21020\} \). The other cyclically decreasing factorizations are

\[
21 2 0 2, 2 1 2 0 2, 1 2 1 0 2, 21 0 2 0, 2 1 0 2 0, 2 1 0 2 0
\]

Thus

\[
\tilde{F}_w = m_{221} + 2m_{2111} + 3m_{11111}.
\]

3.3 Codes

Let \( w \in \tilde{S}_n \). The code \( c(w) \) is a vector \( c(w) = (c_1, c_2, \ldots, c_n) \in \mathbb{Z}_{\geq 0}^n - \mathbb{Z}_{> 0}^n \) of non-negative entries with at least one 0. The entries are given by \( c_i = \# \{ j \in \mathbb{Z} \mid j > i \text{ and } w(j) < w(i) \} \).

It is shown in [21] that there is a bijection between codes and affine permutations and that \( \ell(w) = |c(w)| := \sum_{i=1}^{n} c_i \). We define \( \lambda(w) \) as for usual permutations (see Section 1). For example, for \( w = s_2 s_0 s_1 s_2 s_0 = [-4, 3, 7] \in \tilde{S}_3 \), one has \( c(w^{-1}) = (5, 1, 0) \) and \( \lambda = (2, 1, 1, 1, 1) \).

Let \( B^n \) denote the set of partitions \( \lambda \) satisfying \( \lambda_1 < n \), called the set of \((n-1)\)-bounded partitions.

Lemma 3.5 ([21]). The map \( w \mapsto \lambda(w) \) is a bijection between \( \tilde{S}_n^0 \) and \( B^n \).

The analogue of Proposition 1.8 has a similar proof.

Proposition 3.6 ([78]). Let \( w \in \tilde{S}_n \).

1. Suppose \( [m_{\lambda}] F_w \neq 0 \). Then \( \lambda \prec \lambda(w) \).
2. \( [m_{\lambda(w)}] F_w = 1 \).
3.4 \( \Lambda(n) \) and \( \Lambda^{(n)} \)

Let \( \Lambda(n) \subset \Lambda \) be the subalgebra generated by \( h_1, h_2, \ldots, h_{n-1} \), and let \( \Lambda^{(n)} := \Lambda/I(n) \) where \( I(n) \) is the ideal generated by \( m_\mu \) for \( \mu \not\in B^n \). A basis for \( \Lambda^{(n)} \) is given by \( \{ m_\lambda \mid \lambda \in B^n \} \). Note that the rings \( \Lambda(n) \) and \( \Lambda^{(n)} \) are denoted \( \Lambda(k) \) and \( \Lambda^{(k)} \) in Chapter 2, where \( k = n - 1 \).

The ring of symmetric functions \( \Lambda \) is a Hopf algebra, with coproduct given by \( \Delta(h_k) = \sum_{j=0}^k h_j \otimes h_{k-j} \). Equivalently, the coproduct of \( f(x_1, x_2, \ldots) \in \Lambda \) can be obtained by writing \( f(x_1, x_2, \ldots, y_1, y_2, \ldots) \) in the form \( \sum_i f_i(x_1, x_2, \ldots) \otimes g_i(y_1, y_2, \ldots) \) where \( f_i \) and \( g_i \) are symmetric in \( x \)'s and \( y \)'s respectively. Then \( \Delta(f) = \sum_i f_i \otimes g_i \).

The ring \( \Lambda \) is self Hopf-dual under the Hall inner product. That is, one has \( \langle \Delta f, g \otimes h \rangle = \langle f, gh \rangle \) for \( f, g, h \in \Lambda \). Here the Hall inner product is extended to \( \Lambda \otimes \Lambda \) in the obvious way. The rings \( \Lambda(n) \) and \( \Lambda^{(n)} \) are in fact Hopf algebras, which are dual to each other under the same inner product. We refer the reader to [120] for further details.

3.5 Affine Schur functions

Stanley symmetric functions expand positively in terms of the basis of Schur functions (Corollary 2.2). We now describe the analogue of Schur functions for the affine setting.

For \( \lambda \in B^n \), we let \( \tilde{F}_\lambda := F_w \) where \( w \in \tilde{S}_n^0 \) is the unique affine Grassmannian permutation with \( \lambda(w) = \lambda \). These functions \( \tilde{F}_\lambda \) are called affine Schur functions (or dual \( k \)-Schur functions, or weak Schur functions).

Theorem 3.7 ([96, 78]). The affine Schur functions \( \{ \tilde{F}_\lambda \mid \lambda \in B^n \} \) form a basis of \( \Lambda^{(n)} \).

Proof. By Proposition 3.6, the leading monomial term of \( \tilde{F}_\lambda \) is \( m_\lambda \). Thus \( \{ \tilde{F}_\lambda \mid \lambda \in B^n \} \) is triangular with respect to the basis \( \{ m_\lambda \mid \lambda \in B^n \} \), so that it is also a basis.

We let \( \{ s_\lambda^{(k)} \} \subset \Lambda(n) \) denote the dual basis to \( \tilde{F}_\lambda \). These are the (ungraded) \( k \)-Schur functions, where \( k = n - 1 \). It turns out that the \( k \)-Schur functions are Schur positive. However, affine Stanley symmetric functions are not. Instead, one has:

Theorem 3.8 ([79]). The affine Stanley symmetric functions \( \tilde{F}_w \) expand positively in terms of the affine Schur functions \( \tilde{F}_\lambda \).

Theorem 3.8 was established using geometric methods. See Section 10 and [79]. It is an open problem to give a combinatorial interpretation of the affine Stanley coefficients, expressing affine Stanley symmetric functions in terms of affine Schur functions.

3.6 Example: The case of \( \tilde{S}_3 \)

To illustrate Theorem 3.7, we completely describe the affine Schur functions for \( \tilde{S}_3 \).
Proposition 3.9. Let \( w \in \tilde{S}_n \) be the affine Grassmannian permutation corresponding to the partition \((2^a 1^b)\). Then \( |R(w)| = \binom{b/2+a}{a} \).

Proposition 3.10. The affine Schur function \( \tilde{F}_{2^a,1^b} \) is given by

\[
\tilde{F}_{2^a,1^b} = \sum_{j=0}^{a} \binom{\lfloor b/2 + a - j \rfloor}{a - j} m_{2^j 1^b + 2^a - 2j}.
\]

The \( k \)-Schur function \( s_{2^a,1^b}^{(2)} \) is given by

\[
s_{2^a,1^b}^{(2)} = h_{\lfloor b/2 \rfloor} h_{b - 2\lfloor b/2 \rfloor}.
\]

Example 3.11. For \( w = 1210 \), we have \( a = 1 \) and \( b = 2 \). Thus \( R(w) = \{1210, 2120\} \) has cardinality \( \binom{2}{1} = 2 \), and \( \tilde{F}_{2,1^2} = m_{211} + 2m_{1111} \).

Example 3.12. The affine Stanley symmetric function of Example 3.4 expands as

\[
\tilde{F}_w = \tilde{F}_{2^1,1} + \tilde{F}_{2^2,1} + \tilde{F}_{1^5}
\]

agreeing with Theorem 3.8.

### 3.7 Exercises and problems

1. (Coproduct formula [78]) Show that \( \Delta \tilde{F}_w = \sum_{uv = w: \ell(u) + \ell(v)} \tilde{F}_u \otimes \tilde{F}_v \).

2. (321-avoiding affine permutations [78]) Extend the results in Section 1.7 on 321-avoiding permutations to the affine case.

3. (Affine vexillary permutations) For which \( w \in \tilde{S}_n \) is \( \tilde{F}_w \) equal to an affine Schur function \( \tilde{F}_\lambda \)? See the discussion of vexillary permutations in Section 2.3 and also [78, Problem 1].

4. \( (n \to \infty \text{ limit}) \) Show that for a fixed partition \( \lambda \), we have \( \lim_{n \to \infty} \tilde{F}_\lambda^{(n)} = s_\lambda \), where \( \tilde{F}_\lambda^{(n)} \) denotes the affine Schur function for \( \tilde{S}_n \).

5. Extend Proposition 3.10 to all affine Stanley symmetric functions in \( \tilde{S}_3 \), and thus give a formula for the affine Stanley coefficients.

6. Is there an affine analogue of the fundamental quasi-symmetric functions? For example, one might ask that affine Stanley symmetric functions expand positively in terms of such a family of quasi-symmetric functions. Affine Stanley symmetric functions do not in general expand positively in terms of fundamental quasi-symmetric functions (see [121, Theorem 5.7]).
7. Find closed formulae for numbers of reduced words in the affine symmetric groups $\tilde{S}_n$, $n > 3$, extending Proposition 3.9. Are there formulae similar to the determinantal formula, or hook-length formula for the number of standard Young tableaux?

8. (n-cores) A skew shape $\lambda/\mu$ is a $n$-ribbon if it is connected, contains $n$ squares, and does not contain a $2 \times 2$ square. An $n$-core $\lambda$ is a partition such that there does not exist $\mu$ so that $\lambda/\mu$ is a $n$-ribbon. There is a bijection between the set of $n$-cores and the affine Grassmannian permutations $\tilde{S}_n^0$. Affine Schur functions can be described in terms of tableaux on $n$-cores, called $k$-tableau [95] (or weak tableau in [81]). See Chapter 2 for further details.

9. (Cylindric Schur functions [133, 121]) Let $C(k, n)$ denote the set of lattice paths $p$ in $\mathbb{Z}^2$ where every step either goes up or to the right, and which is invariant under the translation $(x, y) \mapsto (x + n - k, y + k)$. Such lattice paths can be thought of as the boundary of an infinite periodic Young diagram, or equivalently of a Young diagram on a cylinder. We write $p \subset q$ if $p$ lies completely to the left of $q$. A cylindric skew semistandard tableau is a sequence $p_0 \subset p_1 \subset \cdots \subset p_k$ of $p_i \in C(k, n)$ where the region between $p_i$ and $p_{i+1}$ does not contain two squares in the same column. One obtains [133] a natural notion of a cylindric (skew) Schur function. Show that every cylindric Schur function is an affine Stanley symmetric function, and every affine Stanley symmetric function of a 321-avoiding permutation is a cylindric Schur function ([78]).

10. (Kashiwara-Shimozono affine Grothendieck polynomials) The usual Stanley symmetric functions can be expressed as stable limits of Schubert polynomials [18]. What is the relationship between affine Stanley symmetric functions and the affine Grothendieck polynomials of Kashiwara and Shimozono [69]?

11. Is there a good notion of Coxeter-Knuth equivalence for reduced words of affine permutations? This may have an application to the affine Schur positivity of affine Stanley symmetric functions (Theorem 3.8). See also Section 2.3 (5).

12. (Affine Little bijection [86]) There is an affine analogue of Little’s bijection (Section 2.3) developed in [86]. It gives a combinatorial proof of the affine analogue of the transition formula (2.1). Can the affine Little bijection, or the affine transition formula lead to a proof of Theorem 3.8? Can one define a notion of dual EG-equivalence using the affine Little bijection?

13. (Branching positivity [82, 80]) Let $\tilde{F}_\lambda^{(n)}$ denote the affine Schur functions for $\tilde{S}_n$. Then $\tilde{F}_\lambda^{(n+1)}$ expands positively in terms of $\tilde{F}_\mu^{(n)}$ modulo the ideal in symmetric functions generated by $m_\nu$ with $\nu_1 \geq n$. Deduce using (4) that $k$-Schur functions are Schur positive.
4 Root systems and Weyl groups

In this section, we let \( W \) be a finite Weyl group and \( W_{af} \) denote the corresponding affine Weyl group. We shall assume basic familiarity with Weyl groups, root systems, and weights \([64, 67]\).

4.1 Notation for root systems and Weyl groups

Let \( A = (a_{ij})_{i,j \in I_{af}} \) denote an affine Cartan matrix, where \( I_{af} = I \cup \{0\} \), so that \( (a_{ij})_{i,j \in I} \) is the corresponding finite Cartan matrix. For example, for type \( \tilde{A}_n \) (corresponding to \( S_n \)) and \( n > 2 \) we have \( I_{af} = \mathbb{Z}/n\mathbb{Z} \) and

\[
a_{ij} = \begin{cases} 
2 & \text{if } i = j \\
-1 & \text{if } j = i + 1 \\
0 & \text{otherwise.}
\end{cases}
\]

The affine Weyl group \( W_{af} \) is generated by involutions \( \{s_i \mid i \in I_{af}\} \) satisfying the relations \( (s_i s_j)^{m_{ij}} = \text{id} \), where for \( i \neq j \), one defines \( m_{ij} \) to be 2, 3, 4, 6, \( \infty \) according as \( a_{ij} a_{ji} \) is 0, 1, 2, 3, \( \geq 4 \). The finite Weyl group \( W \) is generated by \( \{s_i \mid i \in I\} \). For the symmetric group \( W = S_n \), we have \( I = [n - 1] \), \( m_{i,i+1} = 3 \), and \( m_{ij} = 2 \) for \( |i - j| \geq 2 \).

Let \( R \) be the root system for \( W \). Let \( R^+ \) denote the positive roots, \( R^- \) denote the negative roots and \( \{\alpha_i \mid i \in I\} \) denote the simple roots. Let \( \theta \) denote the highest root of \( R^+ \). Let \( \rho = \frac{1}{2} \sum_{\alpha \in R^+} \alpha \) denote the half sum of positive roots. Also let \( \{\alpha_i^\vee \mid i \in I\} \) denote the simple coroots.

We write \( R_{af} \) and \( R_{af}^+ \) for the affine root system, and positive affine roots. The positive simple affine roots (resp. coroots) are \( \{\alpha_i \mid i \in I_{af}\} \) (resp. \( \{\alpha_i^\vee \mid i \in I_{af}\} \)). The null root \( \delta \) is given by \( \delta = \alpha_0 + \theta \). A root \( \alpha \) is real if it is in the \( W_{af}\)-orbit of the simple affine roots, and imaginary otherwise. The imaginary roots are exactly \( \{k\delta \mid k \in \mathbb{Z} \setminus \{0\}\} \). Every real affine root is of the form \( \alpha + k\delta \), where \( \alpha \in R \). The root \( \alpha + k\delta \) is positive if \( k > 0 \), or if \( k = 0 \) and \( \alpha \in R^+ \).

Let \( Q = \oplus_{i \in I} \mathbb{Z} \cdot \alpha_i \) denote the root lattice and let \( Q^\vee = \oplus_{i \in I} \mathbb{Z} \cdot \alpha_i^\vee \) denote the co-root lattice. Let \( P \) and \( P^\vee \) denote the weight lattice and co-weight lattice respectively. Thus \( Q \subset P \) and \( Q^\vee \subset P^\vee \). We also have a map \( Q_{af} = \oplus_{i \in I_{af}} \mathbb{Z} \cdot \alpha_i \to P \) given by sending \( \alpha_0 \) to \( -\theta \) (or equivalently, by sending \( \delta \) to 0). Let \( \langle \cdot, \cdot \rangle \) denote the pairing between \( P \) and \( P^\vee \). In particular, one requires that \( \langle \alpha_i^\vee, \alpha_j \rangle = a_{ij} \).

The Weyl group acts on weights via \( s_i \cdot \lambda = \lambda - \langle \alpha_i^\vee, \lambda \rangle \alpha_i \) (and via the same formula on \( Q \) or \( Q_{af} \)), and on coweights via \( s_i \cdot \mu = \mu - \langle \mu, \alpha_i \rangle \alpha_i^\vee \) (and via the same formula on \( Q^\vee \)). For a real root \( \alpha \) (resp. coroot \( \alpha^\vee \)), we let \( s_\alpha \) (resp. \( s_{\alpha^\vee} \)) denote the corresponding reflection, defined by \( s_\alpha = w r_i w^{-1} \) if \( \alpha = w \cdot \alpha_i \). The reflection \( s_\alpha \) acts on weights by \( s_\alpha \cdot \lambda = \lambda - \langle \alpha^\vee, \lambda \rangle \alpha \).
exercise 4.3. Suppose $W = S_n$ and $W_{af} = \tilde{S}_n$. We have positive simple roots $\alpha_1, \alpha_2, \ldots, \alpha_{n-1}$ and an affine simple root $\alpha_0$. The finite positive roots are $\mathcal{R}^+ = \{\alpha_{i,j} := \alpha_i + \alpha_{i+1} + \cdots + \alpha_{j-1} | 1 \leq i < j \leq n\}$. The reflection $s_{\alpha_{i,j}}$ is the transposition $(i, j)$. The highest root is $\theta = \alpha_1 + \cdots + \alpha_{n-1}$. The affine positive roots are $\mathcal{R}^+_{af} = \{\alpha_{i,j} | i < j\}$, where for simple roots the index is taken modulo $n$. Note that one has $\alpha_{i,j} = \alpha_{i+n,j+n}$. The imaginary roots are of the form $\alpha_{i,i+kn}$. For a real root $\alpha_{i,j}$, the reflection $s_{\alpha_{i,j}}$ is the affine transposition $(i, j)$.

The weight lattice can be taken to be $P = \mathbb{Z}^n/(1, 1, \ldots, 1)$, and the coweight lattice to be $P^\vee = \{(x_1, x_2, \ldots, x_n) \in \mathbb{Z}^n | \sum_i x_i = 0\}$. The roots and coroots are then $\alpha_{i,j} = e_i - e_j = \alpha_{i,j}^\vee$ (though the former is in $P$ and the latter is in $P^\vee$). The inner product $P^\vee \times P \to \mathbb{Z}$ is induced by the obvious one on $\mathbb{Z}^n$.

### 4.2 Affine Weyl group and translations

The affine Weyl group can be expressed as the semi-direct product $W_{af} = W \ltimes Q^\vee$, as follows. For each $\lambda \in Q^\vee$, one has a translation element $t_\lambda \in W_{af}$. Translations are multiplicative, so that $t_\lambda \cdot t_\mu = t_{\lambda+\mu}$. We also have the conjugation formula $w t_\lambda w^{-1} = t_{w^\vee} \lambda$ for $w \in W$ and $\lambda \in Q^\vee$. Let $s_0$ denote the additional simple generator of $W_{af}$. Then translation elements are related to the simple generators via the formula

$$s_0 = s_{\theta^\vee} t_{-\theta^\vee}.$$

**Example 4.2.** For $W_{af} = \tilde{S}_n$, and $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in Q^\vee$, we have

$$t_\lambda = [1 + n\lambda_1, 2 + n\lambda_2, \ldots, n + n\lambda_n].$$

Thus $t_{-\theta^\vee} = [1 - n, 2, \ldots, n - 1, 2n]$ and $s_0 = s_{\theta^\vee} t_{-\theta^\vee}$ is the equality

$$[0, 2, \ldots, n - 1, n + 1] = [n, 2, \ldots, n - 1, 1] \cdot [1 - n, 2, \ldots, n - 1, 2n].$$

The element $wt_\lambda$ acts on $\mu \in P$ via

$$wt_\lambda \cdot \mu = w \cdot \mu. \quad (4.1)$$

In other words, the translations act trivially on the *finite* weight lattice. This action is called the *level zero action*.

Let $\ell : W_{af} \to \mathbb{Z}_{\geq 0}$ denote the length function of $W_{af}$. Thus $\ell(w)$ is the length of the shortest reduced factorization of $w$.

**Exercise 4.3.** For $wt_\lambda \in W_{af}$, we have

$$\ell(w t_\lambda) = \sum_{\alpha \in R^+} |\langle \lambda, \alpha \rangle + \chi(w \cdot \alpha)|, \quad (4.2)$$

where $\chi(\alpha) = 0$ if $\alpha \in R^+$ and $\chi(\alpha) = 1$ otherwise.
A coweight \( \lambda \) is \textit{dominant} (resp. \textit{anti-dominant}) if \( \langle \lambda, \alpha \rangle \geq 0 \) (resp. \( \leq 0 \)) for every root \( \alpha \in R^+ \).

**Exercise 4.4.** Suppose \( \lambda \in Q^\vee \) is dominant. Then \( \ell(t_{w\lambda}) = 2\langle \lambda, \rho \rangle \).

Let \( W^0_{af} \) denote the minimal length coset representatives of \( W_{af}/W \), which we call \textit{Grassmannian} elements. There is a natural bijection between \( W^0_{af} \) and \( Q^\vee \): each coset \( W_{af}/W \) contains one element from each set.

**Exercise 4.5.** We have \( W^0_{af} \cap Q^\vee = Q^- \), the elements of the coroot lattice which are anti-dominant.

In fact an element \( wt_\lambda \) lies in \( W^0_{af} \) if and only if \( t_\lambda \in Q^- \) and \( w \in W^\lambda \) where \( W^\lambda \) is the set of minimal length representatives of \( W/W_\lambda \) and \( W_\lambda \) is the stabilizer subgroup of \( \lambda \).

## 5 NilCoxeter algebra and Fomin-Stanley construction

Let \( W \) be a Weyl group and \( W_{af} \) be the corresponding affine Weyl group.

### 5.1 The nilCoxeter algebra

The \textit{nilCoxeter algebra} \( A_0 \) is the algebra over \( \mathbb{Z} \) generated by \( \{ A_i \mid i \in I \} \) with relations

\[
A_i^2 = 0 \\
(A_iA_j)^b = (A_jA_i)^b \\
A_j(A_iA_j)^b = (A_iA_j)^b A_i \\
A_j(s_iA_j)^b = (s_iA_j)^bs_i
\]

The algebra \( A_0 \) is graded, where \( A_i \) is given degree 1.

The corresponding algebra for the affine Weyl group will be denoted \((A_{af})_0\). This algebra is also discussed in Chapter 2, Section 2.5.

**Proposition 5.1.** The nilCoxeter algebra \( A_0 \) has basis \( \{ A_w \mid w \in W \} \), where \( A_w = A_{i_1}A_{i_2}\cdots A_{i_\ell} \) for any reduced word \( i_1i_2\cdots i_\ell \) of \( w \). The multiplication is given by

\[
A_w A_v = \begin{cases} 
A_{wv} & \text{if } \ell(wv) = \ell(w) + \ell(v) \\
0 & \text{otherwise}
\end{cases}
\]

### 5.2 Fomin and Stanley’s construction

Suppose \( W = S_n \). We describe the construction of Stanley symmetric functions of Fomin and Stanley [48]. Define

\[
h_k = \sum_{w \text{ decreasing: } \ell(w) = k} A_w.
\]
For example, when \( n = 4 \), we have
\[
\begin{align*}
\mathbf{h}_0 &= \text{id} \\
\mathbf{h}_1 &= A_1 + A_2 + A_3 \\
\mathbf{h}_2 &= A_{21} + A_{31} + A_{32} \\
\mathbf{h}_3 &= A_{321}
\end{align*}
\]
where \( A_{i_1i_2\cdots i_\ell} := A_{i_1}A_{i_2}\cdots A_{i_\ell} \).

**Lemma 5.2 ([48]).** The generating function \( \mathbf{h}(t) = \sum_k \mathbf{h}_k t^k \) has the product expansion
\[ \mathbf{h}(t) = (1 + tA_{n-1})(1 + tA_{n-2})\cdots(1 + tA_1). \]

**Definition 5.3** (NilCoxeter algebra). The Stanley symmetric function \( \mathbf{F}_w \) is the coefficient of \( A_w \) in the product
\[ \mathbf{h}(x_1)\mathbf{h}(x_2)\cdots \]

**Lemma 5.4 ([48]).** We have
\[ \mathbf{h}(x)\mathbf{h}(y) = \mathbf{h}(y)\mathbf{h}(x). \]
Thus for every \( k, l \) we have
\[ \mathbf{h}_k\mathbf{h}_l = \mathbf{h}_l\mathbf{h}_k. \]

**Proof.** We observe that \((1 + xA_i)\) and \((1 + yA_j)\) commute whenever \( |i - j| \geq 2 \) and that
\[
(1 + xA_{i+1})(1 + xA_i)(1 + yA_{i+1}) \equiv (1 + yA_{i+1})(1 + yA_i)(1 + xA_{i+1})(1 - yA_i)(1 + xA_i).
\]
Assuming by induction that the result is true for \( S_{n-1} \) we calculate
\[
\begin{align*}
(1 + xA_{n-1})\cdots(1 + xA_1)(1 + yA_{n-1})\cdots(1 + yA_1) \\
&= [(1 + yA_{n-1})(1 + yA_{n-2})(1 + xA_{n-1})(1 - yA_{n-2})(1 + xA_{n-2})] \\
&\quad (1 + xA_{n-3})\cdots(1 + xA_1)(1 + yA_{n-2})\cdots(1 + yA_1) \\
&= (1 + yA_{n-1})(1 + yA_{n-2})(1 + xA_{n-1})(1 - yA_{n-2}) [(1 + yA_{n-2})\cdots(1 + yA_1)] \\
&\quad [(1 + xA_{n-2})\cdots(1 + xA_1)] \\
&= (1 + yA_{n-1})\cdots(1 + yA_1)(1 + xA_{n-1})\cdots(1 + xA_1).
\end{align*}
\]

**Proof of Theorem 1.4.** Follows immediately from Definition 5.3 and Lemma 5.4. \( \square \)

The following corollary of Lemma 5.4 suggests a way to generalize these constructions to other finite and affine Weyl groups.

**Corollary 5.5.** The elements \( \mathbf{h}_k \) generate a commutative subalgebra of \( A_0 \).

We call the subalgebra of Corollary 5.5 the *Fomin-Stanley* subalgebra of \( A_0 \), and denote it by \( \mathbb{B} \). As we shall explain, the combinatorics of Stanley symmetric functions is captured by the algebra \( \mathbb{B} \), and the information can be extracted by “picking a basis”.
5. NILCOXETER ALGEBRA AND FOMIN-STANLEY CONSTRUCTION

5.3 A conjecture

We take $W$ to be an arbitrary Weyl group. For basic facts concerning the exponents of $W$, we refer the reader to [64]. The following conjecture was made by the author and Alex Postnikov. Let $(R^+, \prec)$ denote the partial order on the positive roots of $W$ given by $\alpha \prec \beta$ if $\beta - \alpha$ is a positive sum of simple roots, and let $J(R^+, \prec)$ denote the set of upper order ideals of $(R^+, \prec)$.

**Conjecture 5.6.** The (finite) nilCoxeter algebra $A_0$ contains a graded commutative subalgebra $B'$ satisfying:

1. Over the rationals, the algebra $B' \otimes \mathbb{Q}$ is generated by homogeneous elements $h_{i_1}, h_{i_2}, \ldots, h_{i_r} \in A_0$ with degrees $\deg(h_{i_j}) = i_j$ given by the exponents of $W$.

2. The Hilbert series $P(t)$ of $B'$ is given by

$$P(t) = \sum_{I \in J(R^+, \prec)} t^{|I|}$$

In particular, the dimension of $B'$ is a the generalized Catalan number for $W$ (see for example [47]).

3. The set $B'$ has a homogeneous basis $\{ b_I \mid I \in J(R^+, \prec) \}$ consisting of elements which are nonnegative linear combinations of the $A_w$.

4. The structure constants of the basis $\{ b_I \}$ are positive.

In the sequel we shall give an explicit construction of a commutative subalgebra $B$ and provide evidence that it satisfies Conjecture 5.6.

Suppose $W = S_n$. We show that $B' = B$ satisfies Conjecture 5.6. The upper order ideals $I$ of $(R^+, \prec)$ are naturally in bijection with Young diagrams fitting inside the staircase $\delta_{n-1}$. For each partition $\lambda$ we define the noncommutative Schur functions $s_\lambda \in B$, following Fomin and Greene [44], by writing $s_\lambda$ as a polynomial in the $h_i$, and then replacing $h_i$ by $h_i$. (We set $h_k = 0$ if $k \geq n$, and $h_0 = 1$.) Fomin and Greene show that $s_\lambda$ is a nonnegative linear combination of the $A_w$’s (but it will also follow from our use of the Edelman-Greene correspondence below).

**Proposition 5.7** (Lam - Postnikov). The set $\{ s_\lambda \mid \lambda \subseteq \delta_{n-1} \} \subset B$ is a basis for $B$.

**Proof.** Let $\langle \cdot, \cdot \rangle : A_0 \otimes A_0 \to \mathbb{Z}$ be the inner product defined by extending bilinearly $\langle A_w, A_v \rangle = \delta_{wv}$. Rewriting the definition of Stanley symmetric functions and using the Cauchy identity, one has

$$F_w = \sum_\lambda \langle h_{\lambda_1} h_{\lambda_2} \cdots, A_w \rangle m_\lambda = \sum_\lambda \langle s_\lambda, A_w \rangle s_\lambda.$$
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It follows that the coefficient of $A_w$ in $s_\lambda$ is $\alpha_{w\lambda}$, the coefficient of $s_\lambda$ in $F_w$. By Lemma 2.3, we have $s_\lambda = 0$ unless $\lambda \subseteq \delta_{n-1}$. It remains to show that this set of $s_\lambda$ are linearly independent. To demonstrate this, we shall find, for each $\lambda \in \delta_{n-1}$, some $w \in S_n$ such that $F_w = s_\lambda + \sum_{\mu < \lambda} \alpha_{w\mu} s_\mu$.

Since $s_\lambda = m_\lambda + \sum_{\mu < \lambda} K_{\lambda\mu} m_\mu$ (where the $K_{\lambda\mu}$ are the Kostka numbers), by Proposition 1.8 it suffices to show that the permutation $w$ with code $c(w) = \lambda$ lies in $S_n$. Let $\lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_\ell > 0)$. Then define $w$ recursively by $w(i) = \min\{j > \lambda_i | j \notin \{w(1), w(2), \ldots, w(i-1)\}\}$. Since $\lambda_i \leq n - i$, we have $w(i) \leq n$. By construction $w \in S_n$ and has code $c(w) = \lambda$.

Example 5.8. Let $W = S_4$. Write $A_{i_1 i_2 \cdots i_k}$ for $A(s_{i_1} s_{i_2} \cdots s_{i_k})$.

Then we have

$$
\begin{align*}
s_0 &= 1 \\
s_{11} &= A_{12} + A_{23} + A_{13} \\
s_{111} &= A_{123} \\
s_{21} &= A_{213} + A_{212} + A_{323} + A_{312} \\
s_{22} &= A_{2312} \\
s_{221} &= A_{23123} \\
s_{32} &= A_{32132} \\
s_{31} &= A_{3231} + A_{3121} \\
s_{311} &= A_{32123} \\
s_{321} &= A_{321323}
\end{align*}
$$

5.4 Exercises and Problems

1. In Example 5.8 every $A_w$ occurs exactly once, except for $w = s_1 s_3$. Explain this using Theorem 2.5.

2. (Divided difference operators) Let $\partial_i$, $1 \leq i \leq n-1$ denote the divided difference operator acting on polynomials in $x_1, x_2, \ldots, x_n$ by

$$
\partial_i \cdot f(x_1, \ldots, x_n) = \frac{f(x_1, x_2, \ldots, x_n) - f(x_1, \ldots, x_{i-1}, x_{i+1}, x_i, x_{i+2}, \ldots, x_n)}{x_i - x_{i+1}}.
$$

Show that $A_i \mapsto \partial_i$ generates an action of the nilCoxeter algebra $A_0$ for $S_n$ on polynomials. Is this action faithful?

3. (Center) What is the center of $A_0$ and of $(A_{af})_0$? See [25].

4. Does an analogue of Conjecture 5.6 also hold for finite Coxeter groups which are not Weyl groups?

5. How many terms (counted with multiplicity) are there in the elements $s_\lambda$ of Proposition 5.7? This is essentially the same problem as (9) in Section 2.3 (why?).
6 The affine nilHecke ring

Kostant and Kumar [75] introduced a nilHecke ring to study the topology of Kac-Moody flag varieties. This ring is studied in detail in Chapter 4, Section 3. We give a brief development here. Let $W$ be a Weyl group and $W_{af}$ be the corresponding affine Weyl group.

6.1 Definition of affine nilHecke ring

In this section we study the affine nilHecke ring $A_{af}$ of Kostant and Kumar [75]. Kostant and Kumar define the nilHecke ring in the Kac-Moody setting. The ring $A_{af}$ below is a “small torus” variant of their construction for the affine Kac-Moody case.

The affine nilHecke ring $A_{af}$ is the ring with a 1 given by generators $\{A_i \mid i \in I_{af}\} \cup \{\lambda \mid \lambda \in P\}$ and the relations

$$A_i \lambda = (s_i \cdot \lambda) A_i + \langle \alpha_i^\vee, \lambda \rangle \cdot 1$$

for $\lambda \in P$, \hspace{1cm} (6.1)

$$A_i A_i = 0,$$ \hspace{1cm} (6.2)

$$(A_i A_j)^m = (A_j A_i)^m$$ \hspace{1cm} if $(s_i s_j)^m = (s_j s_i)^m$. \hspace{1cm} (6.3)

where the “scalars” $\lambda \in P$ commute with other scalars. Thus $A_{af}$ is obtained from the affine nilCoxeter algebra $(A_{af})_0$ by adding the scalars $P$. The finite nilHecke ring is the subring $A$ of $A_{af}$ generated by $\{A_i \mid i \in I\} \cup \{\lambda \mid \lambda \in P\}$.

Let $w \in W_{af}$ and let $w = s_{i_1} \cdots s_{i_l}$ be a reduced decomposition of $w$. Then $A_w := A_{i_1} \cdots A_{i_l}$ is a well defined element of $A_{af}$, where $A_{id} = 1$.

Let $S = \text{Sym}(P)$ denote the symmetric algebra of $P$. The following basic result follows from [75, Theorem 4.6], and can be proved directly from the definitions.

**Lemma 6.1** (See Chapter 4, Lemma 3.6). The set $\{A_w \mid w \in W_{af}\}$ is an $S$-basis of $A_{af}$.

**Lemma 6.2.** The map $W_{af} \mapsto A_{af}$ given by $s_i \mapsto 1 - \alpha_i A_i \in A_{af}$ is a homomorphism.

**Proof.** We calculate that

$$s_i^2 = 1 - 2\alpha_i A_i + \alpha_i A_i \alpha_i A_i$$

$$= 1 - 2\alpha_i A_i + \alpha_i(-\alpha_i A_i + 2)A_i$$

$$= 1$$

using (6.1)

$$A_i^2 = 0.$$

If $A_i A_j = A_j A_i$ then $\alpha_i A_j = A_j \alpha_i$ so it is easy to see that $s_i s_j = s_j s_i$. Suppose $A_i A_j A_i =$
Then $a_{ij} = a_{ji} = -1$ and we calculate that
\[ s_i s_j s_i = (1 - \alpha_i A_i)(1 - \alpha_j A_j)(1 - \alpha_i A_i) \]
\[ = 1 - (2\alpha_i A_i + \alpha_j A_j) + \alpha_i A_i \alpha_j A_j + \alpha_i A_i \alpha_i A_i + \alpha_j A_j \alpha_i A_i - \alpha_i A_i \alpha_j A_j \alpha_i A_i \]
\[ = 1 - (2\alpha_i A_i + \alpha_j A_j) + (2\alpha_i A_j + 2\alpha_i A_i + 2\alpha_j A_i) + \alpha_i (\alpha_i + \alpha_j) A_i A_j + \]
\[ \alpha_j (\alpha_i + \alpha_j) A_j A_i - \alpha_i (\alpha_i + \alpha_j) A_i A_j \]
\[ = 1 + (2\alpha_i A_j + 2\alpha_j A_i - \alpha_i A_i - \alpha_j A_j) + \alpha_i (\alpha_i + \alpha_j) A_i A_j + \]
\[ \alpha_j (\alpha_i + \alpha_j) A_j A_i - \alpha_i (\alpha_i + \alpha_j) A_i A_j. \]

Since the above expression is symmetric in $i$ and $j$, we conclude that $s_i s_j s_i = s_j s_i s_j$. \qed

**Exercise 6.3.** Complete the proof of Lemma 6.2 for $(A_i A_j)^2 = (A_j A_i)^2$ and $(A_i A_j)^3 = (A_j A_i)^3$.

It follows from Lemma 6.1 that the map of Lemma 6.2 is an isomorphism onto its image. Abusing notation, we write $w \in \mathcal{A}_\text{af}$ for the element in the nilHecke ring corresponding to $w \in W_{\text{af}}$ under the map of Lemma 6.2. Then $W_{\text{af}}$ is a basis for $\mathcal{H}_{\text{af}} \otimes_S \text{Frac}(S)$ over Frac($S$) (not over $S$ since $A_i = \frac{1}{\alpha_i} (1 - s_i)$).

**Lemma 6.4.** Suppose $w \in W_{\text{af}}$ and $s \in S$. Then $ws = (w \cdot s)w$.

**Proof.** It suffices to establish this for $w = s_i$, and $s = \lambda \in P$. We calculate
\[ s_i \lambda = (1 - \alpha_i A_i) \lambda \]
\[ = \lambda - \alpha_i (s_i \cdot \lambda) A_i - \alpha_i \langle \alpha_i^\vee, \lambda \rangle \]
\[ = (s_i \cdot \lambda) - (s_i \cdot \lambda) \alpha_i A_i \]
\[ = (s_i \cdot \lambda) s_i. \] \qed

## 6.2 Coproduct

The following Proposition is established in Chapter 4, Section 3.2. Note that the Weyl group $W$ there should be taken to be the affine Weyl group $W_{\text{af}}$ here.

**Proposition 6.5.** Let $M$ and $N$ be left $\mathcal{H}_{\text{af}}$-modules. Define
\[ M \otimes_S N = (M \otimes_S N)/(sm \otimes n - m \otimes sn \mid s \in S, m \in M, n \in N). \]

Then $\mathcal{H}_{\text{af}}$ acts on $M \otimes_S N$ by
\[ s \cdot (m \otimes n) = sm \otimes n \]
\[ A_i \cdot (m \otimes n) = A_i \cdot m \otimes n + m \otimes A_i \cdot n - \alpha_i A_i \cdot m \otimes A_i \cdot n. \]
Under this action we have

\[ w \cdot (m \otimes n) = wm \otimes wn \tag{6.4} \]

for any \( w \in W_{af} \).

Consider the case \( M = A_{af} = N \). By Proposition 6.5 there is a left \( S \)-module homomorphism \( \Delta : A_{af} \to A_{af} \otimes S A_{af} \) defined by \( \Delta(a) = a \cdot (1 \otimes 1) \). It satisfies

\[
\begin{align*}
\Delta(q) &= s \otimes 1 & \text{for } s \in S \tag{6.5} \\
\Delta(A_i) &= 1 \otimes A_i + A_i \otimes 1 - \alpha_i A_i \otimes A_i & \text{for } i \in I. \tag{6.6}
\end{align*}
\]

Let \( a \in A_{af} \) and \( \Delta(a) = \sum_{v,w} a_{v,w} A_v \otimes A_w \) with \( a_{v,w} \in S \). In particular if \( b \in A_{af} \) and \( \Delta(b) = \sum_{v',w'} b_{v',w'} A_{v'} \otimes A_{w'} \) then

\[ \Delta(ab) = \Delta(a) \cdot \Delta(b) := \sum_{v,w,v',w'} a_{v,w} b_{v',w'} A_v A_{v'} \otimes A_w A_{w'} \tag{6.7} \]

**Remark 6.6.** We caution that \( A_{af} \otimes S A_{af} \) is not a well-defined ring with the obvious multiplication.

### 6.3 Exercises and Problems

The theory of nilHecke rings in the Kac-Moody setting is well-developed [75, 77]. See Chapter 4, Section 3.

1. The following result is [75, Proposition 4.30]. Let \( w \in W_{af} \) and \( \lambda \in P \). Then

\[ A_w \lambda = (w \cdot \lambda) A_w + \sum_{w s_\alpha: \ell(ws_\alpha) = \ell(w) - 1} \langle \alpha^\vee, \lambda \rangle A_{w s_\alpha}, \]

where \( \alpha \) is always taken to be a positive root of \( W_{af} \). The coefficients \( \langle \alpha^\vee, \lambda \rangle \) are known as Chevalley coefficients.

2. (Center) What is the center of \( A_{af} \)? (See [79, Section 9] for related discussion.)

### 7 Peterson’s centralizer algebras

Peterson studied a subalgebra of the affine nilHecke ring in his work [131] on the homology of the affine Grassmannian.
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7.1 Peterson algebra and \( j \)-basis

The Peterson centralizer subalgebra \( \mathcal{P} \) is the centralizer \( Z_{\mathcal{A}}(S) \) of the scalars \( S \) in the affine nilHecke ring \( \mathcal{A}_{\text{af}} \). In this section we establish some basic properties of this subalgebra. The results here are unpublished works of Peterson.

**Lemma 7.1.** Suppose \( a \in \mathcal{A}_{\text{af}} \). Write \( a = \sum_{w \in W_{\text{af}}} a_w w \), where \( a_w \in \text{Frac}(S) \). Then \( a \in \mathcal{P} \) if and only if \( a_w = 0 \) for all non-translation elements \( w \neq t_{\lambda} \).

**Proof.** By Lemma 6.4, we have for \( s \in S \)

\[
(\sum_w a_w w)s = \sum_w a_w (w \cdot s)w
\]

and so \( a \in \mathcal{P} \) implies \( a_w (w \cdot s) = a_w s \) for each \( s \). But using (4.1), one sees that every \( w \in W_{\text{af}} \) acts non-trivially on \( S \) except for the translation elements \( t_{\lambda} \). Since \( S \) is an integral domain, this implies that \( a_w = 0 \) for all non-translation elements. \( \square \)

**Lemma 7.2.** The subalgebra \( \mathcal{P} \) is commutative.

**Proof.** Follows from Lemma 7.1 and the fact that the elements \( t_{\lambda} \) commute, and commute with \( S \). \( \square \)

The following important result is the basis of Peterson's approach to affine Schubert calculus via the affine nilHecke ring.

**Theorem 7.3 ([131, 79]).** The subalgebra \( \mathcal{P} \) has a basis \( \{ j_w \mid w \in W_{\text{af}}^0 \} \) where

\[
j_w = A_w + \sum_{x \in W_{\text{af}} - W_{\text{af}}^0} j_x^w A_x
\]

for \( j_x^w \in S \).

Peterson constructs the basis of Theorem 7.3 using the geometry of based loop spaces (see [131, 79]). We sketch a purely algebraic proof of this theorem, following the ideas of Lam, Schilling, and Shimozono [85]. A full proof of this theorem is given in Chapter 4.

7.2 Sketch proof of Theorem 7.3

Let \( \text{Fun}(W_{\text{af}}, S) \) denote the set of functions \( \xi : W_{\text{af}} \to S \). We may think of functions \( \xi \in \text{Fun}(W_{\text{af}}, S) \) as functions on \( \mathcal{A}_{\text{af}} \), by the formula \( \xi(\sum_{w \in W_{\text{af}}} a_w w) = \sum_{w \in W_{\text{af}}} \xi(w) a_w \). Note that if \( a = \sum_{w \in W_{\text{af}}} a_w w \in \mathcal{A}_{\text{af}} \), the \( a_w \) may lie in \( \text{Frac}(S) \) rather than \( S \), so that in general \( \xi(a) \in \text{Frac}(S) \). Define

\[
\Xi_{\text{af}} := \{ \xi \in \text{Fun}(W_{\text{af}}, S) \mid \xi(a) \in S \text{ for all } a \in \mathcal{A}_{\text{af}} \}.
\]
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(The ring $\Xi_{af}$ is denoted $\Lambda_{af}$ in Chapter 4.) Let

$$\Xi_{af}^0 = \{ \xi \in \Xi_{af} \mid \xi(w) = \xi(v) \text{ whenever } wW = vW \}.$$  

It follows easily that $\Xi_{af}$ has a basis over $S$ given by $\{ \xi^w \mid w \in W_{af} \}$ where $\xi^w(A_v) = \delta_{vw}$ for every $v \in W_{af}$. Similarly, $\Xi_{af}^0$ has a basis given by $\{ \xi_0^w \mid w \in W_{af}^0 \}$ where $\xi_0^w(A_v) = \delta_{vw}$ for every $v \in W_{af}^0$.

The most difficult step is the following statement:

**Lemma 7.4.** There is a map $\omega: \Xi_{af} \to \Xi_{af}^0$ defined by $\omega(\xi)(t_{\lambda}) = \xi(t_{\lambda})$.

In other words, $\omega(\xi)$ remembers only the values of $\xi$ on translation elements, and one notes that $\omega(\xi^w) = \xi_0^w$ for $w \in W_{af}^0$. By Lemma 7.1, $\xi(a) = \omega(\xi)(a)$ for $\xi \in \Xi_{af}$ and $a \in \mathbb{P}$. We define $\{ j_w \in \mathbb{P} \otimes \text{Frac}(S) \mid w \in W_{af}^0 \}$ by the equation

$$\xi_0^w(j_w) = \delta_{uw}$$

for $w, v \in W_{af}^0$. Such elements $j_w$ exist (and span $\mathbb{P} \otimes \text{Frac}(S)$ over $\text{Frac}(S)$) since each $\xi \in \Xi_{af}^0$ is determined by its values on the translations $t_{\lambda}$. The coefficient $j_{2w}^w$ of $A_{2w}$ in $j_w$ is equal to the coefficient of $\xi_0^w$ in $\omega(\xi^w)$, which by Lemma 7.4, must lie in $S$. This proves Theorem 7.3.

Finally, Lemma 7.4 follows from the following description of $\Xi_{af}$ and $\Xi_{af}^0$, the latter due to Goresky-Kottwitz-Macpherson [58, Theorem 9.2]. See [85] for an algebraic proof in a slightly more general situation.

**Proposition 7.5.** Let $\xi \in \text{Fun}(W_{af}, S)$. Then $\xi \in \Xi_{af}$ if and only if for each $\alpha \in R, w \in W_{af}$, and each integer $d > 0$ we have

$$\xi(w(1 - t_{\alpha \vee})^{d-1}) \text{ is divisible by } \alpha^{d-1}$$

and

$$\xi(w(1 - t_{\alpha \vee})^{d-1}(1 - s_{\alpha})) \text{ is divisible by } \alpha^d.$$  

(7.1)  

Let $\xi \in \text{Fun}(W_{af}, S)$ satisfy $\xi(w) = \xi(v)$ whenever $wW = vW$. Then $\xi \in \Xi_{af}^0$ if it satisfies (7.1).

**Remark 7.6.** The ring $\Xi_{af}$ is studied in detail by Kostant and Kumar [75] in the Kac-Moody setting. See Chapter 4.

### 7.3 Exercises and Problems

1. Show that $\Delta$ sends $\mathbb{P}$ to $\mathbb{P} \otimes \mathbb{P}$. Show that the coproduct structure constants of $\mathbb{P}$ in the $j$-basis are special cases of the coproduct structure constants of $\Lambda_{af}$ in the $A_{af}$-basis.
2. \((j\text{-basis for translations [131, 79]})\) Prove using Theorem 7.3 that

\[ j_{t\lambda} = \sum_{\mu \in W \cdot \lambda} A_{t\mu}. \]

3. \((j\text{-basis is self-describing})\) Show that the coefficients \(j_w^x\) directly determine the structure constants of the \(\{j_w\}\) basis.

4. Find a formula for \(j_{s_i t\lambda}\) (see [88, Proposition 8.5] for a special case).

5. Extend the construction of \(P\), and Theorem 7.3 to extended affine Weyl groups. See [30] and [90, Theorem 12].

6. (Generators) Find generators and relations for \(P\). This does not appear to be known even in type \(A\).

7. Find general formulae for \(j_w\) in terms of \(A_x\). See [88] for a formula in terms of quantum Schubert polynomials, which however is not very explicit.

8. \((\text{Affine})\) Fomin-Stanley algebras

Let \(\phi_0 : S \to \mathbb{Z}\) denote the map which sends a polynomial to its constant term. For example, \(\phi_0(3\alpha_1^2\alpha_2 + \alpha_2 + 5) = 5.\)

8.1 Commutation definition of affine Fomin-Stanley algebra

We write \((\mathbb{A}_{af})_0\) for the affine nilCoxeter algebra. There is an \textit{evaluation at 0} map \(\phi_0 : \mathbb{A}_{af} \to (\mathbb{A}_{af})_0\) given by \(\phi_0(\sum_w a_w A_w) = \sum_w \phi_0(a_w) A_w.\) We define the \textit{affine Fomin-Stanley subalgebra} to be \(B_{af} = \phi_0(P) \subset (\mathbb{A}_{af})_0.\) The following results follow from Lemma 7.2 and Theorem 7.3.

Lemma 8.1. The set \(B_{af} \subset (\mathbb{A}_{af})_0\) is a commutative subalgebra of \((\mathbb{A}_{af})_0.\)

Theorem 8.2 ([79]). The algebra \(B_{af}\) has a basis \(\{j_w^0 \mid w \in W_{af}^0\}\) satisfying

\[ j_w^0 = A_w + \sum_{x \in W_{af}^0, \ell(x) = \ell(w)} j_w^x A_x \]

and \(j_w^0\) is the unique element in \(B_{af}\) with unique Grassmanian term \(A_w.\)

Proposition 8.3 ([79]). The subalgebra \(B_{af} \subset (\mathbb{A}_{af})_0\) is given by

\[ B_{af} = \{a \in (\mathbb{A}_{af})_0 \mid \phi_0(as) = \phi_0(s)a \text{ for all } s \in S\}. \]
Proposition 8.3 is proved in the following exercises (also see [79, Propositions 5.1,5.3,5.4]).

**Exercise 8.4.**

1. Check that $a \in \mathbb{B}_{af}$ satisfies $\phi_0(as) = \phi_0(s)a$ for all $s \in S$, thus obtaining one inclusion.

2. Show that if $a = \sum_{w \in W} a_w A_w \in \mathbb{A}_{af}$ lies in $\mathbb{B}_{af}$, then $a$ is a multiple of $A_{id}$. (Hint: the action of $\mathbb{A}_{af}$ on $S$ via divided difference operators is faithful. See Section 5.4.)

3. Suppose that $a \in (\mathbb{A}_{af})_0 \subset (\mathbb{A}_{af})_0$ satisfies the condition $\phi_0(as) = \phi_0(s)a$ for all $s \in S$. Use (2) to show that $a$ must contain some affine Grassmannian term $A_w$, $w \in W_{af}$. Conclude by Theorem 8.2 that $a \in \mathbb{B}_{af}$.

A basic problem is to describe $\mathbb{B}_{af}$ explicitly. We shall do so in type $A$, following [79] and connecting to affine Stanley symmetric functions. For other types, see [84, 132].

### 8.2 Noncommutative $k$-Schur functions

In the remainder of this section, we take $W = S_n$ and $W_{af} = S_n$. Part of the material of this section is also presented in Chapter 2, Section 2.5. We define

$$\tilde{h}_k = \sum_{w \text{ cyclically decreasing: } \ell(w) = k} A_w$$

for $k = 1, 2, \ldots, n - 1$. Introduce an inner product $\langle \cdot, \cdot \rangle : (\mathbb{A}_{af})_0 \times (\mathbb{A}_{af})_0 \to \mathbb{Z}$ given by extending linearly $\langle A_w, A_v \rangle = \delta_{wv}$.

**Definition 8.5.** The affine Stanley symmetric function $\tilde{F}_w$ is given by

$$\tilde{F}_w = \sum_{\alpha} \langle h_{\alpha_{\ell}} \cdots h_{\alpha_1}, A_w \rangle x^\alpha$$

where the sum is over compositions $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_\ell)$.

Below we shall show that

**Theorem 8.6 ([79]).** The elements $\tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_{n-1} \in (\mathbb{A}_{af})_0$ commute.

Assuming Theorem 8.6, Theorem 3.3 follows.

Define the noncommutative $k$-Schur functions $s^{(k)}_\lambda \in (\mathbb{A}_{af})_0$ by writing the $k$-Schur functions $s^{(k)}_\lambda$ (see Section 3) as a polynomial in $h_i$, and replacing $h_i$ by $\tilde{h}_i$.

**Proposition 8.7 ([79]).** Inside an appropriate completion of $(\mathbb{A}_{af})_0 \otimes \Lambda^{(n)}$, we have

$$\sum_{\alpha} \tilde{h}_\alpha x^n = \sum_{\lambda \in \mathbb{B}_n} s^{(k)}_\lambda \tilde{F}_\lambda$$

where the sum on the left hand side is over all compositions.
Proof. Since \( \{s^{(k)}_\lambda\} \) and \( \{\tilde{F}_\lambda\} \) are dual bases, we have by standard results in symmetric functions [151, 120] that
\[
\sum_\alpha h_\alpha(y)x^\alpha = \sum_{\lambda \in \mathbb{P}} s^{(k)}_\lambda(y)\tilde{F}_\lambda(x)
\]
inside \( \Lambda(n) \otimes \Lambda(n) \). Now take the image of this equation under the map \( \Lambda(n) \to (\mathbb{A}_f)_0 \), given by \( h_i \mapsto \tilde{h}_i \).

It follows from Definition 8.5 and Proposition 8.7 that
\[
\tilde{F}_w = \sum_\lambda (s^{(k)}_\lambda, A_w)\tilde{F}_\lambda.
\]
Thus the coefficient of \( A_w \) in \( s^{(k)}_\lambda \) is equal to the coefficient of \( \tilde{F}_\lambda \) in \( \tilde{F}_w \). By Theorem 3.7, it follows that
\[
s^{(k)}_\lambda = A_v + \sum_{w \not\in W^0_\mathbb{A}} \alpha_{w,\lambda} A_w. \tag{8.1}
\]
In particular,

**Proposition 8.8 ([79]).** The subalgebra of \( (\mathbb{A}_f)_0 \) generated by \( \tilde{h}_1, \ldots, \tilde{h}_{n-1} \) is isomorphic to \( \Lambda(n) \), with basis given by \( s^{(k)}_\lambda \).

### 8.3 Cyclically decreasing elements

For convenience, for \( I \subseteq \mathbb{Z}/n\mathbb{Z} \) we define \( A_I := A_w \), where \( w \) is the unique cyclically decreasing affine permutation which uses exactly the simple generators in \( I \).

**Theorem 8.9 ([79]).** The affine Fomin-Stanley subalgebra \( \mathbb{B}_\mathbb{A} \) is generated by the elements \( \tilde{h}_k \), and we have \( j^0_{w} = s^{(k)}_\lambda \) where \( w \in W^0_\mathbb{A} \) satisfies \( \lambda(w) = \lambda \).

**Example 8.10.** Let \( W = S_3 \). A part of the \( j \)-basis for \( \mathbb{B}_\mathbb{A} \) is
\[
\begin{align*}
j^0_{111} &= 1 \\
j^0_{s0} &= A_0 + A_1 + A_2 \\
j^0_{s1s0} &= A_{10} + A_{21} + A_{02} \\
j^0_{s2s0} &= A_{01} + A_{12} + A_{20} \\
j^0_{s_0s_1s_0} &= A_{101} + A_{102} + A_{210} + A_{212} + A_{202} + A_{021} \\
j^0_{s_1s_2s_0} &= A_{101} + A_{201} + A_{012} + A_{212} + A_{202} + A_{120}
\end{align*}
\]

We give a slightly different proof to the one in [79].
Proof. We begin by showing that $\tilde{h}_k \in B_{\text{af}}$. We will view $S$ as sitting inside the polynomial ring $\mathbb{Z}[x_1, x_2, \ldots, x_n]$; the commutation relations of $A_{\text{af}}$ can easily be extended to include all such polynomials. To show that $\tilde{h}_k \in B_{\text{af}}$ it suffices to check that $\phi_0(\tilde{h}_k x_i) = 0$ for each $i$. But by the $\mathbb{Z}/n\mathbb{Z}$-symmetry of the definition of cyclically decreasing, we may assume $i = 1$.

We note that $A_j x_i = \begin{cases} \begin{align*} x_{i+1}A_i + 1 & \quad j = i \\ x_{i-1}A_i - 1 & \quad j = i - 1 \\ x_i A_j & \quad \text{otherwise} \end{align*} \end{cases}$

Now let $I \subset \mathbb{Z}/n\mathbb{Z}$ be a subset of size $k$. Then

$$\phi_0(A_I x_1) = \begin{cases} \begin{align*} A_{I \setminus \{1\}} & \quad r, r + 1, \ldots, n - 1, 0, 1 \in I \text{ but } r - 1 \notin I \\ - \sum_{i=r} r, r + 1, \ldots, n - 1, 0 \in I \text{ but } r - 1, 1 \notin I \\ 0 & \quad \text{otherwise} \end{align*} \end{cases}$$

Given a size $k-1$ subset $J \subset \mathbb{Z}/n\mathbb{Z}$ not containing 1, we see that the term $A_J$ comes up in two ways: from $\phi_0(A_{J \cup \{1\}} x_1)$ with a positive sign, and from $\phi_0(A_{J \cup \{r\}} x_1)$ with a negative sign, where $r + 1, \ldots, n - 1, 0$ all lie in $J$.

Thus $\tilde{h}_k \in B_{\text{af}}$ for each $k$. It follows that the $\tilde{h}_k$ commute, and by (8.1), it follows that $j^0_w = s^{(k)}_\lambda$ and in particular $\tilde{h}_i$ generate $B_{\text{af}}$. \hfill $\Box$

8.4 Coproduct

The map $\Delta : A_{\text{af}} \to A_{\text{af}} \otimes S A_{\text{af}}$ equips $P$ with the structure of a Hopf-algebra over $S$: to see that $\Delta$ sends $P$ to $P \otimes_S P$, one uses $\Delta(t_\lambda) = t_\lambda \otimes t_\lambda$ and Lemma 7.1. Applying $\phi_0$, the affine Fomin-Stanley algebra $B_{\text{af}}$ obtains a structure of a Hopf algebra over $\mathbb{Z}$.

Theorem 8.11 ([79]). The map $\Lambda(n) \to B_{\text{af}}$ given by $h_i \mapsto \tilde{h}_i$ is an isomorphism of Hopf algebras.

By Proposition 8.8, to establish Theorem 8.11 it suffices to show that $\Delta(\tilde{h}_k) = \sum_{j=0}^{k} \tilde{h}_j \otimes \tilde{h}_{k-j}$. This can be done bijectively, using the definition in Section 6.2.

8.5 Exercises and Problems

Let $W$ be of arbitrary type.

1. Find a formula for $j^0_w$. See [87, Proposition 2.17].

2. For $W = S_3$, use Proposition 3.10 to give an explicit formula for the noncommutative $k$-Schur functions.
3. (Dynkin automorphisms) Let $\omega$ be an automorphism of the corresponding Dynkin diagram. Then $\omega$ acts on $(A_{af})_0$, and it is easy to see that $\omega(B_{af}) = B_{af}$. Is $B_{af}$ invariant under $\omega$? (For $W = S_n$ this follows from Theorem 8.9, since the $h_k$ are invariant under cyclic symmetry.)

4. (Generators) Find generators and relations for $B_{af}$, preferably using a subset of the $j$-basis as generators. See [84, 132] for the classical types. See also the proof of Proposition 9.4 below.

5. (Power sums [7, Corollary 3.7]) Define the noncommutative power sums $p_k \in B_{af}$ as the image in $B_{af}$ of $p_k \in \Lambda(n)$ under the isomorphism of Proposition 8.8. Find an explicit combinatorial formula for $p_k$. (See also [44].)

6. Is there a nice formula for the number of terms in the expression of $j^0_w$ in terms of $\{A_w\}$? This is an “affine nilCoxeter” analogue of asking for the number of terms $s_{\lambda}(1,1,\ldots,1)$ in a Schur polynomial.

7. Find a combinatorial formula for the coproduct structure constants in the $j$-basis. These coefficients are known to be positive [77].

8. Find a combinatorial formula for the $j$-basis. It follows from work of Peterson (see also [79, 88]) that the coefficients $j^+_w$ are positive.

9 Finite Fomin-Stanley subalgebra

In this section we return to general type.

There is a linear map $\kappa : A \to (A_{af})_0$ given by

$$
\kappa(A_w) = \begin{cases} A_w & w \in W \\
0 & \text{otherwise.} \end{cases}
$$

The finite Fomin-Stanley algebra $B$ is the image of $P$ under $\kappa$. Since $\kappa(\tilde{h}_k) = h_k$, this agrees with the definitions in Section 5.

Conjecture 9.1.

1. The finite Fomin-Stanley algebra $B$ satisfies Conjecture 5.6.

2. The image $\kappa(j^0_w) \in B$ of the $j$-basis element $j^0_w \in B_{af}$ is a nonnegative integral linear combination of the $b_I$-basis.

3. If $w \in W^0_{af}$ is such that there is a Dynkin diagram automorphism $\omega$ so that $\omega(w) \in W$, then $\kappa(j^0_w)$ belongs to the $b_I$-basis.
Example 9.2. Let \( W = S_4 \) and \( W_{af} = \tilde{S}_4 \). Then \( \mathcal{B} \) is described in Example 5.8. One calculates that \( s^{(k)}_{221} = s_{221} + s_{32} \) so that
\[
\kappa(s^{(k)}_{221}) = s_{221} + s_{32} = A_{32132} + A_{23123} \in \mathcal{B}.
\]
This supports Conjecture 9.1(2), and shows that \( \kappa(j_0) \) does not have to be equal to 0 or to some \( b_I \).

In the following we allow ourselves some geometric arguments and explicit calculations in other types to provide evidence for Conjecture 9.1.

Example 9.3. Let \( W = G_2 \) with long root \( \alpha_1 \) and short root \( \alpha_2 \). Thus \( \alpha_0 \) is also a long root for \( \tilde{G}_2 \). As usual we shall write \( A_{i_1i_2 \cdots i_\ell} \) for \( A_{s_{i_1}s_{i_2} \cdots s_{i_\ell}} \) and similarly for the \( j \)-basis.

The affine Grassmannian elements of length less than or equal to 5 are
\[
\text{id}, s_0, s_1s_0, s_2s_1s_0, s_1s_2s_1s_0, s_2s_1s_2s_1s_0, s_0s_1s_2s_1s_0.
\]
And the \( j \)-basis is given by
\[
\begin{align*}
  j_0^0 & = 1, \\
  j_0^0 & = A_0 + 2A_1 + A_2, \\
  j_{10}^0 & = \frac{1}{2}(j_0^0)^2, \\
  j_{210}^0 & = \frac{1}{2}(j_0^0)^3, \\
  j_{1210}^0 & = \frac{1}{4}(j_0^0)^4, \\
  j_{21210}^0 & = A_{21210} + A_{21201} + 2A_{21012} + A_{12102} + 3A_{12101} + 2A_{12121} \\
 & + A_{12012} + A_{01212} + 3A_{01201} + A_{01212}, \\
  j_{01210}^0 & = A_{01210} + A_{01201} + A_{02121} + A_{12012} + A_{12101} + A_{12102} + A_{21012} \\
 & + A_{21201} + A_{21212}, \\
  j_{21210}^0 & = A_{121212}, \\
  j_{01210}^0 & = A_{121212}, \\
  j_{01210}^0 & = A_{121212}, \\
  j_{01210}^0 & = A_{121212}.
\end{align*}
\]
which can be verified by using Theorem 8.2. Note that \( j_{21210}^0 + j_{01210}^0 = \frac{1}{7}(j_0^0)^5 \). Thus \( \mathcal{B} \) has basis
\[
\text{id}, 2A_1 + A_2, A_{12} + A_{21}, 2A_{12} + A_{21}, A_{12} + A_{21}, 2A_{12} + A_{21}, 2A_{12} + A_{21}, 2A_{12} + A_{21}, 2A_{12} + A_{21}.
\]
where the coefficient of \( A_{121212} \) depends on the \( j \)-basis in degree 6. The root poset of \( G_2 \) is \( \alpha_1, \alpha_2 < \alpha_1 + \alpha_2 < \alpha_1 + 2\alpha_2 < \alpha_1 + 3\alpha_2 < 2\alpha_1 + 3\alpha_2 \). Both Conjectures 5.6 and 9.1 hold with this choice of basis.

Proposition 9.4. Over the rationals, the finite Fomin-Stanley subalgebra \( \mathcal{B} \otimes \mathbb{Q} \) has a set of generators in degrees equal to the exponents of \( W \).
Proof. Let $\text{Gr}_G$ denote the affine Grassmannian of the simple simply-connected complex algebraic group with Weyl group $W$. It is known [79, Theorem 5.5] that $B_{af} \simeq H_*(\text{Gr}_G, \mathbb{Z})$. But over the rationals the homology $H_*(\text{Gr}_G, \mathbb{Q})$ of the affine Grassmannian is known to be generated by elements in degrees equal to the exponents of $W$, see [54]. (In cohomology these generators are obtained by transgressing generators of $H^*(K, \mathbb{Q})$ which are known to correspond to the degrees of $W$.) Since these elements generate $B_{af}$, their image under $\kappa$ generate $B$.

9.1 Problems

1. Find a geometric interpretation for the finite Fomin-Stanley algebras $B$ and the conjectural basis $b_I$.

2. Find an equivariant analogue of the finite Fomin Stanley algebra $B$, with the same relationship to $B$ as $P$ has to $B_{af}$. Extend Conjectures 5.6 and 9.1 to the equivariant setting.

10 Geometric interpretations

In this section we list some geometric interpretations of the material we have discussed. Let $G$ be the simple simply-connected complex algebraic group associated to $W$. (Co)homologies are with $\mathbb{Z}$-coefficients.

1. The affine Fomin-Stanley subalgebra $B_{af}$ is Hopf-isomorphic to the homology $H_*(\text{Gr}_G)$ of the affine Grassmannian associated to $G$. The $j$-basis $\{j_w\}$ is identified with the Schubert basis. [131] [79, Theorem 5.5]

2. The affine Schur functions $\tilde{F}_\lambda$ represent Schubert classes in $H^*(\text{Gr}_{SL(n)})$. [79, Theorem 7.1]

3. The affine Stanley symmetric functions are the pullbacks of the cohomology Schubert classes from the affine flag variety to the affine Grassmannian. [79, Remark 8.6]

4. The positivity of the affine Stanley to affine Schur coefficients is established via the connection between the homology of the $\text{Gr}_G$ and the quantum cohomology of $G/B$. [131] [88] [116]

5. The (positive) expansion of the affine Schur symmetric functions $\{\tilde{F}_\lambda\}$ for $W_{af} = \tilde{S}_n$ in terms of $\{\tilde{F}_\mu\}$ for $W_{af} = \tilde{S}_{n-1}$ has an interpretation in terms of the map $H^*(\Omega SU(n + 1)) \to H^*(\Omega SU(n))$ induced by the inclusion $\Omega SU(n) \hookrightarrow \Omega SU(n + 1)$ of based loop spaces. [80]

6. Certain affine Stanley symmetric functions represent the classes of positroid varieties in the cohomology of the Grassmannian. [73]
7. The expansion coefficients of Stanley symmetric functions in terms of Schur functions are certain quiver coefficients. [26]
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1 Introduction

This chapter discusses how $k$-Schur and dual $k$-Schur functions can be defined for all types. This is done via some combinatorial problems that come from the geometry of a very large family of generalized flag varieties. They apply to the expansion of products of Schur functions, $k$-Schur functions and their dual basis, and Schubert polynomials. Despite the geometric origin of these problems, concrete algebraic models will be given for the relevant cohomology rings and their Schubert bases.

Let $G \supset P \supset T$ be a Kac-Moody group over $\mathbb{C}$, a parabolic subgroup, and a maximal algebraic torus. For example, we may take $G = GL_n(\mathbb{C})$, $P$ the block upper triangular matrices with diagonal blocks of sizes $k$ and $n - k$, and $T \subset G$ the diagonal matrices. The group $G$ may be specified by a graph called a Dynkin diagram, plus a little more discrete data called a root datum; see §2. The subgroup $P$ is obtained by choosing a subset $J$ of the vertex set of the Dynkin diagram. Examples of $G/P$ are the Grassmannian $\text{Gr}(k,n)$ of $k$-dimensional subspaces of $\mathbb{C}^n$, the variety $\text{Fl}_n$ of full flags in $\mathbb{C}^n$, and the affine Grassmannian $\text{Gr}_{SL_n} = SL_n(\mathbb{C}((t)))/SL_n(\mathbb{C}[[t]])$ where $\mathbb{C}[[t]]$ is the ring of formal power series and $\mathbb{C}((t)) = \mathbb{C}[[t]][t^{-1}]$ is the field of formal Laurent series. Given this modest amount of discrete data (root datum and Dynkin node subset) one may build the $T$-equivariant cohomology ring $H^T(G/P)$ of $G/P$. Following Kostant and Kumar [75] we shall give an explicit algebraic construction $\Lambda_J$ of $H^T(G/P)$; see §3.6. The ring $H^T(G/P)$ is a free module over the polynomial ring $S = H^T(pt)$, and comes equipped with a distinguished basis $\{[X^w]\}$ called the Schubert basis, which is indexed by a certain subset.
1. INTRODUCTION

$W^J$ of the Weyl group $W$:

$$H^T(G/P) = \bigoplus_{w \in W^J} S[X^w].$$  \hfill (1.1)

For $u, v, w \in W^J$ define the “structure constants” $p^w_{uv} \in S$ by

$$[X^u][X^v] = \sum_{w \in W^J} p^w_{uv}[X^w].$$  \hfill (1.2)

For nontrivial geometric reasons it is known that the polynomial $p^w_{uv}$ is homogeneous of degree $\ell(u) + \ell(v) - \ell(w)$ and satisfies a property called Graham positivity [59]; see Section §3.4.

**Problem 1.1.** Find explicit combinatorial formulas for $p^w_{uv}$ which are obviously Graham-positive.

Using the algebraic model $\Lambda^J$, there is an effective algorithm for expanding any element of $H^T(G/P)$ into the Schubert basis, and particular for computing the polynomials $p^w_{uv}$.

Ordinary cohomology $H^*(G/P)$ can be recovered by forgetting equivariance, which means setting all the variables in the polynomial ring $S$ to zero. Consequently the Schubert structure constants for $H^*(G/P)$ are merely the polynomials $p^w_{uv}$ which are of degree zero, in which Graham-positivity reduces to the nonnegativity of an integer. Special cases of these nonnegative integers are the structure constants for the products of Schur functions (in the case of Gr$(k,n)$), dual $k$-Schur functions (for Gr$_{SL_n}$), and Schubert polynomials (for Fl$_n$).

To understand $H^T(G/P)$ and its Schubert calculus, it suffices to consider the case that $P = B$ is the Borel subgroup. Kostant and Kumar defined a ring of operators $\Lambda$ on $H^T(G/B)$ called the nilHecke ring, which is a noncommutative ring which is linearly dual (over $S$) with $H^T(G/B)$. Following Kostant and Kumar, we develop the algebraic construction $\Lambda$ of $H^T(G/B)$ via the systematic use of $\Lambda$.

The above machinery is then specialized to the case of the affine Grassmannian Gr. In this setting the equivariant cohomology ring $H^T(Gr)$ has the rich additional structure of a Hopf algebra, with Hopf dual given by the equivariant homology ring $H_T(Gr)$ under the Pontryagin product. In this context, we explain Peterson’s theory, which asserts the equality of the Schubert structure constants $d^w_{uv}$ for equivariant homology $H_T(Gr)$ with the Gromov-Witten invariants (quantum Schubert structure constants) for finite-dimensional flag varieties $G/B$. As a special case we obtain Lam’s noncommutative $k$-Schur functions [79] and the relationship between $k$-Schur functions and the quantum Schubert polynomials of Fomin, Gelfand, and Postnikov [43]. We give a general explicit formula (Proposition 4.11) for the coefficients $d^w_{uv}$ which involves only some computations in $H^T(Gr)$ (localizing Schubert classes) that we already know how to do explicitly from the general machinery for $H^T(G/P)$. 
2 Root Data

We specify the data with which one may construct a Kac-Moody Lie algebra $\mathfrak{g}$ [67], Kac-Moody group $G$ [77], flag ind-variety $Fl$ [77], thick flag scheme $\tilde{Fl}$ [68], and nilHecke algebra [75]. Affine and finite root systems are treated briefly in Chapter 3 Section 4; see also Chapter 4 Section 2.3.

2.1 Cartan Data and the Weyl group

A Cartan datum is a pair $(I, A)$ where $I$ is a set and $A = (a_{ij})_{i,j \in I}$ is a generalized Cartan matrix, that is, an $I \times I$ matrix of integers such that $a_{ii} = 2$ for all $i \in I$ and if $i \neq j$ then $a_{ij} \leq 0$ with $a_{ij} < 0$ if and only if $a_{ji} < 0$. A Cartan datum may be specified by a graph called a Dynkin diagram which has node set $I$ and an edge joining $i \in I$ and $j \in I$ if $a_{ij} < 0$, in which case the edge is labeled by the pair $(-a_{ij}, -a_{ji})$. There are some abbreviations.

Suppose $a_{ij} = -1$. If $a_{ji} = -1$ then the edge joining $i$ to $j$ is a plain single edge. If $a_{ji} = -2$ then there is a double edge pointing from $i$ to $j$. If $a_{ji} = -3$ then there is a triple edge pointing from $i$ to $j$.

A Cartan datum is finite if $A$ is positive definite; irreducible if the Dynkin diagram is connected; affine if it is irreducible, $A$ has corank 1, and the restriction of $A$ to $I' \times I'$ for every proper subset $I' \subset I$, yields a finite Cartan datum.

Given a Cartan datum $(I, A)$, the Weyl group $W = W(I, A)$ is the group by elements $\{s_i | i \in I\}$ called simple reflections with relations

\[
s_i^2 = 1 \tag{2.1}
\]

\[
s_is_js_i \cdots = s_js_is_j \cdots \tag{2.2}
\]

for $i \neq j$ where $m_{ij}$ and $a_{ij}a_{ji}$ are related by:

\[
\begin{array}{|c|c|c|c|c|}
\hline
(a_{ij}, a_{ji}) & (-1, -1) & (-1, -2) & (-1, -3) \\
\hline
\text{arrow} & \[i\rightarrow j] & \[i\rightarrow j] & \[i\rightarrow j] \\
\hline
\end{array}
\]

The length $\ell(w)$ of $w \in W$ is the minimum $\ell$ such that $w = s_{i_1}s_{i_2}\cdots s_{i_\ell}$ for some indices $i_1, i_2, \ldots, i_\ell \in I$. Such a factorization is called a reduced decomposition for $w$. A reflection in $W$ is an element of the form $ws_iw^{-1}$ for some $w \in W$ and $i \in I$. The Bruhat order $\leq$ on $W$ is the partial order generated by relations of the form $tw < w$ where $t$ is a reflection and $w \in W$ are such that $\ell(tw) < \ell(w)$. It is also generated by relations $wt < w$ where

\[
\begin{array}{|c|c|c|c|c|}
\hline
a_{ij}a_{ji} & 0 & 1 & 2 & 3 \\
\hline
m_{ij} & 2 & 3 & 4 & 6 & \infty \\
\hline
\end{array}
\]
\( \ell(wt) < \ell(w) \). Equivalently \( v \leq w \) if every (or equivalently some) reduced decomposition of \( w \) contains a subexpression that is a reduced decomposition for \( v \). We denote by \( v < w \) the covering relation for \( W \). It is equivalent to saying that \( v < w \) and \( \ell(w) = \ell(v) + 1 \).

**Example 2.1.** The Cartan datum of finite type \( A_{n-1} \) is defined by the Dynkin diagram

\[
1 \rightarrow 2 \rightarrow \cdots \rightarrow n-2 \rightarrow n-1
\]

That is, \( I = \{1, 2, \ldots, n-1\} \), \( a_{ii} = 2 \) for \( 1 \leq i \leq n-1 \), \( a_{i,i+1} = a_{i+1,i} = -1 \) for \( 1 \leq i \leq n-2 \), with \( a_{ij} = 0 \) for other \((i,j) \in I \times I\). The Weyl group is the symmetric group \( S_n \) with \( s_i = (i, i+1) \) the adjacent transposition. The reflections are the transpositions \((i, j)\) for \( 1 \leq i < j \leq n \).

**Example 2.2.** A Cartan datum of finite type \( C_n \) is given by the Dynkin diagram

\[
1 \rightarrow 2 \rightarrow \cdots \rightarrow n-1 \rightarrow n
\]

In particular \( a_{n-1,n} = -2 \) and \( a_{n,n-1} = -1 \). \( W \) is the hyperoctahedral group, which is isomorphic to the subgroup of \( S_{2n} \) generated by \( s_i = (i, i+1)(2n-i, 2n-i+1) \) for \( 1 \leq i \leq n-1 \) and \( s_n = (n, n+1) \).

**Example 2.3.** A Cartan datum of affine type \( A^{(1)}_{n-1} \) is given by the Dynkin diagram

\[
1 \rightarrow 2 \rightarrow \cdots \rightarrow n-2 \rightarrow n-1
\]

with Dynkin node set \( I_{af} = \mathbb{Z}/n\mathbb{Z} \), \( a_{ii} = 2 \) for all \( i \in I_{af} \), \( a_{i,i+1} = a_{i+1,i} = -1 \) for all \( i \in I_{af} \), including \( a_{n-1,0} = a_{0,n-1} = -1 \). \( W = \tilde{S}_n \) is the affine symmetric group. There is an injective homomorphism from \( \tilde{S}_n \) into the permutations of \( \mathbb{Z} \) such that \( s_i \) is sent to the permutation of \( \mathbb{Z} \) that exchanges \((i + kn, i + kn + 1)\) for all \( k \in \mathbb{Z} \).

**Example 2.4.** A Cartan datum of affine type \( C^{(1)}_n \) is given by the Dynkin diagram

\[
0 \rightarrow 1 \rightarrow 2 \rightarrow \cdots \rightarrow n-1 \rightarrow n
\]

### 2.2 Root data

A root datum \( (I, A, X, X^*, \{\alpha_i\}, \{\alpha_i^\vee\}) \) consists of a Cartan datum \( (I, A) \) together with a free \( \mathbb{Z} \)-module \( X \), the dual lattice \( X^* = \text{Hom}_\mathbb{Z}(X, \mathbb{Z}) \), linearly independent elements \( \{\alpha_i \mid i \in I\} \subset X \) called *simple roots*, linearly independent elements \( \{\alpha_i^\vee \mid i \in I\} \subset X^* \) called *simple coroots*, such that

\[
\langle \alpha_i^\vee, \alpha_j \rangle = a_{ij} \quad \text{for } i, j \in I
\]
where $\langle \cdot, \cdot \rangle : X^* \times X \to \mathbb{Z}$ is the evaluation pairing.

A root datum must satisfy

$$\text{rank}(X) \geq |I| + \text{nullity}(A). \quad (2.5)$$

A root datum is **centerless** if equality holds in (2.5).

$W$ acts on $X$ and $X^*$ via

$$s_i \cdot \lambda = \lambda - \langle \alpha_i^\lor, \lambda \rangle \alpha_i \quad \text{for } i \in I, \lambda \in X \quad (2.6)$$

$$s_i \cdot \mu = \mu - \langle \mu, \alpha_i \rangle \alpha_i^\lor \quad \text{for } i \in I, \mu \in X^*. \quad (2.7)$$

These restrict to actions on the root lattice $Q$ and the coroot lattice $Q^\lor$:

$$Q = \bigoplus_{i \in I} \mathbb{Z} \alpha_i \subset X \quad (2.8)$$

$$Q^\lor = \bigoplus_{i \in I} \mathbb{Z} \alpha_i^\lor \subset X^* \quad (2.9)$$

One may show that

$$\langle w\mu, w\lambda \rangle = \langle \mu, \lambda \rangle \quad \text{for } w \in W, \lambda \in X, \text{ and } \mu \in X^*. \quad (2.10)$$

The set of real roots is

$$\Phi_{re} = W \cdot \{ \alpha_i \mid i \in I \} \subset X. \quad (2.11)$$

A real root

$$\alpha = w \cdot \alpha_i \in \Phi_{re} \quad (2.12)$$

has an associated coroot

$$\alpha^\lor = w \cdot \alpha_i^\lor \in X^* \quad (2.13)$$

and a reflection

$$s_\alpha = ws_iw^{-1} \in W. \quad (2.14)$$

Both $\alpha^\lor$ and $s_\alpha$ are independent of the choices of $i$ and $w$. The reflection $s_\alpha$ acts on $X$ and $X^*$ by

$$s_\alpha \cdot \lambda = \lambda - \langle \alpha^\lor, \lambda \rangle \alpha \quad \text{for } \lambda \in X \quad (2.15)$$

$$s_\alpha \cdot \mu = \mu - \langle \mu, \alpha \rangle \alpha^\lor \quad \text{for } \mu \in X^*. \quad (2.16)$$
For any $\alpha \in \Phi_{re}$ and $w \in W$, we have that
\[
\beta := w \cdot \alpha \in \Phi_{re} 
\]
\[
\beta^\vee = w \cdot \alpha^\vee 
\]
\[
s_\beta = ws_\alpha w^{-1}. 
\]
The set of positive real roots is $\Phi_{re}^+ = \Phi_{re} \cap \bigoplus_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i$. One may show that
\[
\Phi_{re} = \Phi_{re}^+ \cup -\Phi_{re}^+. 
\]

The inversion set of $w$ is
\[
\text{Inv}(w) = \Phi_{re}^+ \cap w^{-1}(-\Phi_{re}^+) \quad \text{for } w \in W. 
\]
It is the set of positive roots which are sent to negative roots by $w$.

**Lemma 2.5.** Let $w \in W$. Then
\[
\text{Inv}(w) = \{\alpha \in \Phi_{re}^+ | ws_\alpha < w\} 
\]
\[
= \{\alpha^{(j)} = s_{i_1}s_{i_2} \cdots s_{i_{j-1}} \cdot \alpha_{i_j} | 1 \leq j \leq \ell\} \quad \text{where} 
\]
\[
w = s_{i_1} \cdots s_{i_\ell} \quad \text{is a reduced decomposition}. 
\]
Moreover none of the elements of $\text{Inv}(w)$ is a scalar multiple of another.

Now for some details on root data. Let
\[
L(Q) = \{\lambda \in \mathbb{Q} \otimes \mathbb{Z} X | \langle Q^\vee, \lambda \rangle \subset \mathbb{Z}\} 
\]
\[
L(Q^\vee) = \{\mu \in \mathbb{Q} \otimes \mathbb{Z} X^* | \langle \mu, Q \rangle \subset \mathbb{Z}\} 
\]
be the weight and coweight lattices. We have
\[
Q \subset X \subset L(Q) 
\]
\[
Q^\vee \subset X^* \subset L(Q^\vee) 
\]
where $L(Q)/X$ and $L(Q^\vee)/X^*$ are finite. A root datum is simply connected if it is centerless and $L(Q) = X$.

Suppose the root datum is simply connected. Then $X$ has a basis $\{\omega_i | i \in I\} \cup \{\delta_i | 1 \leq i \leq \text{nullity}(A)\}$ and $X^*$ has a dual basis $\{\alpha_i^\vee | i \in I\} \cup \{d_i | 1 \leq i \leq \text{nullity}(A)\}$. The $\omega_i$ are called fundamental weights and are uniquely defined. We have
\[
\bigoplus_{i=1}^{\text{nullity}(A)} \mathbb{Z}\delta_i = \{\lambda \in X | \langle Q^\vee, \lambda \rangle = 0\} = X^W 
\]
\[
\bigoplus_{i=1}^{\text{nullity}(A)} \mathbb{Z}d_i = \{\mu \in X^* | \langle \mu, Q \rangle = 0\} = X^{*W}. 
\]
Since \( \alpha_k \in X \) we have
\[
\alpha_k = \sum_{j \in I} a_{jk} \omega_j \mod X^W. \tag{2.28}
\]

**Example 2.6.** We give several root data for the type \( A_{n-1} \) Cartan datum of Example 2.1. Recall that \( I = \{1, 2, \ldots, n-1\} \).

Let \( \mathbb{Z}^n = \bigoplus_{i=1}^n \mathbb{Z} e_i \) be the standard basis and \( x_i \in \text{Hom}(\mathbb{Z}^n, \mathbb{Z}) \) be defined by \( x_i(e_j) = \delta_{ij} \) for \( 1 \leq i, j \leq n \). Let \( \alpha_i = e_i - e_{i+1} \) and \( \alpha_i^\vee = x_i - x_{i+1} \) for \( i \in I \). These will be the simple roots and coroots, possibly up to taking suitable cosets. We have \( \Phi \) and \( \Phi^\vee \) need not be in the lattice \( \mathbb{Z}^n \) and \( \mathbb{Z}^n \).

1. The \( GL_n \) root datum is given by taking \( X = \mathbb{Z}^n \) and \( X^* = \text{Hom}(\mathbb{Z}^n, \mathbb{Z}) \). This root datum is not centerless: \( \text{nullity}(A) = 0 \) and \( X^W = \mathbb{Z}(1^n) \).

2. The simply connected root datum is given by taking \( X = \mathbb{Z}^n / \mathbb{Z}(1^n) = L(Q) \) and \( X^* = Q^\vee \). Then \( \omega_i = (1^i, 0^{n-i}) + \mathbb{Z}(1^n) \) for \( i \in I \).

3. Let \( x = x_1 + x_2 + \cdots + x_n \). The adjoint root datum is given by \( X = Q \) and \( X^* = \text{Hom}(\mathbb{Z}^n, \mathbb{Z}) / \mathbb{Z} x = L(Q^\vee) \).

**Example 2.7.** Consider the type \( C_n \) Cartan datum of Example 2.2. Using \( X = \mathbb{Z}^n \) and \( e_i \) and \( x_i \) as in Example 2.6 we have \( \alpha_i = e_i - e_{i+1} \) and \( \alpha_i^\vee = x_i - x_{i+1} \) for \( 1 \leq i \leq n-1 \), \( \alpha_n = 2e_n \), and \( \alpha_n^\vee = x_n \).

**Remark 2.8.** The fundamental coweights are elements \( \omega_i^\vee \in \mathbb{Q} \otimes_{\mathbb{Z}} X^* \) such that
\[
\langle \omega_i^\vee, \alpha_j \rangle = \delta_{ij}
\]
for \( i, j \in I \). The fundamental coweights need not be in the lattice \( X^* \). In Example 2.7, we have \( \omega_n^\vee = (1/2, \ldots, 1/2) \notin X^* \).

### 2.3 Affine root data

Let \( (I, A, X, X^*, \{\alpha_i\}, \{\alpha_i^\vee\}) \) be an irreducible finite simply connected root datum. We shall describe the associated “untwisted” simply connected irreducible affine root datum denoted by \( (A_{af}, X_{af}, X_{af}^*, \{\alpha_i\}, \{\alpha_i^\vee\}) \).

There is a distinguished node \( 0 \in I_{af} \) such that \( I_{af} = I \cup \{0\} \) \cite{67} and the restriction of \( A_{af} \) to \( I \times I \) is \( A \). We write \( W_{af} = W(I_{af}, A_{af}) \) for the affine Weyl group. There is a unique tuple \( (a_i \ | \ i \in I_{af}) \) of relatively prime positive integers which are the coefficients of a linear dependence relation among the columns of \( A_{af} \):
\[
\sum_{j \in I} a_{ij} a_{ij} = 0 \quad \text{for all } i \in I_{af}. \tag{2.29}
\]
2. ROOT DATA

The null root is

\[ \delta = \sum_{i \in I} a_i \alpha_i; \]  

(2.30)

It is the unique generator of

\[ X_{af}^{W_{af}} = \{ \lambda \in X_{af} \mid w \cdot \lambda = \lambda \text{ for all } w \in W_{af} \} = \{ \lambda \in X_{af} \mid (Q_{af}, \lambda) = 0 \} \]  

(2.31)

that lies in \( \bigoplus_{i \in I_{af}} \mathbb{Z}_{\geq 0} \alpha_i \). It satisfies

\[ \delta = \alpha_0 + \theta \]  

(2.32)

where \( \theta \in \Phi^+ \) is the highest root of the finite root datum.

There is a unique tuple \( (a_i^\vee | i \in I_{af}) \) of relatively prime positive integers which are the coefficients of a linear dependence relation among the rows of \( A_{af} \). The canonical central element \( c \in X_{af}^* \) is

\[ c = \sum_{i \in I_{af}} a_i^\vee \alpha_i^\vee; \]  

(2.33)

it generates

\[ X_{af}^{W_{af}} = \{ \mu \in X_{af}^* \mid w \cdot \mu = \mu \text{ for all } w \in W_{af} \} = \{ \mu \in X_{af}^* \mid (\mu , Q_{af}) = 0 \}. \]  

(2.34)

We have

\[ c = \alpha_0^\vee + \theta^\vee \]  

(2.35)

where \( \theta^\vee \in Q^\vee \) is the coroot associated to \( \theta \).

We denote the affine fundamental weights by \( \{ \Lambda_i | i \in I_{af} \} \) and those of the finite root datum by \( \{ \omega_i | i \in I \} \). Then

\[ X_{af} = \mathbb{Z} \delta \oplus \bigoplus_{i \in I_{af}} \mathbb{Z} \Lambda_i \]  

(2.36)

and there is an element \( d \in X_{af}^* \) called the degree generator, defined uniquely mod \( \mathbb{Z} c \), such that \( X_{af}^* \) has dual basis

\[ X_{af}^* = \mathbb{Z} d \oplus \bigoplus_{i \in I_{af}} \mathbb{Z} \alpha_i^\vee. \]  

(2.37)
Then

\[ \alpha_i = \delta_i^{\ast} + \sum_{k \in I_{\text{af}}} a_{ki} \Lambda_k \]  

(2.38)

where \( A_{\text{af}} = (a_{ij})_{i,j \in I_{\text{af}}} \). There is an exact sequence

\[ 0 \to \mathbb{Z} \delta \oplus \mathbb{Z} \Lambda_0 \to X_{\text{af}} \to X \to 0. \]

There is a section \( X \to X_{\text{af}} \) defined by \( \omega_i \mapsto \Lambda_i - a_i^0 \Lambda_0 \) for \( i \in I \). Using this section we regard \( Q_{\text{af}} \subset X_{\text{af}} \subset X_{\text{af}}^* \).

The real affine roots \( \Phi_{\text{af}}^{\text{re}} \) and the positive subset \( \Phi_{\text{af}}^{\text{re}+} \) are related to the set \( \Phi \) of finite roots by

\[ \Phi_{\text{af}}^{\text{re}} = \Phi + \mathbb{Z} \delta \]  

(2.39)

\[ \Phi_{\text{af}}^{\text{re}+} = \Phi^+ \cup (\Phi + \mathbb{Z} \delta_0^+). \]  

(2.40)

Since \( \langle c, Q_{\text{af}} \rangle = 0 \) (resp. \( \langle Q_{\text{af}}^\vee, \delta \rangle = 0 \)), the action of \( W_{\text{af}} \) on \( X_{\text{af}} \) (resp. \( X_{\text{af}}^* \)) preserves the set of weights of a given level (resp. colevel) where

\[ \text{level}(\lambda) = \langle c, \lambda \rangle \quad \text{for } \lambda \in X_{\text{af}} \]  

(2.41)

\[ \text{colevel}(\mu) = \langle \mu, \delta \rangle \quad \text{for } \mu \in X_{\text{af}}^*. \]  

(2.42)

Therefore for every \( m \in \mathbb{Z} \) there is an action of \( W_{\text{af}} \) called the level (colevel) \( m \) action, on the set of elements of \( X_{\text{af}} \) of level zero (elements of \( X_{\text{af}}^* \) of colevel zero) which may be identified with \( \mathbb{Z} \delta \oplus X \) (resp. \( Q_{\text{af}}^\vee = \mathbb{Z} c \oplus Q_{\text{af}}^\vee \)), defined by

\[ w \cdot_m \lambda = -m \Lambda_0 + w \cdot (m \Lambda_0 + \lambda) \quad \text{for } \lambda \in \mathbb{Z} \delta \oplus X \]  

(2.43)

\[ w \cdot_m \mu = -md + w \cdot (md + \mu) \quad \text{for } \mu \in \mathbb{Z} c \oplus Q_{\text{af}}^\vee. \]  

(2.44)

For \( \lambda \in \mathbb{Z} \delta \oplus X \) we have

\[ s_i \cdot_m \lambda = s_i \cdot \lambda \quad \text{if } i \in I \]

\[ s_0 \cdot_m \lambda = s_0 \cdot \lambda - m\alpha_0. \]

For \( \mu \in Q_{\text{af}}^\vee \) we have

\[ s_i \cdot_m \mu = s_i \cdot \mu \quad \text{if } i \in I \]

\[ s_0 \cdot_m \mu = s_0 \cdot \mu - m\alpha_0^\vee. \]

Since

\[ W_{\text{af}} \cdot \delta = \delta \]  

(2.45)

\[ W_{\text{af}} \cdot c = c \]  

(2.46)
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the level $m$ action of $W_{af}$ on $\mathbb{Z}\delta \oplus X$ (resp. $Q^\vee_{af}$) factors through projection mod $\mathbb{Z}\delta$ (resp. $\mathbb{Z}c$). So there is a level $m$ action of $W_{af}$ on $X$ given by

\begin{equation}
\begin{align*}
  s_i \cdot_m \lambda &= s_i \cdot \lambda & \text{for } i \in I \\
  s_0 \cdot_m \lambda &= s_\theta \cdot \lambda + m\theta
\end{align*}
\end{equation}

for $\lambda \in X$, and a colevel $m$ action of $W_{af}$ on $Q^\vee$ defined by

\begin{equation}
\begin{align*}
  s_i \cdot_m \mu &= s_i \cdot \mu & \text{if } i \in I \\
  s_0 \cdot_m \mu &= s_\theta \cdot \mu + m\theta^\vee
\end{align*}
\end{equation}

for $\mu \in Q^\vee$. Identifying $W_{af}$ with its image in $\text{Aut}(Q^\vee)$ under the faithful level 1 action, we have

\begin{equation}
W_{af} = W \ltimes Q^\vee
\end{equation}

where $Q^\vee = \{t_\mu \mid \mu \in Q^\vee\}$ is the group of translations by elements of $Q^\vee$. We have

\begin{equation}
wt_w t^{-1}_w = t_{w \mu} \quad \text{for } w \in W \text{ and } \mu \in Q^\vee.
\end{equation}

The reflection $s_{\alpha + k\delta}$ for $\alpha + k\delta \in \Phi_{af}^\vee$ with $\alpha \in \Phi$ and $k \in \mathbb{Z}$, satisfies

\begin{equation}
s_{\alpha + k\delta} = s_{\alpha} t_{k\alpha^\vee}.
\end{equation}

In particular, for $\alpha_0 = \delta - \theta$, we have

\begin{equation}
s_0 = s_\theta t_{-\theta^\vee}.
\end{equation}

Let $\mu \in Q^\vee$. Under the level $m$ action on $\mathbb{Z}\delta \oplus X$ we have

\begin{equation}
t_\mu \cdot_m (\lambda + k\delta) = (\lambda + k\delta) - (m + \langle \mu, \lambda \rangle)\delta \quad \text{for } \lambda \in X.
\end{equation}

Modding out by $\mathbb{Z}\delta$, the level 0 action of $W_{af}$ on $X$ is given by

\begin{equation}
(ut_\mu) \cdot_0 \lambda = u \cdot \lambda \quad \text{for } u \in W \text{ and } \mu \in Q^\vee;
\end{equation}

the translations act trivially. Equivalently, by (2.51), $s_0$ acts by $s_\theta$.

\textbf{Example 2.9.} With the affine $A_{n-1}^{(1)}$ Cartan datum of Example 2.3, we have $a_i = 1$ for all $i \in I_{af}$, $\delta = \alpha_0 + \alpha_1 + \cdots + \alpha_{n-1}$ and $\theta = e_1 - e_n$.

\textbf{Example 2.10.} With the affine $C_2^{(1)}$ Cartan datum of Example 2.4, we have $I_{af} = \{0, 1, 2\}$,

\begin{equation}
A_{af} = \begin{pmatrix}
  2 & -1 & 0 \\
  -2 & 2 & -2 \\
  0 & -1 & 2
\end{pmatrix},
\end{equation}

$(a_0, a_1, a_2) = (1, 2, 1)$, $\delta = \alpha_0 + 2\alpha_1 + \alpha_2$, and $\theta = 2\alpha_1 + \alpha_2$. We let $X = \mathbb{Z}^2$, $\alpha_1 = (1, -1)$, $\alpha_2 = (0, 2)$, $X^* = \mathbb{Z}^2$, $\alpha_1^\vee = (1, -1)$, $\alpha_2^\vee = (0, 1)$. Then $\theta = (2, 0) = s_1 \cdot \alpha_2$ so that $\theta^\vee = s_1 \cdot \alpha_2^\vee = (1, 0) = \alpha_1^\vee + \alpha_2^\vee$. So $c = \alpha_0^\vee + \alpha_1^\vee + \alpha_2^\vee$. 

3 NilHecke ring and Schubert calculus

In this section we consider the nilHecke ring $\mathbb{A}$ of Kostant and Kumar [75], for any Kac-Moody root datum. This general construction may be used to compute the cohomological Schubert calculus of the flag variety for the given root datum, equivariant with respect to the maximal torus.

The general construction of the Kostant-Kumar nilHecke ring $\mathbb{A}$ of this section, yields the nilHecke ring denoted $\mathbb{A}$ in Chapter 3 if a finite root datum is used, and yields an affine nilHecke ring $\mathbb{A}_{af}$ if an untwisted affine root datum is used. This affine nilHecke ring $\mathbb{A}_{af}$ is not the one denoted $\mathbb{A}_{af}'$ in Chapter 3; the latter, which we shall call $\mathbb{A}_{af}'$, is a subquotient of $\mathbb{A}_{af}$. Both compute cohomology of the affine flag variety, but $\mathbb{A}_{af}$ uses equivariance for the maximal torus $T_{af}$ in the Kac-Moody group $G_{af}$, whereas $\mathbb{A}_{af}'$ uses equivariance for the “small torus” $T$ in the simple Lie group $G \subset G_{af}$. See Sections 4.1 and 4.4.

The nilHecke ring $\mathbb{A}$ contains a subring $\mathbb{A}_{0}$ called the nilCoxeter algebra. For a finite root datum, $\mathbb{A}_{0}$ is the finite nilCoxeter algebra, also denoted $\mathbb{A}_{0}$ in Chapter 3, Section 5. For an untwisted affine root datum is of affine type, $\mathbb{A}_{0}$ is the affine nilCoxeter algebra, denoted $(\mathbb{A}_{af})_{0}$ in Chapter 3, Sections 5, 6.1, and 8.1.

3.1 NilHecke ring

Fix a root datum. Let $S = H^T(\text{pt}) \cong \text{Sym}(X)$ be the polynomial ring having a variable for each free generator of $X$ and let $F = \text{Frac}(S)$ be the fraction field. The action of $W$ on $X$ induces actions of $W$ on $S$ and $F$ by ring automorphisms, and $F$ acts on itself by left multiplication.

Example 3.1. For $A_{n-1}$ and the $GL_n$ root datum we have $X = \bigoplus_{i=1}^n \mathbb{Z}z_n$ and $S = \mathbb{Z}[z_1, \ldots, z_n]$, $F = \mathbb{Q}(z_1, \ldots, z_n)$. $W = S_n$ permutes variables.

Let $v \in W$ and $q, q' \in F$. Viewing both as operators on $F$ we have

\[
(v \circ q) \cdot q' = v \cdot (q \cdot q')
\]

\[
= (v \cdot q)(v \cdot q')
\]

\[
= ((v \cdot q) \circ v) \cdot q',
\]

that is, $vq = (v \cdot q)v$ as operators on $F$. Define

\[
F_W = \bigoplus_{w \in W} Fw,
\]

the $F$-vector space with basis $W$, with product given by

\[
(pv)(qw) = (p(v \cdot q))(vw)
\]

for $p, q \in F$ and $v, w \in W$.

It is the smash product of $\mathbb{Q}[W]$ and $F$, the ring generated by the actions of $W$ and $F$ upon $F$. 


Example 3.2. For the $A_{n-1}$ root datum of Example 2.6, we have $S = \mathbb{Z}[x_1, \ldots, x_n]$ and $F = \mathbb{Q}(x_1, \ldots, x_n)$.

For any $\alpha \in \Phi_{re}$ define the element $A_\alpha \in F_W$ by

$$A_\alpha = \alpha^{-1}(1 - s_\alpha). \quad (3.3)$$

We write

$$A_i = A_{\alpha_i} \quad \text{for } i \in I. \quad (3.4)$$

For $\alpha = w \cdot \alpha_i \in \Phi_{re}$ we have

$$wA_i w^{-1} = A_\alpha \quad (3.5)$$
$$s_\alpha A_\alpha = A_\alpha \quad (3.6)$$
$$A_\alpha s_\alpha = -A_\alpha \quad (3.7)$$
$$A_\alpha^2 = 0. \quad (3.8)$$

The $A_i$ satisfy the braid relations as the $s_i$ in $W$:

$$A_i A_j \cdots = A_j A_i \cdots \quad \text{m}_{ij} \text{ times} \quad \text{m}_{ij} \text{ times.} \quad (3.9)$$

Therefore it makes sense to define

$$A_w = A_{i_1} \cdots A_{i_\ell} \quad \text{where}$$
$$w = s_{i_1} \cdots s_{i_\ell} \quad \text{is a reduced decomposition.} \quad (3.10)$$

Using (3.8) and (3.9) one may show that

$$A_v A_w = \begin{cases} A_{vw} & \text{if } \ell(vw) = \ell(v) + \ell(w) \\ 0 & \text{otherwise.} \end{cases} \quad (3.11)$$

Since $A_w \in F_W$ there are unique $c_{w,v} \in F$ such that

$$A_w = \sum_{v \in W} c_{w,v} v. \quad (3.12)$$

Lemma 3.3.

$$c_{w,w} \neq 0 \quad (3.13)$$
$$c_{w,v} = 0 \quad \text{unless } w \geq v. \quad (3.14)$$

In particular $\{A_w \mid w \in W\}$ is a left $F$-basis of $F_W$. 
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The subring $\mathbb{A}_0$ of $F_W$ generated by $\{A_i \mid i \in I\}$ is called the nilCoxeter algebra.

Lemma 3.4.

$$\mathbb{A}_0 = \bigoplus_{w \in W} \mathbb{Z} A_w.$$  \hspace{1cm} (3.15)

Lemma 3.5. For every $\alpha \in \Phi_{re}$, $\lambda \in X$, and $q, q' \in S$, we have

$$A_\alpha \cdot \lambda = \langle \alpha^\vee, \lambda \rangle$$  \hspace{1cm} (3.16)

$$A_\alpha \cdot (qq') = (A_\alpha \cdot q)q' + (s_\alpha \cdot q)(A_\alpha \cdot q').$$  \hspace{1cm} (3.17)

In particular, $A_\alpha \cdot S \subset S$ for all $\alpha \in \Phi_{re}$.

The nilHecke ring $\mathbb{A}$ is the subring of $F_W$ generated by $S$ and $\mathbb{A}_0$.

Lemma 3.6. $\mathbb{A}$ is a free left $S$-module with basis $\{A_w \mid w \in W\}$:

$$\mathbb{A} = \bigoplus_{w \in W} S A_w.$$  \hspace{1cm} (3.18)

Proof. By (3.17) we have the commutation relation in $\mathbb{A}$:

$$A_\alpha q = (A_\alpha \cdot q)A_{id} + (s_\alpha \cdot q)A_\alpha \quad \text{for all } \alpha \in \Phi_{re} \text{ and } q \in S.$$  \hspace{1cm} (3.19)

This relation may be used to commute all $A_i$ to the right past elements of $S$. This shows that $\{A_w \mid w \in W\}$ generates $\mathbb{A}$ as a left $S$-module. By Lemma 3.3 the $A_w$ are independent.

Exercise 3.8. Prove Lemmas 3.3 and 3.5 and Proposition 3.7.

We have

$$s_i = 1 - \alpha_i A_i \quad \text{for all } i \in I$$  \hspace{1cm} (3.21)

Therefore

$$W \subset \mathbb{A}$$  \hspace{1cm} (3.22)
By Lemma 3.6 there exist unique elements $d_{vw} \in S$ such that

$$w = \sum_{v \in W} d_{vw} A_v. \quad (3.23)$$

By (3.14) it follows that

$$d_{vw} = 0 \quad \text{unless } v \leq w. \quad (3.24)$$

**Lemma 3.9.** The $d_{v,w}$ are uniquely defined by:

1. If $w = \text{id}$ then

$$d_{v,\text{id}} = \delta_{v,\text{id}}. \quad (3.25)$$

2. Otherwise let $i \in I$ be such that $ws_i < w$. Then

$$d_{v,w} = d_{v,ws_i} + \chi(ws_i < v)(w \cdot \alpha_i)d_{vs_i,ws_i}. \quad (3.26)$$

where

$$\chi(\text{true}) = 1 \quad (3.27)$$
$$\chi(\text{false}) = 0 \quad (3.27)$$

**Proof.** The uniqueness holds by induction on $w$ and then on $v$. Equation (3.25) holds since $\text{id}_W = A_{\text{id}}$. We have

$$w = (ws_i)s_i$$
$$= (ws_i)(1 - \alpha_i A_i)$$
$$= ws_i - ws_i \alpha_i A_i$$
$$= ws_i + (w \cdot \alpha_i)ws_i A_i. \quad (3.28)$$

Taking the coefficient of $A_v$ on both sides and using (3.11) we obtain (3.26). $\square$

**Proposition 3.10.** Let $w = s_{i_1} \cdots s_{i_\ell}$ be a reduced decomposition. We have

$$(-1)^{\ell(v)}d_{v,w} = \sum_{(b_1,\ldots,b_\ell) \in \{0,1\}^\ell} \left( \prod_{j=1}^\ell \alpha_{ij}^{b_j s_{ij}} \right) \cdot 1. \quad (3.29)$$

The parenthesized expression is viewed as an element of $F_W$ acting on $1 \in F$ and factors in the products occur in order from left to right as the index $j$ increases.
Note that the sum runs over subexpressions of the given reduced decomposition of $w$, which are reduced decompositions of $v$.

**Example 3.11.** For type $A_2$ (symmetric group $S_3$) let $v = s_1$ and $w = s_1 s_2 s_1$. The reduced decomposition $s_1 s_2 s_1$ has two embedded copies of $s_1$ corresponding to the bit sequences $(b_1, b_2, b_3)$ given by $(1, 0, 0)$ and $(0, 0, 1)$. Therefore (3.29) has two summands:

$$(-1)^{\ell(s_1)} d_{s_1, s_1 s_2 s_1} = ((\alpha_1 s_1) s_2 s_1 + s_1 s_2 (\alpha_1 s_1)) \cdot 1$$

$$= \alpha_1 + s_1 s_2 \alpha_1 = \alpha_1 + \alpha_2.$$

Here is a table of the values of $(-1)^{\ell(v)} d_{v, w}$ for all $v, w \in S_3$.

<table>
<thead>
<tr>
<th>$v \setminus w$</th>
<th>123</th>
<th>132</th>
<th>213</th>
<th>231</th>
<th>312</th>
<th>321</th>
</tr>
</thead>
<tbody>
<tr>
<td>123</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>132</td>
<td>0</td>
<td>$\alpha_2$</td>
<td>0</td>
<td>$\alpha_1 + \alpha_2$</td>
<td>$\alpha_2$</td>
<td>$\alpha_1 + \alpha_2$</td>
</tr>
<tr>
<td>213</td>
<td>0</td>
<td>0</td>
<td>$\alpha_1$</td>
<td>$\alpha_1 + \alpha_2$</td>
<td>$\alpha_1 + \alpha_2$</td>
<td></td>
</tr>
<tr>
<td>231</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\alpha_1 (\alpha_1 + \alpha_2)$</td>
<td>0</td>
<td>$\alpha_1 (\alpha_1 + \alpha_2)$</td>
</tr>
<tr>
<td>312</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\alpha_2 (\alpha_1 + \alpha_2)$</td>
<td>$\alpha_2 (\alpha_1 + \alpha_2)$</td>
</tr>
<tr>
<td>321</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\alpha_1 \alpha_2 (\alpha_1 + \alpha_2)$</td>
</tr>
</tbody>
</table>

**Exercise 3.12.** Prove Proposition 3.10.

**Corollary 3.13.** We have $(-1)^{\ell(v)} d_{v, w} \in \mathbb{Z}_{\geq 0} [\alpha_i \mid i \in I]$.

### 3.2 Coproduct on $A$

The nilHecke ring $A$ has a coproduct structure. This discussion follows Peterson [131] and Kostant and Kumar [75].

We first define the coproduct on $F_W$ over $F$.

Let $M$ and $N$ be left $F_W$-modules. Then $M$, $N$, $M \otimes_F N$, and $\text{Hom}_F(M, N)$ are left $F$-modules. We define $F_W$-module structures on $M \otimes_F N$ and $\text{Hom}_F(M, N)$.

Recall that $M \otimes_F N$ has relations of left $F$-linearity in each factor, along with the relation

$$q \cdot m \otimes n = m \otimes q \cdot n$$

for all $q \in F$, $m \in M$, and $n \in N$.

Let $\Delta : F_W \to F_W \otimes_F F_W$ be the left $F$-linear map defined by

$$\Delta(w) = w \otimes w$$

for all $w \in W$. (3.31)

Clearly $\Delta$ has image $F'_W$, the left $F$-subspace of $F_W \otimes_F F_W$ defined by

$$F'_W = \bigoplus_{w \in W} F_w \otimes w.$$
It is obvious that $F'_W$ is isomorphic to $F_W$ as a ring under the obvious componentwise product given by $(pv \otimes v)(qw \otimes w) = pqvw \otimes vw = p(v \cdot q)vw \otimes vw$.

The proof of the following result appears in Appendix A.

**Proposition 3.14.**

1. For any expressions of $\Delta(a)$ and $\Delta(b)$ in $F_W \otimes_F F_W$ of the form

   $$\Delta(a) = \sum_{(a)} a_{(1)} \otimes a_{(2)}$$

   $$\Delta(b) = \sum_{(b)} b_{(1)} \otimes b_{(2)}$$

   with $a_{(1)}, a_{(2)}, b_{(1)}, b_{(2)} \in F_W$ (but it is not assumed that the individual summands $a_{(1)} \otimes a_{(2)}$ or $b_{(1)} \otimes b_{(2)}$ are in $F'_W$), the product of $\Delta(a)$ and $\Delta(b)$ in $F'_W$ can be computed by the naive componentwise product

   $$\Delta(ab) = \Delta(a) \Delta(b) = \sum_{(a), (b)} a_{(1)} b_{(1)} \otimes a_{(2)} b_{(2)}.$$  

   (3.32)

2. Suppose $M$ and $N$ are $F_W$-modules. With $a \in F_W$ and $\Delta(a)$ as above, $F_W$ acts on $M \otimes_F N$ by the componentwise action of $\Delta(a)$ on $m \otimes n$:

   $$a \cdot (m \otimes n) = \sum_{(a)} a_{(1)} \cdot m \otimes a_{(2)} \cdot n$$  

   (3.33)

3. $F_W$ acts on $\text{Hom}_F(M, N)$ by

   $$(a \cdot f)(m) = \sum_{(a)} a_{(2)} \cdot f(a_{(1)}^t \cdot m)$$  

   (3.34)

   where $a \mapsto a^t$ is the left $F$-linear automorphism of $F_W$ given by $w \mapsto w^{-1}$.

**Remark 3.15.** Note that in the expression $\Delta(a) = \sum_{(a)} a_{(1)} \otimes a_{(2)}$, it may be that a particular summand $a_{(1)} \otimes a_{(2)}$ is NOT in $F'_W$. An example is $\Delta(A_i) = A_i \otimes 1 + s_i \otimes A_i$, where neither of the summands $A_i \otimes 1$ and $s_i \otimes A_i$, is in $F'_W$. For such individual summands the componentwise action is ill-defined; see the following paragraph. Nevertheless if the ill-defined componentwise action is applied to each summand of an element of $F'_W$ and the results are added, the end result yields a well-defined action.

The naive componentwise product structure, which is well-defined on $F'_W \subset F_W \otimes_F F_W$, does not extend to $F_W \otimes_F F_W$. Take $q \in F$ and $u, v \in W$. We recall that $q \text{id} \otimes w - \text{id} \otimes qw = 0$.  

Suppose the componentwise product was well-defined on $F_W \otimes_F F_W$. Then we would have

$$0 = (u \otimes \text{id}) \cdot (q \text{id} \otimes w - \text{id} \otimes qw)$$

$$= uq \text{id} \otimes w - u \otimes \text{id}qw$$

$$= (u \cdot q)u \otimes w - qu \otimes w$$

$$= (-q + u \cdot q)u \otimes w$$

But $u \cdot q \neq q$ in general, giving a contradiction.

The following result is proved in Appendix A.

**Proposition 3.16.**

1. The map $\Delta : F_W \to F_W \otimes_F F_W$ induces the unique left $S$-module homomorphism $\Delta : A \to A \otimes_S A$ such that

$$\Delta(A_i) = A_i \otimes 1 + s_i \otimes A_i$$

for all $i \in I$ (3.35)

$$\Delta(ab) = \Delta(a)\Delta(b)$$

for all $a, b \in A$, (3.36)

where the product on $\text{Im}(\Delta)$ is defined by the componentwise product (3.32).

2. Let $M$ and $N$ be left $A$-modules. Then there is an action of $A$ on $M \otimes_S N$ defined by

$$A_i \cdot (m \otimes n) = (A_i \cdot m) \otimes n + (s_i \cdot m) \otimes (A_i \cdot n)$$

for all $i \in I$ (3.37)

$$q \cdot (m \otimes n) = qm \otimes n$$

for $q \in S, f \in \text{Hom}_S(M, N)$ given by

$$(q \cdot f)(m) = q \cdot f(m)$$

(3.40)

$$(A_i \cdot f)(m) = A_i \cdot f(s_i \cdot m) + f(A_i \cdot m)$$

(3.41)

$$= s_i \cdot f(A_i \cdot m) + A_i \cdot f(m)$$

(3.42)

$$(w \cdot f)(m) = w \cdot f(w^{-1} \cdot m).$$

(3.43)

for $q \in S, f \in \text{Hom}_S(M, N), m \in M, i \in I, and w \in W$.

The Theorem allows us to perform computations such as

$$\Delta(A_i A_j) = \Delta(A_i)\Delta(A_j)$$

$$= (A_i \otimes 1 + s_i \otimes A_i)(A_j \otimes 1 + s_j \otimes A_j)$$

$$= A_i A_j \otimes 1 + A_i s_j \otimes A_j + s_i A_j \otimes A_i + s_i s_j \otimes A_i A_j.$$
Lemma 3.17.  
\[ \Delta(A_w) \in w \otimes A_w + \bigoplus_{u < w} \mathbb{A} \otimes A_u. \]  
(3.44)


3.3 Duality and the GKM ring

Let \( F_W^* = \text{Hom}_{\text{F-Mod}}(F_W, F) \) be the F-vector space of left F-linear maps \( F_W \to F \). It has two left actions of \( F_W \), one given by Proposition 3.16 and denoted by \( \cdot \), and a commuting \( F_W \)-action
\[ (b \cdot f)(a) = f(ab) \]  
(3.45)
for all \( a, b \in F_W \) and \( f \in F_W^* \). Define the left F-bilinear evaluation pairing
\[ \langle f, a \rangle = f(a). \]  
(3.46)

Define the GKM ring \( \Lambda \subset F_W^* \) by
\[ \hat{\Lambda} = \{ f \in F_W^* \mid f(\mathbb{A}) \subset S \} \]  
(3.47)
\[ = \{ f \in F_W^* \mid f(A_w) \in S \text{ for all } w \in W \} \]
\[ \Lambda = \{ f \in \hat{\Lambda} \mid f(A_w) \neq 0 \text{ for finitely many } w \in W \}. \]  
(3.48)

The \( \cdot \) action of \( F_W \) on \( F_W^* \) restricts to a left \( S \)-action on \( \Lambda \) and \( \hat{\Lambda} \):
\[ (sf)(a) = sf(a) = f(sa) \quad \text{for all } f \in \hat{\Lambda}, s \in S, a \in F_W. \]  
(3.49)

By Lemma 3.6 any element of \( \Lambda \), being left \( S \)-linear, is completely determined by its values on the basis \( \{ A_w \mid w \in W \} \). The following is immediate.

Proposition 3.19. \( \Lambda \) is a free \( S \)-module. It has a unique \( S \)-basis \( \{ \xi^v \mid v \in W \} \) defined by
\[ \langle \xi^v, A_w \rangle = \delta_{vw}. \]  
(3.50)

Similarly we have the direct product
\[ \hat{\Lambda} = \prod_{w \in W} S \xi^w. \]  
(3.51)

By definition, the pairing (3.46) restricts to a pairing
\[ \Lambda \times \Lambda \to S. \]  
(3.52)
Lemma 3.20. Both actions \( \cdot \) and \( \bullet \) of \( F_W \) on \( F^*_W \) defined by (3.45) restrict to an action of \( \mathbb{A} \) on \( \hat{\Lambda} \) and \( \Lambda \).

Proof. Let \( f \in \hat{\Lambda} \) and \( w \in W \). By definition it is easy to see that \( S \cdot \hat{\Lambda} \subset \hat{\Lambda} \). We have
\[
(A_i \cdot f)(A_w) = s_i \cdot f(A_iA_w) + A_i \cdot f(A_w) \in S
\]
by Proposition 3.16, (3.11) and Lemma 3.5. Since \( \mathbb{A} \) is generated by \( S \) and the \( A_i \), it follows that \( \mathbb{A} \cdot \hat{\Lambda} \subset \hat{\Lambda} \).

To show that \( \mathbb{A} \cdot \Lambda \subset \Lambda \), it suffices to check that \( (a \cdot f)(A_w) \in S \) for \( a = A_i \) for \( i \in I \) and \( a = \lambda \in X \subset S \). Using (3.11) we have
\[
(A_i \cdot f)(A_w) = f(A_wA_i)
= \chi(ws_i > w)f(A_w) \in S
\]
since \( f \in \hat{\Lambda} \). For \( \lambda \in X \), by Proposition 3.7 we have
\[
(\lambda \cdot f)(A_w) = f(A_w\lambda)
= (w \cdot \lambda)f(A_w) + \sum_{\alpha \in \Phi^+ \atop ws_{\alpha} < w} \langle \alpha^\vee, \lambda \rangle f(A_{ws_{\alpha}})
\]
which is in \( S \) as required.

Lemma 3.21. For every \( f \in \hat{\Lambda} \) we have
\[
f(s_{\alpha}w) - f(w) \in \alpha S \quad \text{for all } w \in W \text{ and } \alpha \in \Phi_{re}. \tag{3.53}
\]

We call (3.53) the GKM condition since it is an instance (for \( \tilde{F} \)) of a general method due to [57] of constructing equivariant cohomology for suitable spaces. For \( F \) this is due to Kostant and Kumar [75].

Proof. Let \( \beta = w^{-1} \cdot \alpha \). Then \( w^{-1}s_{\alpha}w = s_{\beta} \) or \( ws_{\beta} = s_{\alpha}w \). We have
\[
(A_{\beta} \cdot f)(w) = f(wA_{\beta})
= f(w\beta^{-1}(1 - s_{\beta}))
= f(\alpha^{-1}w(1 - s_{\beta}))
= \alpha^{-1}(f(w) - f(ws_{\beta}))
= \alpha^{-1}(f(w) - f(s_{\alpha}w)). \tag{3.54}
\]
Since \( A_{\beta} \cdot f \in \hat{\Lambda} \) by Lemma 3.20 and \( w \in \mathbb{A} \) by (3.22), the right hand side of (3.54) is in \( S \) as required.
Lemma 3.22. For all \( v \in W \) and \( i \in I \)

\[
A_i \cdot \xi^v = \chi(s_i v < v) \xi^{s_i v}
\]

(3.55)

\[
A_i \cdot \xi^v = \chi(v s_i < v) \xi^{v s_i}.
\]

(3.56)


Lemma 3.24.

\[
\xi^v(w) = d_{vw} \quad \text{for } v, w \in W.
\]

(3.57)

Proof. By (3.23) we have

\[
\langle \xi^v, w \rangle = \langle \xi^v, \sum_{u \in W} d_{uw} A_u \rangle
\]

\[
= \sum_u d_{uw} \langle \xi^v, A_u \rangle
\]

\[
= \sum_u d_{uw} \delta_{uv}
\]

\[
= d_{vw}.
\]

Using the corresponding properties of \( d_{vw} \) we have the following.

Proposition 3.25.

1. \( \xi^v(w) \in S \) is either 0 or a homogeneous polynomial of degree \( \ell(v) \).

2. 

\[
\xi^v(w) = 0 \quad \text{unless } v \leq w.
\]

(3.58)

3.

\[
\xi^v(\text{id}) = \delta_{v, \text{id}}
\]

(3.59)

\[
\xi^v(w) = \xi^v(ws_i) + \chi(vs_i < v)(w \cdot \alpha_i) \xi^{v s_i}(w) \quad \text{if } ws_i < w.
\]

(3.60)

4. \( (-1)^{\ell(v)} \xi^v(w) \in \mathbb{Z}_{\geq 0}[\alpha_i ] \mid i \in I \].

5.

\[
(-1)^{\ell(v)} \xi^v(v) = \prod_{\alpha \in \Phi^+_r \atop s_{\alpha} v < v} \alpha.
\]

(3.61)
6. [2] [17]

\[ (-1)^{\ell(v)} \xi^v(w) = \sum_{b \in \{0,1\}^\ell} \left( \prod_{j=1}^{\ell} \alpha_{i_j}^{b_j} s_{i_j} \right) \cdot 1. \]  

(3.62)

For \( f \in F^*_W \), define \( \text{Supp}(f) \) and \( \Omega(f) \) by

\[ \text{Supp}(f) = \{ w \in W \mid f(w) \neq 0 \} \]

(3.63)

\[ \Omega(f) = \text{largest subset of } W \setminus \text{Supp}(f) \text{ such that } \forall v \in \Omega(f) \text{ and } u \leq v \text{ implies } u \in \Omega(f) \text{ for all } u, v \in W. \]

(3.64)

**Proposition 3.26.** Let \( f \in F^*_W \). Then \( f \in \hat{\Lambda} \) if and only if \( f \) satisfies the GKM condition \( (3.53) \).

**Proof.** The forward direction holds by Lemma 3.21. Conversely let \( f \in F^*_W \) satisfy the GKM condition \( (3.53) \). The proof proceeds by induction on \( \Omega(f) \). Let \( x \in W \) be minimal such that \( x \not\in \Omega(f) \). Let \( \beta \in \Phi^+_{re} \) such that \( s_\beta x < x \). Then \( s_\beta x \in \Omega(f) \) and \( f(s_\beta x) = 0 \). By \( (3.53) \) \( f(x) \in \beta S \). As this holds for all such \( \beta \) we have \( f(x) \in \xi^x(x)S \) by Lemma 2.5 and Proposition 3.25. The function \( g(w) = f(w) - (f(x)/\xi^x(x))\xi^x(w) \) satisfies the GKM condition because both \( f \) and \( \xi^x \) do. However \( \Omega(g) \supseteq \Omega(f) \). By induction \( g \in \hat{\Lambda} \) and therefore \( f \in \hat{\Lambda} \).

**Remark 3.27.** The proof of Proposition 3.26 gives an effective algorithm to expand elements of \( \Lambda \) into Schubert classes.

Let \( \lambda \in X \subset S \). Define \( c^\lambda \in F^*_W \) by

\[ c^\lambda(a) = a \cdot \lambda \quad \text{for all } a \in F^*_W. \]  

(3.65)

**Lemma 3.28.** We have

\[ c^\lambda = \lambda \xi^\text{id} + \sum_{i \in I} \langle \alpha_i^\vee, \lambda \rangle \xi_{s_i} \in \Lambda. \]  

(3.66)

**Proof.** Let \( \alpha \in \Phi^+_{re} \) and \( w \in W \). We have \( c^\lambda(s_\alpha w) - c^\lambda(w) = s_\alpha w \cdot \lambda - w \cdot \lambda = -(\alpha^\vee, w \cdot \lambda) \alpha \in \alpha S \). By Proposition 3.26 we have \( c^\lambda \in \hat{\Lambda} \). The expansion \( (3.66) \) may be deduced from \( (3.16) \).

**Exercise 3.29.** For \( w \in S_n \), let \( \mathfrak{S}_w(x; y) \) be the double Schubert polynomial of Lascoux and Schützenberger [102] defined by \( \mathfrak{S}_{w_0}(x; y) = \prod_{i=1}^{n-1} x_i y_j \) where \( w_0 \in S_n \) is the longest element (the reversing permutation), and if \( ws_i < w \), \( \mathfrak{S}_{ws_i}(x; y) = \partial_i^y \mathfrak{S}_w(x; y) \), where \( \partial_i^y = (x_i - x_{i+1})^{-1}(1 - s_i^y) \) where \( s_i^y \) acts on the \( x \) variables. Find the precise relationship between \( \xi^v(w) \) for the type \( A_{n-1} \) root datum and the specializations \( \mathfrak{S}_v(x; wx) \) where \( \mathfrak{S}_v(x; wx) \) means \( \mathfrak{S}_v(x; y) \) with the \( y \) variables replaced by the permuted \( x \) variables \( wx \).
3.4 Multiplication in $\Lambda$ and coproduct in $A$

Let $\text{Fun}(W, F)$ be the set of functions $W \to F$. There is a bijection $F_\ast^W \to \text{Fun}(W, F)$ given by restriction to $W$. We shall use this identification without further mention. Then $F_\ast^W$ is a commutative $F$-algebra using the usual left $F$-module structure and the pointwise product on $\text{Fun}(W, F)$:

$$(fg)(w) = f(w)g(w) \quad \text{for } f, g \in F_\ast^W \text{ and } w \in W. \quad (3.67)$$

The above formula is incorrect if $w$ is replaced by a general element of $F_\ast^W$; the definition of $F_\ast^W$ says to first apply linearity in the argument.

**Lemma 3.30.** $\hat{\Lambda}$ is a commutative $S$-algebra.

For $u, v, w \in W$ define the equivariant Schubert structure constants $p_{uv}^w \in S$ by

$$\xi^u \xi^v = \sum_{w \in W} p_{uv}^w \xi^w. \quad (3.68)$$

**Proposition 3.31.**

1. $p_{uv}^w$ is 0 or a homogeneous polynomial of degree $\ell(u) + \ell(v) - \ell(w)$.
2. $p_{uv}^w = 0$ unless $u \leq w$ and $v \leq w$.

This implies that the expansion (3.68) is finite, so that $\Lambda$ is a commutative $S$-algebra under the pointwise product.

**Exercise 3.32.** Prove Lemma 3.30 and Proposition 3.31.

The following Theorem requires work. See [59, 77]; the positivity property (aside from the obvious sign) is called Graham positivity.

**Theorem 3.33.** $(-1)^{\ell(u)+\ell(v)-\ell(w)} p_{uv}^w \in \mathbb{Z}_{\geq 0} [\alpha_i \mid i \in I]$.

**Problem 3.34.** Find an explicit manifestly Graham-positive formula for $p_{uv}^w$.

The $p_{uv}^w$ have a geometric description as equivariant intersection numbers of Schubert varieties in $\tilde{F}_1$. Littlewood-Richardson numbers are a very special case. The complete answer is unknown even for $G = GL_n$ and for the case $\ell(w) = \ell(u) + \ell(v)$ when $p_{uv}^w$ are integers; this is the case of multiplying Schubert polynomials.

**Proposition 3.35.**

$$c^\lambda \xi^v = (v \cdot \lambda) \xi^v + \sum_{\alpha \in \Phi_+^{re} \atop \alpha \cdot v \leq v \alpha} \langle \alpha \vee, \lambda \rangle \xi^{v \alpha}. \quad (3.69)$$
Corollary 3.36. For all \( v \in W \) and \( i \in I \),

\[
\xi^s \xi^v = (v \cdot \omega_i - \omega_i) \xi^v + \sum_{\alpha \in \Phi^+_\mathfrak{t}_\mathfrak{t}, \, v \in v_{s^\alpha}} \langle \alpha^\vee, \omega_i \rangle \xi^{v_{s^\alpha}}. \tag{3.70}
\]

Lemma 3.37.

\[
p_{uv}^w = \xi^v(w). \tag{3.71}
\]


The product in \( \Lambda \) can be recovered in \( \mathbb{A} \) by duality. Recall \( \Delta \) from (3.31). Define the left \( S \)-bilinear pairing

\[
\langle \cdot, \cdot \rangle : (\Lambda \otimes S \Lambda) \times \text{Im}(\Delta) \to S
\]

\[
\langle f \otimes g, \Delta(a) \rangle = \sum_a f(a(1))g(a(2)) \tag{3.73}
\]

Lemma 3.39. For \( f, g \in \Lambda \) and \( a \in A \), we have

\[
\langle fg, a \rangle = \langle f \otimes g, \Delta(a) \rangle. \tag{3.74}
\]

Proof. We give the proof over \( F \). By linearity we may assume \( a = w \in W \). We have

\[
\langle f \otimes g, \Delta(w) \rangle = \langle f \otimes g, w \otimes w \rangle = f(w)g(w) = \langle fg, w \rangle. \tag{3.75}
\]

Applying (3.74) we see that

\[
p_{uv}^w = \langle \xi^u \xi^v, A_w \rangle = \langle \xi^u \otimes \xi^v, \Delta(A_w) \rangle.
\]

Therefore \( p_{uv}^w \) is the coefficient of \( A_u \otimes A_v \) in \( \Delta(A_w) \). Let \( w = s_{i_1} \cdots s_{i_\ell} \) be a reduced decomposition. By Proposition 3.16, \( \Delta(w) \) can be computed as the componentwise product of \( \Delta(A_{i_1}) \cdots \Delta(A_{i_\ell}) \).

3.5 Forgetting equivariance

Recall that \( X \subset S \) is the subspace of linear polynomials. Consider the ring homomorphism \( e_0^S : S \to \mathbb{Z} \) defined by the property \( e_0^S(1) = 1 \) and \( e_0^S(X) = 0 \). Define the ring homomorphism \( e_0^\Lambda : \Lambda \to \Lambda_0 := \mathbb{Z} \otimes_S \Lambda \). It may be computed as follows. Write \( f \in \Lambda \) as \( f = \sum_{v \in W} f_v \xi^v \) for some \( f_v \in S \). Then \( e_0^\Lambda(f) = \sum_{v \in W} e_0^S(f_v) \xi_0^v \) where \( \xi_0^v = e_0^\Lambda(\xi^v) \in \Lambda_0 \).
Proposition 3.40. \( \{ \xi^w_0 \mid v \in W \} \) is a \( \mathbb{Z} \)-basis of \( \Lambda_0 \). This basis has structure constants given by the degree zero structure constants of \( \Lambda \):

\[
\xi^w_0 \xi^v_0 = \sum_{w \in W} \phi_0(p^w_{uv}) \xi^w_0 = \sum_{\ell(w) = \ell(u) + \ell(v)} p^w_{uv} \xi^w_0.
\]

The following is due to Lam [79]; see also Chapter 3 Section 8.1. Define \( \epsilon^A_0 : \mathbb{A} \to \mathbb{Z} \otimes_S \mathbb{A} \) by \( \epsilon^A_0(a) = 1 \otimes a \). By abuse of notation we write \( A_w \) for its image under \( \epsilon^A_0 \). Then for \( a_w \in S \) we have

\[
\epsilon^A_0 \left( \sum_{w \in W} a_w A_w \right) = \sum_{w \in W} \epsilon^S_0(a_w) A_w.
\]

(3.76)

There is a ring isomorphism \( \mathbb{Z} \otimes_S \mathbb{A} \cong \mathbb{A}_0 \) where \( \mathbb{A}_0 \) is the nilCoxeter algebra. Using this identification we may view \( \epsilon^A_0 : \mathbb{A} \to \mathbb{A}_0 \).

Example 3.41. For the root datum of type \( A_1 \), \( W = \{ \text{id}, s \} \), \( \Phi^+ = \{ \alpha \} \), \( \xi^{\text{id}}(\text{id}) = \xi^{\text{id}}(s) = 1 \), \( \xi^{s}(\text{id}) = 0 \) and \( \xi^{s}(s) = -\alpha \). Then \( \xi^{\text{id}} \) is the identity in \( \Lambda \) and \( \xi^{s} \xi^{s} = -\alpha \xi^{s} \). In \( \Lambda_0 \), \( \xi^{\text{id}} \) is the identity and \( (\xi^{s})^2 = 0 \).

3.6 Parabolic case

Let \( J \subset I \) be a fixed subset. Let \( W_J \subset W \) be the subgroup generated by \( s_i \) for \( i \in J \). Let \( W^J \) denote the set of minimum length coset representatives in \( W/W_J \). Define

\[
\Lambda^J = \{ f \in \Lambda \mid f(wu) = f(w) \text{ for all } w \in W, u \in W_J \}.
\]

(3.77)

Proposition 3.42. \( \Lambda^J \) is an \( S \)-subalgebra of \( \Lambda \) with basis \( \{ \xi^v \mid v \in W^J \} \).

Remark 3.43. There are polynomial or symmetric function representatives for many cases of cohomological Schubert classes. Nonequivariant:

1. Grassmannian \( \text{Gr}(r,n) \). Schur functions.
2. Lagrangian Grassmannian \( LG(n, 2n) \). Schur \( Q \)-functions. [134].
3. Orthogonal Grassmannians \( OG(n, 2n+1) \) and \( OG(n+1, 2n+2) \): Schur \( P \)-functions. [135].
4. \( \text{Fl} \) for \( \text{SL}_n \): Lascoux-Schützenberger Schubert polynomials [109].
5. \( \text{Fl} \) for \( \text{Sp}_{2n}, \text{SO}_{2n+1}, \text{SO}_{2n} \): Billey-Haiman Schubert polynomials [19].
6. \( \text{Gr}_{SL_{k+1}} \): dual \( k \)-Schur or affine Schur functions \([96][97][78][79]\).

7. \( \text{Gr}_{Sp_{2n}} \): \([84]\).

8. \( \text{Gr}_{SO_n} \): \([132]\).

Equivariant:

1. Fl for \( SL_n \): Double Schubert polynomials \([102]\).

2. Fl in classical type: BCD double Schubert polynomials \([65]\).

3.7 Geometric interpretations

Fix a root datum. Let \( T \subset B \subset G \) be a maximal torus contained in a Borel subgroup \( B \) in the Kac-Moody group \( G \) \([77]\). The Kac-Moody flag ind-variety \( \text{Fl} = G/B \) \([77]\) is paved by cells \( B \dot{w} B/B \cong \mathbb{C}^{l(w)} \) whose closures \( X_w \) define equivariant fundamental homology classes \( [X_w]_T \in H_T(\text{Fl}) \). Finally, the homology \( H_T(\text{Fl}) \) has a noncommutative ring structure. Let \( G \) act diagonally on \( \text{Fl} \times \text{Fl} \). There are isomorphisms

\[
H_G(\text{Fl} \times \text{Fl}) \cong H_{G \times (B \times B)}(G \times G) \cong H_{B \times B}(G) \cong H_B(\text{Fl}) \cong H_T(\text{Fl}). \tag{3.78}
\]

The left hand side has a convolution product \([55]\). There are also isomorphisms

\[
H_G(\text{Fl}) \cong H_{G \times B}(G) \cong H_B(G\backslash G) \cong H_B(\text{pt}) \cong H_T(\text{pt}). \tag{3.79}
\]

Finally, \( H_G(\text{Fl} \times \text{Fl}) \) acts on \( H_G(\text{Fl}) \) by convolution \([55]\). The following is \([55\text{, Prop. }12.8]\).

**Theorem 3.44.** 1. There is an injective ring homomorphism

\[
H_T(\text{pt}) \cong H_G(\text{Fl}) \rightarrow H_G(\text{Fl} \times \text{Fl}) \tag{3.80}
\]

given by composing the isomorphism (3.79) with the embedding induced by the \( G \)-equivariant diagonal inclusion \( \text{Fl} \rightarrow \text{Fl} \times \text{Fl} \).

2. There is an injective ring homomorphism

\[
\mathbb{A}_0 \rightarrow H_G(G/B \times G/B) \tag{3.81}
\]

\[
A_w \mapsto [O_w]_G \quad \text{for } w \in W \tag{3.82}
\]

where \([O_w]_G\) is the \( G \)-equivariant fundamental class of the closure \( O_w \) of the diagonal \( G \)-orbit of the point \((\dot{e}B/B, \dot{w}B/B)\).

3. The above maps define a ring and left \( \mathbb{S} \)-module isomorphism

\[
\mathbb{A} \cong H_G(\text{Fl} \times \text{Fl}). \tag{3.83}
\]
4. The following diagram commutes where the horizontal maps are action maps and the vertical maps are isomorphisms.

\[
\begin{array}{ccc}
H_G(\text{Fl} \times \text{Fl}) \times H_G(\text{Fl}) & \longrightarrow & H_G(\text{Fl}) \\
\downarrow & & \downarrow \\
\wedge \times H_T(\text{pt}) & \longrightarrow & H_T(\text{pt})
\end{array}
\]

There is another kind of Kac-Moody flag variety \( \tilde{\text{Fl}} \) with \( T \)-action called a thick flag scheme \([68]\). There is a bijection \( \tilde{\text{Fl}}^T \cong W \) of the \( T \)-fixed point set of \( \tilde{\text{Fl}} \) with \( W \). The thick flag scheme \( \tilde{\text{Fl}} \) is paved by finite-codimensional cells, each of which contains a unique \( T \)-fixed point. The closure of the cell containing \( w \) is denoted \( [X^w]T \) and defines a class \( \{ [X^w]T \mid w \in W \} \) and \( \{ [X^w]T \mid w \in W \} \) are dual bases under an intersection pairing

\[
H_T(\text{Fl}) \times H^T(\tilde{\text{Fl}}) \to H^T(\text{pt}).
\]

For \( w \in W \), let \( i_w \) be the inclusion of a point into \( \tilde{\text{Fl}} \) whose image is the \( w \)-th \( T \)-fixed point. See \([3][75][77]\) for \( \text{Fl} \) and \([68][69]\) for \( \tilde{\text{Fl}} \).

**Theorem 3.45.** There is a commutative diagram

\[
\begin{array}{ccc}
H^T(\tilde{\text{Fl}}) & \xrightarrow{\text{res}} & \Lambda \\
\downarrow \text{For} & & \downarrow \epsilon_0 \\
H^\ast(\tilde{\text{Fl}}) & \xrightarrow{\text{res}_0} & \Lambda_0
\end{array}
\]

where \( \text{For} \) is the ring homomorphism that forgets equivariance, \( \text{res} \) is the \( S = H^T(\text{pt}) \)-algebra isomorphism that restricts a \( T \)-equivariant class to the set \( \tilde{\text{Fl}}^T \cong W \) of \( T \)-fixed points (and thus sends the \( T \)-equivariant class \( [X^v]T \) to \( \xi^v \)), and \( \text{res}_0 \) is a ring isomorphism sending the ordinary cohomology class \( [X^v] \) to \( \xi^v_0 \). Moreover

\[
\xi^v(w) = i_w^*([X^v]T).
\]

**Proposition 3.46.** The pairing (3.84) corresponds, using the isomorphisms (3.83) and (3.85), to the pairing (3.52).
For \( i \in I \) let \( p_i : \tilde{F}l \to \tilde{F}l^i \) be the projection of \( \tilde{F}l \) onto the thick partial flag scheme defined by the minimal parabolic subgroup corresponding to \( i \).

**Proposition 3.47.** Under the isomorphism \( \text{res} \) of Theorem 3.45:

1. The first Chern class \( c_1(L_\lambda) \) of the \( T \)-equivariant line bundle on \( \tilde{F}l \) of weight \( \lambda \), maps to the function \( c_\lambda \), and multiplication by \( c_1(L_\lambda) \) in \( H^T(\tilde{F}l) \) corresponds to the operation \( f \mapsto \lambda \cdot f \) on \( \Lambda \).

2. The push-pull operator \( p_i^*p_{i*} \) on \( H^T(\tilde{F}l) \) corresponds to the operation \( f \mapsto A_i \cdot f \) on \( \Lambda \).

By the definitions (3.45) and (3.65), for \( f \in \hat{\Lambda} \), \( \lambda \in X \), and \( w \in W \) we have

\[
(\lambda \cdot f)(w) = (w \cdot \lambda)f(w) = c_\lambda(w)f(w) = (c_\lambda f)(w).
\]

**Proposition 3.48.** There is a commutative diagram

\[
\begin{array}{ccc}
H^T(\tilde{F}l^J) & \overset{\text{res}}{\longrightarrow} & \Lambda^J \\
\downarrow & & \downarrow \\
H^T(\tilde{F}l) & \overset{\text{res}}{\longrightarrow} & \Lambda
\end{array}
\]

of \( S \)-algebra homomorphisms, where the horizontal maps are isomorphisms and the vertical maps are inclusions, where \( \tilde{F}l^J \) is the thick partial flag scheme associated to the subset \( J \subset I \). Under the top isomorphism, the Schubert basis of \( H^T(\tilde{F}l^J) \) maps to the elements \( \xi^v \) for \( v \in W^J \).

### 4 Affine Grassmannian

The affine Grassmannian \( \text{Gr}_G \) has the form \( \text{Gr}_G = G_{af}/P_{af} \) where \( G_{af} \) is the Kac-Moody group of affine type associated with the semisimple algebraic group \( G \) and \( P_{af} \) is the maximal parabolic subgroup obtained by “omitting the zero node”. Therefore the previous sections apply and describe the Schubert calculus of \( H^T_{af}(\text{Gr}_G) \) under the cup product, where \( T_{af} \) is the maximal torus in \( B_{af} \subset P_{af} \subset G_{af} \).

For our applications we consider \( H^T(\text{Gr}_G) \) where \( T \subset B \subset G \) is a maximal torus in the semisimple algebraic group \( G \) whose corresponding affine Kac-Moody group is \( G_{af} \). Forgetting from \( T_{af} \) to \( T \) we retain the Schubert calculus of \( H^T(\text{Gr}_G) \). The algebraic model for this ring is denoted \( \Lambda'_af \) and is studied in Section 4.2. It is due to Goresky, Kottwitz, and Macpherson. This ring also appears in Chapter 3 Section 7.2.
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However in this setting there are extra features. Instead of just the above ring, we get a dual Hopf algebra $H_T(\text{Gr}_G)$ given by the equivariant homology of $\text{Gr}_G$ under the Pontryagin product. The ring $H_T(\text{Gr}_G)$ is very interesting in itself for several reasons.

One reason is due to Peterson [131] [88]: the Schubert structure constants of $H_T(\text{Gr}_G)$ coincide with those of $QH^T(G/B)$, the equivariant quantum cohomology of the flag manifolds $G/B$. Peterson realizes $H_T(\text{Gr}_G)$ algebraically as a commutative subalgebra $B$ of a variant of the affine nilHecke ring of Kostant and Kumar, which uses the affine Weyl group but polynomial functions on the Lie algebra of the finite torus, rather than the affine one. This variant is denoted $\mathbb{A}_{af}$ in Chapter 3 Section 6.1 and $\mathbb{A}'_{af}$ in Section 4.4.

For the second reason we forget equivariance and consider $G = SL_{k+1}$. Then the ring $H_*(\text{Gr}_{SL_{k+1}})$ is Hopf-isomorphic to the subring $\mathbb{Z}[h_1, \ldots, h_k]$ of symmetric functions generated by the first $k$ complete symmetric functions, and the Schubert basis is given by the $k$-Schur functions of Lapointe, Lascoux, and Morse (at $t = 1$). This basis is connected with Macdonald polynomials.

For $G$ of classical type, $H_*(\text{Gr}_G)$ can be realized by symmetric functions and the Schubert bases give rise to new families of symmetric functions; see [84] [132].

4.1 Affine Grassmannian as partial affine flags

Consider a finite root datum with simple Lie group $G \supset B \supset T$, containing a Borel subgroup $B$ and maximal torus $T$. The affine Grassmannian is by definition $\text{Gr} = \text{Gr}_G = G(\mathbb{C}((t))))/G(\mathbb{C}[[t]])$ where $\mathbb{C}[[t]]$ is the formal power series ring and $\mathbb{C}((t))$ is the formal Laurent series ring.

Consider the associated affine root datum with Kac-Moody group, Iwahori subgroup, and maximal torus $G_{af} \supset B_{af} \supset T_{af}$. Let $\text{Fl}_{af} = G_{af}/B_{af}$ be the affine flag ind-variety where $B_{af}$ is the Iwahori (affine Borel) subgroup. Then (up to a central extension that gets modded out in the quotient) $G_{af} = G(\mathbb{C}((t))))$, $P_{af} = G(\mathbb{C}[[t]]) = P_I$ for the subset $I \subset I_{af}$, and $\text{Gr} = G_{af}/P_{af} = \text{Fl}_{af}$. Let $\tilde{\text{Fl}}_{af}$ be the thick affine flag scheme [68] and $\tilde{\text{Gr}} = \tilde{\text{Fl}}_{af}^I$ the thick affine Grassmannian, the associated thick partial affine flag scheme.

The previous section describes isomorphisms

$$\Lambda_{af} \cong H^T_{af}(\tilde{\text{Gr}}_G) \quad \quad \mathbb{A}_{af} \cong H_{T_{af}}(\text{Gr}_G).$$

Our applications require working with equivariance with respect to the “small torus” $T$ rather than the maximal torus $T_{af}$ in $G_{af}$. It is possible to modify the GKM ring $\Lambda_{af}$ and the affine nilHecke ring $\mathbb{A}_{af}$ to obtain rings $\Lambda'_{af}$ and $\mathbb{A}'_{af}$ such that

$$\Lambda'_{af} \cong H^T(\tilde{\text{Gr}}_G) \quad \quad \mathbb{A}'_{af} \cong H_T(\text{Gr}_G).$$

The necessary modifications were obtained in [58] and [131] respectively.

Under the small torus equivariance, the homology ring $H_T(\text{Gr}_G)$ becomes a commutative and cocommutative Hopf algebra over $S = H^T(pt)$, with dual Hopf algebra given by
$H^T(\text{Gr}_G)$. Our main interest lies in obtaining explicit computations involving this Hopf structure.

We write $W^0_{af}$ instead of $W^I_{af}$ and $\pi : X_{af} \to X$ for the natural projection and also for the induced map $\pi : S_{af} = \text{Sym}(X_{af}) \to S = \text{Sym}(X)$.

### 4.2 Small torus version of $\Lambda_{af}$

Here we follow [58]. Consider the map $\pi_* : \Lambda_{af} \to \text{Fun}(W_{af}, S)$ given by $\pi_* (f) = \pi \circ f$. We wish to characterize the image of $\pi_*$ and the image of its restriction to $\Lambda_{Gr}$.

The usual GKM condition (3.53) holds for functions $f : W_{af} \to S$ in the image of $\pi_*$, since it holds in $\Lambda_{af}$. However there are more conditions.

Let $\Lambda'_{af}$ be the set of functions $f \in \text{Fun}(W_{af}, S)$ that satisfy (3.53) and the following small torus GKM conditions:

\begin{align}
    f((1 - t_{\alpha^\vee})^d w) &\in \alpha^d S \tag{4.1} \\
    f((1 - t_{\alpha^\vee})^{d-1}(1 - s_\alpha)w) &\in \alpha^d S \tag{4.2}
\end{align}

for all $d \in \mathbb{Z}_{>0}$, $w \in W_{af}$, and $\alpha \in \Phi$.

Let $\Lambda'_{Gr}$ be the functions in $\Lambda'_{af}$ that are constant on cosets in $W_{af}/W$.

**Lemma 4.1.** Suppose $f \in \text{Fun}(W_{af}, S)$ satisfies (4.1). Then for all $d \in \mathbb{Z}_{>0}$, $p \in \mathbb{Z}$, $\alpha \in \Phi$, and $w \in W_{af}$ we have

\[ f(\xi_{1 - t_{\alpha^\vee}}^d w) \equiv f(\xi_{1 - t_{\alpha^\vee}}^{d-1} \xi t_{p\alpha^\vee} w) \mod \alpha^d S. \tag{4.3} \]

*Proof.* By induction we may reduce to the case $p = 1$, which is just (4.1). \qed

**Lemma 4.2.** If $f \in \text{Fun}(W_{af}, S)$ satisfies (3.53) and (4.1) and is constant on cosets in $W_{af}/W$ then it also satisfies (4.2).

*Proof.* Let $\alpha \in \Phi$, $m \in \mathbb{Z}$, $d \in \mathbb{Z}_{>0}$, and $w = t_\mu u \in W_{af}$ with $\mu \in \mathbb{Q}^\vee$ and $u \in W$. Let $y = (1 - t_{\alpha^\vee})^{d-1}$. Using Lemma 4.1 we have

\[
    f(y(1 - s_\alpha)t_\mu u) = f(yt_\mu u) - f(yt_{s_\alpha \mu} s_\alpha u) \\
    = f(yt_\mu) - f(yt_{-\mu} s_\alpha t_\mu) \\
    \equiv f(yt_\mu) - f(yt_{\alpha^\vee} t_\mu) \mod \alpha^d S \\
    = f(\xi_{1 - t_{\alpha^\vee}}^d t_\mu) \in \alpha^d S.
\]

Define

\[ \xi^v = \pi \circ \xi^v \quad \text{for } v \in W_{af}. \tag{4.4} \]

The following Theorem is proved in Appendix B and is due to Goresky, Kottwitz, and Macpherson [58].
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Theorem 4.3. 1. There is an $S$-algebra isomorphism

$$H^T(\tilde{F}_{af}) \to \Lambda'_{af} \cong \bigoplus_{w \in W_{af}} S\xi^w$$

(4.5)

$$[X^w]^T \mapsto \bar{\xi}^w$$ for $w \in W_{af}$.

2. The isomorphism (4.5) restricts to an $S$-algebra isomorphism

$$H^T(\tilde{G}) \to \Lambda'_{Gr} \cong \bigoplus_{w \in W_{af}} S(\bar{\xi}^w).$$

(4.6)

The existence of the following map is explained in Appendix C.

Proposition 4.4. The map $\varpi$ defined by

$$\varpi : \Lambda'_{af} \to \Lambda'_{Gr}$$

$$f \mapsto (t_\mu u \mapsto f(t_\mu))$$ for $\mu \in Q^\vee$ and $u \in W$

is an $S$-algebra homomorphism which is the identity when restricted to $\Lambda'_{Gr} \subset \Lambda'_{af}$.

Proof of Prop. 4.4. All properties are clear except $\text{Im}(\varpi) \subset \Lambda'_{Gr}$. Let $f \in \Lambda'_{af}$ and $g = \varpi(f)$. By Lemma 4.2 it suffices to verify (4.1) and (3.53). For the former, let $d \in \mathbb{Z}_{>0}$ and $\alpha \in \Phi$. Let $w = t_\mu u \in W_{af}$ with $\mu \in Q^\vee$ and $u \in W$. We have

$$g((1 - t_\alpha^\vee)^d w) = g((1 - t_\alpha^\vee)^d t_\mu u) = f((1 - t_\alpha^\vee)^d t_\mu) \in \alpha^d S$$

by the definition of $\varpi$ and (4.1) for $f$. For (3.53), let $\alpha + m\delta \in \Phi_{re}^\vee$ for $\alpha \in \Phi$ and $m \in \mathbb{Z}$. Let $w = t_\mu u$ for $\mu \in Q^\vee$ and $u \in W$. We have $s_{\alpha + m\delta} w = s_\alpha t_m^\vee t_\mu = t_{-m^\vee} t_{s_\alpha \mu}$ for $\alpha \in \Phi$. Therefore

$$g(s_{\alpha + m\delta} w) - g(w) = f(t_{-m^\vee} t_\mu) - f(t_\mu) \in \alpha S$$

by Lemma 4.1 for $d = 1$. \qed

4.3 Homology of the affine Grassmannian

For $\mu \in Q^\vee$ define $i^*_\mu \in \text{Hom}_S(\Lambda'_{Gr}, S)$ by

$$i^*_\mu(f) = f(t_\mu)$$ for $f \in \Lambda'_{Gr}$. (4.8)

In the notation of Theorem 3.45, $i^*_\mu = i^*_{t_\mu}$.

Lemma 4.5. $F \otimes_S \text{Hom}_S(\Lambda'_{Gr}, S)$ has $F$-basis $\{i^*_\mu \mid \mu \in Q^\vee\}$. 

Proof. Let \( m_\mu \in W^0_{af} \) be defined by \( m_\mu W = t_\mu W \) for \( \mu \in Q^\vee \). By (3.61) the matrix \( \xi^v(w) \) is triangular, so the same is true of its restriction \( \xi^{m_\mu}(t_\nu) \) for \( \nu \in Q^\vee \). Moreover its diagonal entries are nonvanishing: since \( \bar{\xi}^{m_\mu} \) is constant on the cosets of \( W_{af}/W \) we have \( \bar{\xi}^{m_\mu}(t_\mu) = \bar{\xi}^{m_\mu}(m_\mu) \neq 0 \). The Lemma follows.

The following result is proved in Appendix C.

**Proposition 4.6.** \( H_T(Gr) \) and \( H^T(\tilde{Gr}) \) are dual Hopf algebras over \( S \). There is an isomorphism \( H_T(Gr) \cong \text{Hom}_S(\Lambda'_{Gr}, S) \) under which the product in \( \text{Hom}_S(\Lambda'_{Gr}, S) \) is defined over \( F \) by \( (i^*_\lambda, i^*_\mu) \mapsto i^*_{\lambda+\mu} \). \( \text{Hom}_S(\Lambda'_{Gr}, S) \) and \( \Lambda'_{Gr} \) have the structure of dual Hopf algebras over \( S \) where the product in \( \text{Hom}_S(\Lambda'_{Gr}, S) \) is defined over \( F \) by \( (i^*_\lambda, i^*_\mu) \mapsto i^*_{\lambda+\mu} \).

Define the \( S \)-basis \( \{\xi_w \mid w \in W^0_{af}\} \) of \( \text{Hom}_S(\Lambda'_{Gr}, S) \) by

\[
\langle \xi_w, \bar{\xi}^v \rangle = \delta_{wv} \quad \text{for } v \in W^0_{af}. \tag{4.9}
\]

**Remark 4.7.** There is an isomorphism of Hopf \( S \)-algebras

\[
H_T(Gr) \cong \text{Hom}_S(\Lambda'_{Gr}, S) \tag{4.10}
\]

where \( X_w = B_{af}wP_{af}/P_{af} \subset G_{af}/P_{af} = Gr \) is the Schubert variety and \([X_w]_T\) is the \( T \)-equivariant fundamental class. Moreover there is a perfect intersection pairing

\[
H_T(Gr) \times H^T(\tilde{Gr}) \to S \tag{4.12}
\]

which corresponds to the evaluation pairing

\[
\text{Hom}_S(\Lambda'_{Gr}, S) \times \Lambda'_{Gr} \to S \tag{4.13}
\]

under the isomorphisms (4.10) and (4.3).

### 4.4 Small torus affine nilHecke ring and Peterson subalgebra

We denote by \( A_{af} \) the maximal torus affine nilHecke ring obtained from an untwisted affine root datum as in Section 3. The Peterson (small torus) affine nilHecke ring \( A'^{af}_{af} \) (denoted \( A_{af} \) in Chapter 3) is the subquotient of \( A_{af} \) defined as follows.

Let \( W_{af} \) be the affine Weyl group. It acts naturally on the affine weight lattice \( X_{af} \) and preserves the level (2.41) of a weight. Let \( X_0 \subset X_{af} \) be the sublattice of level zero weights. By (2.36) we have \( X_{af} \cong \mathbb{Z}\Lambda_0 \oplus X_0 \) where \( \Lambda_0 \) is the zero-th affine fundamental weight. There is a natural surjection \( \pi : X_0 \to X \) with kernel \( \mathbb{Z}\delta \) where \( \delta \) is the null root. Since the action of \( W_{af} \) fixes \( \delta \) there is an action of \( W_{af} \) on \( X \) called the level zero action; it is defined by (2.53). Let \( F_{af}, F_0, \) and \( F \) be the fraction fields of the algebras \( S_{af} = \text{Sym}(X_{af}), \ S_0 = \text{Sym}(X_0), \) and \( S = \text{Sym}(X) \) respectively. We have \( S_{af} = S_0[\Lambda_0], \ S_0/\delta S_0 \cong S. \)
In the definition of $A_{af}$ the elements $A_i$ lie in the twisted group algebra $F_{af}W_{af}$, but since the variable $\Lambda_0$ does not appear in them, they are also elements of the subring $F_0W_{af}$. Let $A_{af}^0$ be the subring of $F_0W_{af}$ generated by $A_i$ for $i \in I_{af}$ and $S_0$. Then $A_{af}^0$ is naturally a subring of $A_{af}$ and adjoining the variable $\Lambda_0$ to $A_{af}^0$ yields $A_{af}^0 = S_{af} \otimes S_0 A_{af}^0$. Define

$$A_{af}^0 = S \otimes S_0 A_{af}^0$$

(4.14)

where $S_0$ acts on $S$ by the ring homomorphism $\pi : S_0 \to S$. In other words, $A_{af}^0$ is obtained from $A_{af}$ by setting the variable $\delta$ to zero. In particular, in $A_{af}^0$, since $\pi(\alpha_0) = \pi(\delta-\theta) = -\theta$, we have

$$A_0 = (1 - s_0)/(-\theta).$$

(4.15)

Alternatively one may define $A_{af}^0$ as the subring of $FW_{af}$ (where $W_{af}$ acts on $F$ by the level zero action) generated by $A_i$ for $i \in I_{af}$ and $S$ with $A_0$ defined as in (4.15).

Any formula in $A_{af}$ that does not involve the variable $\Lambda_0$, automatically holds in $A_{af}^0$ after applying $\pi$. By Lemma 3.6 (applied for an untwisted affine root datum, so that the Weyl group is $W_{af}$ and the polynomial ring is $S_{af}$) we have

$$A_{af}^0 = \bigoplus_{w \in W_{af}} S A_w.$$ 

(4.16)

Evaluation yields left $S$-linear perfect pairings

$$A_{af}^0 \times \Lambda_{af}^0 \to S$$

(4.17)

$$\text{Hom}_S(\Lambda_{Gr}^0, S) \times \Lambda_{Gr}^0 \to S.$$ 

(4.18)

Let $j : \text{Hom}_S(\Lambda_{Gr}^0, S) \to A_{af}^0$ be the left $S$-module homomorphism defined by

$$\langle j(\xi), f \rangle = \langle \xi, \wp(f) \rangle \quad \text{for } f \in \Lambda_{af}^0, \xi \in \text{Hom}_S(\Lambda_{Gr}^0).$$

(4.19)

It is well-defined since we may vary $f$ over the basis $\{\tilde{\xi}^v \mid v \in W_{af}\}$ of $\Lambda_{af}^0$. The map $j$ is injective, for $\wp$ is onto by Proposition 4.4.

The following diagram relates the maps $\wp$, $j$, and the pairings.

$$\begin{array}{ccc}
A_{af}^0 & \times & \Lambda_{af}^0 \\
\downarrow j & \wp & \downarrow \text{id}_S \\
\text{Hom}_S(\Lambda_{Gr}^0, S) & \times & \Lambda_{Gr}^0 \\
\end{array}$$

(4.20)

The Peterson subalgebra $P$ is defined to be the centralizer of $S$ in $A_{af}^0$:

$$P := Z_{A_{af}^0}(S).$$

(4.21)
Lemma 4.8. We have $\text{Im}(j) = \bigoplus_{\mu \in Q'} F t_{\mu} \cap \Lambda'_{af} = \mathbb{P}$.

Proof. For $\mu \in Q'$, we have $\langle i_{\mu}^*, \varpi(f) \rangle = f(t_{\mu})$ for all $f \in \Lambda'_{af}$, so that

$$j(i_{\mu}^*) = t_{\mu} \in \Lambda'_{af} \quad \text{for } \mu \in Q'. \quad (4.22)$$

The first equality holds by Lemma 4.5. For the second equality, $\bigoplus_{\mu \in Q'} F t_{\mu} \cap \Lambda'_{af} \subseteq \mathbb{P}$ holds because under the level zero action, $t_{\mu}$ acts on $X$ trivially for all $\mu \in Q'$. For the other direction, let $a = \sum_{w \in W_{af}} a_w w \in \mathbb{P}$ for $a_w \in F$. Then for all $\lambda \in X$ we have

$$0 = \lambda a - a \lambda = \sum_{w \in W_{af}} a_w (\lambda - w \cdot \lambda) w.$$ 

Therefore for all $w \in W_{af}$ either $a_w = 0$ or $w \lambda = \lambda$ for all $\lambda \in X$. Taking $\lambda$ to be $W$-regular, we see that the latter only holds for $w = t_{\mu}$ for some $\mu \in Q'$.

The algebra $\mathbb{P}$ inherits a coproduct $\Delta : \mathbb{P} \rightarrow \mathbb{P} \otimes S \mathbb{P}$ from the coproduct of $\Lambda'_{af}$. That $\Delta(\mathbb{P}) \subseteq \mathbb{P} \otimes S \mathbb{P}$ follows from Lemma 4.8 and (3.31). We make $\mathbb{P}$ into a Hopf algebra over $S$ by defining the antipode $t_{\mu} \mapsto -t_{-\mu}$ for $\mu \in Q'$.

Theorem 4.9. [131] [79] The map $j : \text{Hom}_{S}(\Lambda'_{Gr}, S) \rightarrow \mathbb{P}$ is a Hopf-isomorphism.

Proof. We have seen that $j$ is injective, and $j$ is surjective by Lemma 4.8. It suffices to show $j$ is a bialgebra morphism, since the compatibility with antipodes follows as a consequence.

Since $j$ is $S$-linear, to check that $j$ is compatible with the Hopf-structure we check the product and coproduct structures on the $F$-basis $\{ i_{\mu}^* \mid \mu \in Q' \}$ of $F \otimes S \text{Hom}_{S}(\Lambda'_{Gr}, S)$.

By Proposition 4.6 and (4.22), for $\lambda, \mu, \nu \in Q'$ we have

$$j(i_{\lambda}^* i_{\mu}^*) = j(i_{\lambda+\mu}^*) = t_{\lambda+\mu} = t_{\lambda} t_{\mu} = j(i_{\lambda}^*) j(i_{\mu}^*).$$

Thus $j$ is an algebra morphism.

To show $j$ is a coalgebra morphism, let $a \in \text{Hom}_{S}(\Lambda'_{Gr}, S)$ and $f, g \in \Lambda'_{Gr}$. Then

$$\langle (j \otimes j) \circ \Delta(a), f \otimes g \rangle = \sum_a \langle j(a(1)) \otimes j(a(2)), f \otimes g \rangle$$

$$= \sum_a \langle j(a(1)), f \rangle \langle j(a(2)), g \rangle$$

$$= \sum_a \langle a(1), \varpi(f) \rangle \langle a(2), \varpi(g) \rangle$$

$$= \sum_a \langle a(1) \otimes a(2), \varpi(f) \otimes \varpi(g) \rangle$$

$$= \langle \Delta(a), \varpi(f) \otimes \varpi(g) \rangle$$

$$= \langle a, \varpi(fg) \rangle$$

$$= \langle j(a), fg \rangle$$

$$= \langle \Delta(j(a)), f \otimes g \rangle.$$
4. AFFINE GRASSMANNIAN

4.5 The $j$-basis

Peterson characterized the image $j_w$ of the Schubert basis element $\xi_w$ in $\mathbb{P}$ as follows.

**Theorem 4.10.** [131] [79] For each $w \in W^0_{af}$, there is a unique element $j_w \in \mathbb{P}$ of the form

$$j_w = A_w + \sum_{v \in W_{af} \setminus W^0_{af}} j_w^v A_v$$

(4.23)

for some $j_w^v \in S$. Furthermore, $j_w = j(\xi_w)$ and $\mathbb{P} = \bigoplus_{w \in W^0_{af}} S j_w$.

**Proof.** Since $\{\xi_w \mid w \in W^0_{af}\}$ is an $S$-basis of $\text{Hom}_S(A^\vee_{Gr}, S)$, by Theorem 4.9, setting $j_w = j(\xi_w)$ we obtain an $S$-basis of $\mathbb{P}$. Let $v, w \in W^0_{af}$. We have

$$\langle j_w, \bar{\xi}^v \rangle = \langle j(\xi_w), \bar{\xi}^v \rangle = \langle \xi_w, \bar{\omega}(\bar{\xi}^v) \rangle = \langle \xi_w, \bar{\xi}^v \rangle = \delta_{vw}$$

by (4.19), Proposition 4.4, and (4.9). On the other hand $\langle j_w, \bar{\xi}^v \rangle$ is the coefficient of $A_v$ in $j_w \in \mathbb{P} \subset A^\vee_{af}$. The form (4.23) follows. The element $j_w \in \mathbb{P}$ is unique because the set $\{A_w \mid w \in W^0_{af}\}$ is linearly independent. \qed

For $w \in W^0_{af}$ let $t^w = t_\lambda$ where $\lambda \in Q^\vee$ is such that $t^w W = t_\lambda W$. Since $\{j_v \mid v \in W^0_{af}\}$ is an $S$-basis of $\mathbb{P}$ and $t^w \in \mathbb{P}$ for all $w \in W^0_{af}$, we have

$$t^w = \sum_{v \in W^0_{af}} \bar{\xi}^v(t^w) j_v$$

(4.24)

by the definition of $j_v$, (3.23), Lemma 3.24, and Proposition 3.42.

Let $D$ be the $W^0_{af} \times W^0_{af}$ matrix with $D_{v,w} = \bar{\xi}^v(w)$. It is invertible over $\mathbb{F}$ by (3.58) and (3.61). Let $C = D^{-1}$.

**Proposition 4.11.** For every $u \in W^0_{af}$ and $x \in W_{af}$,

$$j_u^x = \sum_{w \in W^0_{af}} C_{wu} \bar{\xi}^x(t^w)$$

(4.25)

**Remark 4.12.** Note that by Propositions 4.11 and 4.15 below, the Schubert structure constants $d^w_{uv}$ for $H_T(\text{Gr}_G)$ may be computed using only localizations of Schubert classes.
Proof. Multiplying (4.24) by $C_{wu}$ and summing over $w \in W_{af}^0$ we have

$$
\sum_{w \in W_{af}^0} C_{wu} t^w = \sum_{v, w \in W_{af}^0} D_{vu} C_{wu} j_v = \sum_{v \in W_{af}^0} \delta_{vu} j_v = j_u.
$$

Now take the coefficient of $A_x$.

Proposition 4.13. \cite{131} For any antidominant $\lambda \in Q^\vee$, $t_\lambda \in W_{af}^0$ and

$$
 j_{t_\lambda} = \sum_{\mu \in W_\lambda} A_{t_\mu}.
$$

(4.26)

Corollary 4.14. For any antidominant $\lambda \in Q^\vee$ and $x \in W_{af}^0$, we have $x t_\lambda \in W_{af}^0$ and

$$
 j_{x t_\lambda} = j_x j_{t_\lambda}.
$$

(4.27)

Proof. Follows from Proposition 4.13 and Theorem 4.10.

4.6 Homology structure constants

Recall that $\text{Hom}_S(A_{Gr}', S) \cong H_T(Gr)$.

For $u, v, w \in W_{af}^0$ define the $H_T(Gr)$ Schubert structure constants $d^w_{uv} \in S$ by

$$
 j_u j_v = \sum_{w} d^w_{uv} j_w.
$$

(4.28)

The $H_T(Gr)$-structure constants all appear in the expansion of the basis $\{ j_v \mid v \in W_{af}^0 \}$ in terms of $A_w$. The following is due to Peterson \cite{131}.

Proposition 4.15. For $u, v, w \in W_{af}^0$,

$$
 d^w_{uv} = \begin{cases} 
 j^{wv-1}_u & \text{if } \ell(wv^{-1}) + \ell(v) = \ell(w) \\
 0 & \text{otherwise}.
\end{cases}
$$

(4.29)

Proof. Using the notation of (4.23), $d^w_{uv}$ is the coefficient of $A_w$ in the expansion of $j_u j_v$ when the latter is written as a left $S$-linear combination of $\{ A_z \mid z \in W_{af} \}$. Every product of the form $j_u^x A_x j_y^y A_y$ for $y \notin W_{af}^0$ is in the left $S$-module $A_A y$ for $z \in W_{af}$, and by (3.11) $SA_w \cap A_A y = 0$. Therefore $d^w_{uv}$ is the coefficient of $A_w$ in $j_u A_y$, and applying (3.11) yields (4.29).
4.7 Peterson’s “Quantum Equals Affine” Theorems

The set \( T \) of the elements \( \xi_{t\lambda} \) for \( \lambda \in Q^\vee \) antidominant, is multiplicatively closed since

\[
\xi_{xt\lambda} = \xi_x \xi_{t\lambda} \tag{4.30}
\]

for all such \( \lambda \) and \( x \in W_{af}^- \). This follows from Corollary 4.14 and Theorem 4.10. For any \( w \in W \) there is an antidominant \( \lambda \in Q^\vee \) such that \( wt\lambda \in W_{af}^- \).

Let \( QH^T(G/B) \) be the \( T \)-equivariant quantum cohomology ring of \( G/B \). Linearly it is isomorphic to \( \mathbb{Z}[\{ q_i \mid i \in I \}] \otimes_{\mathbb{Z}} H^T(G/B) \). For \( \alpha^\vee = \sum_{i \in I} c_i \alpha_i^\vee \in Q^\vee \) define \( q_{\alpha^\vee} = \prod_{i \in I} q_i^{c_i} \in \mathbb{Z}[q_i^\pm] \mid i \in I \). For \( w \in W \) let \( \sigma^w \) be the quantum Schubert class defined by the \( w \)-th opposite Schubert variety \( B_{-w}B/B \).

**Theorem 4.16.** [131] [88] Let \( QH^T(G/B)_{(q)} \) be the localization of \( QH^T(G/B) \) at the quantum parameters. Denote by \( H_T(Gr_G)_T \) the localization of \( H_T(Gr_G) \) at the multiplicatively closed set \( T \). Then there is an \( S \)-algebra isomorphism \( QH^T(G/B)_{(q)} \rightarrow H_T(Gr_G)_T \) defined as follows. Given \( \mu \in Q^\vee \) there is an antidominant \( \lambda \in Q^\vee \) such that \( wt_{\mu+\lambda} \in W_{af}^- \). Then \( q_{\mu} \sigma^w \mapsto \xi_{t\lambda}^{-1} \xi_{wt_{\mu+\lambda}} \).

**Remark 4.17.** Since the Schubert bases of \( QH^T(G/B) \) and \( H_T(Gr_G) \) correspond, it follows that the Schubert structure constants for these rings agree. By Proposition 4.15, the equivariant Gromov-Witten invariants all have the form \( j^x_v \).

There is also a parabolic version which covers all homogeneous spaces \( G/P \).

**Theorem 4.18.** [131] [88] For any parabolic subgroup \( P \subset G \), there is an ideal \( J_P \subset H_T(Gr) \) and a multiplicatively closed subset \( T_P \) of \( H_T(Gr)/J_P \), such that there is a ring isomorphism

\[
QH^T(G/P)_{(q)} \cong (H_T(Gr)/J_P)_{T_P} \tag{4.31}
\]

where \( QH^T(G/P) \) is the \( T \)-equivariant small quantum cohomology ring of \( G/P \) and \( (q) \) is the set of quantum parameters.

Moreover, Schubert classes correspond to Schubert classes. In particular every \( T \)-equivariant Gromov-Witten invariant for any \( G/P \), occurs as a Schubert structure constant for \( H_T(Gr) \), and vice versa for \( P = B \).

### A Appendix: Proof of coalgebra properties

Let \( M \) and \( N \) be left \( F_W \)-modules. Then \( M, N, M \otimes_F N \), and \( \text{Hom}_F(M, N) \) are left \( F \)-modules. We define an \( F_W \)-module structure on \( M \otimes_F N \) and \( \text{Hom}_F(M, N) \).
Proof of Proposition 3.14. We first check the well-definedness of the formula for $a \cdot m \otimes n$. Let $a \in F_W$ with $\Delta(a) = \sum (a) a_{(1)} \otimes a_{(2)}$. We further expand $a_{(k)} = \sum_w a_{(k)} w$ for $k = 1, 2$ where $a_{(k)} w \in F$. The condition of membership in $\text{Im}(\Delta)$ of the right hand side of (3.33), is that only terms of the form $v \otimes v$ survive:

$$\sum_a a_{(1)}^v a_{(2)}^w = 0 \quad \text{for all } v \neq w. \quad (A.1)$$

We take a typical generator of the relations in $M \otimes Q N$: $qm \otimes n - m \otimes qn$. We compute the componentwise action of $\Delta(a)$ on $qm \otimes n$ and $m \otimes qn$.

$$\Delta(a) \cdot (qm \otimes n) = \sum_a a_{(1)} \cdot qm \otimes a_{(2)} \cdot n$$

$$= \sum_{a,v,w} a_{(1)}^v a_{(2)}^w v \cdot qm \otimes w \cdot n$$

$$= \sum_{a,v,w} a_{(1)}^v a_{(2)}^w (v \cdot q)(v \cdot m) \otimes w \cdot n$$

$$= \sum_{a,v,w} a_{(1)}^v a_{(2)}^w (v \cdot q)(v \cdot m \otimes w \cdot n).$$

Similarly

$$\Delta(a) \cdot (m \otimes qn) = \sum_{a,v,w} a_{(1)}^v a_{(2)}^w (w \cdot q)(v \cdot m \otimes w \cdot n).$$

The difference of these two expressions is

$$\sum_a \sum_{v \neq w} a_{(1)}^v a_{(2)}^w (v \cdot q - w \cdot q)(v \cdot m \otimes w \cdot n)$$

$$= \sum_{v \neq w} (v \cdot q - w \cdot q)(v \cdot m \otimes w \cdot n) \sum_a a_{(1)}^v a_{(2)}^w$$

$$= 0.$$

Thus the formula for $a \cdot (m \otimes n)$ is well-defined.

Applying this to the special case of the action of $F_W$ on $F_W \otimes_F F_W$, we recover part (1), including (3.32). For $a, b \in F_W$ we have

$$a \cdot (b \cdot (m \otimes n)) = \sum_{(a)} \sum_{(b)} a_{(1)} \cdot (b_{(1)} \cdot m) \otimes a_{(2)} \cdot (b_{(2)} \cdot n)$$

$$= \sum_{(a)} \sum_{(b)} (a_{(1)} b_{(1)}) \cdot m \otimes (a_{(2)} b_{(2)}) \cdot n$$

$$= (ab) \cdot (m \otimes n)$$
where the last step holds because of (3.32). Hence we have an action of \( F_W \) on \( M \otimes F N \).

For the left \( F_W \)-module \( M \), the dual \( M^* = \text{Hom}_F(M, F) \) has a left \( F_W \)-module structure defined by \( w \cdot m^* = m^* \circ w^{-1} \) or more generally \( a \cdot m^* = m^* \circ a \) for \( w \in W \) and \( a \in F_W \). Consider the left \( F \)-linear isomorphism \( M^* \otimes F N \cong \text{Hom}_F(M, N) \) given by \( m^* \otimes n \mapsto (x \mapsto m^*(x)n) \). We define a left \( F_W \)-module structure on \( \text{Hom}_F(M, N) \) by declaring that the above map is an isomorphism of left \( F_W \)-modules. It is enough to consider the action of \( a = w: w \cdot m^* \otimes n = w \cdot m^* \otimes w \cdot n = m^* \circ w^{-1} \otimes w \cdot n \). This corresponds to the function \( x \mapsto m^*(w^{-1}x)w \cdot n = w \cdot m^*(w^{-1}x)n \). If \( f \in \text{Hom}_F(M, N) \) corresponds to \( m^* \otimes n \) then the above function corresponds to \( x \mapsto w \cdot f(w^{-1}x) \), which is the required action.

**Proof of Proposition 3.16.** We first compute
\[
\Delta(A_i) = \Delta(\alpha_i^{-1}(1 - s_i)) \\
= \alpha_i^{-1}(1 \otimes 1 - s_i \otimes s_i) \\
= \alpha_i^{-1}(1 \otimes 1 - s_i \otimes 1 + s_i \otimes 1 - s_i \otimes s_i) \\
= A_i \otimes 1 + s_i \otimes A_i \\
= \alpha_i^{-1}(1 \otimes 1 - 1 \otimes s_i + 1 \otimes s_i - s_i \otimes s_i) \\
= 1 \otimes A_i + A_i \otimes s_i.
\]
This yields (3.35). It follows that the restriction of \( \Delta \) to \( \mathbb{A} \) has image in \( \mathbb{A} \otimes S \mathbb{A} \) and inherits the required properties by Proposition 3.14. All other assertions follow directly. \( \square \)

**B Appendix: Small torus GKM proofs**

**Proof of Theorem 4.3.** We prove (1) as (2) follows from it. There is a commutative diagram of ring homomorphisms
\[
\begin{array}{ccc}
H^T(\tilde{F}_{\text{af}}) & \xrightarrow{\text{res}} & \Lambda_{\text{af}} \\
\text{For}_{T^T}^af \downarrow & & \downarrow \pi^* \\
H^T(\tilde{F}_{\text{af}}) & \xrightarrow{\text{res}} & \text{Fun}(W_{\text{af}}, S)
\end{array}
\tag{B.1}
\]
The horizontal maps are restriction to torus-fixed points. \( \text{For}_{T^T}^af \) is the map that forgets from \( T_{\text{af}} \)-equivariance to \( T \)-equivariance. The top map is an isomorphism by Theorem 3.45. It is not hard to show that \( \text{For} \) is surjective and that \( H^T(\tilde{F}_{\text{af}}) \) has an \( H^T(\text{pt}) \)-basis given by the \( T \)-equivariant classes of Schubert varieties \([X^v]^T \in H^T(\tilde{F}_{\text{af}})\) for \( v \in W_{\text{af}} \). By commutativity of the diagram,
\[
\text{Im}(\text{res}') = \text{Im}(\pi^*) = \bigoplus_{v \in W_{\text{af}}} S\xi^v. \tag{B.2}
\]
The functions $\tilde{\xi}^x$ are independent since the matrix $(\pi(d,v,w))_{v,w\in W_{af}}$ is triangular with non-vanishing diagonal entries.

It remains to show that

$$\text{Im}(\pi^x) = \Lambda'_{af}. \quad (B.3)$$

Let $v \in W_{af}$. Certainly $\tilde{\xi}^x$ satisfies (3.53) since $\xi^x$ does. We must check the conditions (4.1) and (4.2). Let $w \in W_{af}$ and $d \in \mathbb{Z}_{>0}$. Let $W' \subset W_{af}$ be the subgroup generated by $t_{\alpha^v}$ and $r_{\alpha}$; it is isomorphic to the affine Weyl group of $SL_2$. Define the function $f : W' \to S$ by $f(x) = \tilde{\xi}^x(xw)$. Since $\xi^x$ satisfies (3.53) for $Fl_{af}$, $f$ satisfies (3.53) for the affine flag variety $Fl'$ corresponding to $\alpha$. It follows that $f$ is an $S$-linear combination of Schubert classes in $Fl'$. By Propositions B.1 and B.2 (proved below), $\pi \circ f$ satisfies (4.1) and (4.2), so that $\tilde{\xi}^x \in \Lambda'_{af}$, as required.

Conversely, suppose $\xi \in \Lambda'_{af}$. We show that

$$\xi \in \bigoplus_{v \in W_{af}} S \bar{\xi}^v. \quad (B.4)$$

Let $x = t_{\lambda}u$ be of minimal length in the support of $\xi$, with $u \in W$ and $\lambda \in Q^\vee$. It suffices to show that

$$\xi(x) \in \xi^x(x)S. \quad (B.5)$$

Suppose (B.5) holds. Define $\xi' : W_{af} \to S$ by $\xi' = \xi - (\xi(x)/\xi^x(x))\bar{\xi}^x$. Since $\Lambda'_{af}$ is an $S$-module, $\xi' \in \Lambda'_{af}$. Moreover $\Omega(\xi') \supseteq \Omega(\xi)$ where $\Omega(\xi)$ is defined by (3.64). By induction (B.4) holds for $\xi'$ and therefore it holds for $\xi$.

We now show (B.5). The elements $\{\alpha \mid \alpha \in \Phi^+\}$ are relatively prime in $S$. Letting $\alpha \in \Phi^+$, by (3.61) it suffices to show that $\xi(x) \in J := \alpha^dS$ where $d = |\text{Inv}(x^{-1})|$ and $\text{Inv}(x^{-1})$ is the set of roots in $\text{Inv}(x)$ (see (2.21)) of the form $\pm \alpha + k\delta$ for some $k \in \mathbb{Z}_{\geq 0}$.

Note that for $\beta \in \Phi_{af}^{+\re}$, $\beta \in \text{Inv}(x^{-1})$ if and only if $x^{-1} \cdot \beta \in -\Phi_{af}^{+\re}$. We have

$$x^{-1} \cdot (\pm \alpha + k\delta) = u^{-1}t_{-\lambda} \cdot (\pm \alpha + k\delta) = \pm u^{-1}\alpha + (k \pm \langle \lambda, \alpha \rangle)\delta.$$ 

Letting $\chi = \chi(\alpha \in \text{Inv}(u^{-1}))$ we have

$$\text{Inv}(x^{-1}) = \begin{cases} \{\alpha, \alpha + \delta, \ldots, \alpha - (\langle \lambda, \alpha \rangle + 1 - \chi)\delta\} & \text{if } \langle \lambda, \alpha \rangle \leq 0 \\ \{-\alpha + \delta, -\alpha + 2\delta, \ldots, -\alpha + (\langle \lambda, \alpha \rangle - \chi)\delta\} & \text{if } \langle \lambda, \alpha \rangle > 0. \end{cases} \quad (B.6)$$

Suppose first that $\langle \lambda, \alpha \rangle > 0$. Then $d = \langle \lambda, \alpha \rangle - \chi(\alpha \in \text{Inv}(u^{-1}))$. Applying (4.2) to $y = t_{(1-d)\alpha^\vee}x$, we have $Z_1 \in J$ where

$$Z_1 = \xi((1 - t_{\alpha^\vee})^{d-1}(1 - s_{\alpha})y) = (-1)^{d-1}\xi((1 - t_{-\alpha^\vee})^{d-1}x) - \xi((1 - t_{\alpha^\vee})^{d-1}s_{\alpha}y) = (-1)^{d-1}\xi(x) - \xi((1 - t_{\alpha^\vee})^{d-1}s_{\alpha}y).$$
where the last equality holds by the assumption on \(\text{Supp}(\xi)\) and a calculation of \(\text{Inv}_\alpha((s_{\alpha + d_\delta}x)^{-1})\), giving \(x > s_{\alpha + d_\delta}x > t_{-k\alpha^\vee}x\) for all \(1 \leq k \leq d-1\). By Lemma 4.1 we have \(Z_2 \in J\) where

\[Z_2 = \xi((1 - t_{\alpha^\vee})^{d-1}s_\alpha y) - \xi((1 - t_{\alpha^\vee})^{d-1}t_{p\alpha^\vee}s_\alpha y)\]

for any \(p \in \mathbb{Z}\). Thus

\[Z_1 + Z_2 = (-1)^{d-1}\xi(x) - \xi((1 - t_{\alpha^\vee})^{d-1}t_{p\alpha^\vee}s_\alpha y) \in J.\]

By the assumption on \(\text{Supp}(x)\) and (B.6),

\[\xi((1 - t_{\alpha^\vee})^{d-1}t_{p\alpha^\vee}s_\alpha y) = 0\]

for \(p = 2 - d\). It follows that \(\xi(x) \in J\).

Otherwise \(\langle \lambda, \alpha \rangle \leq 0\). By the previous case we may assume that \(t_{d\alpha^\vee}x \notin \text{Supp}(\xi)\). Thus

\[\xi(x) = \xi((1 - t_{\alpha^\vee})^{d}x) \in J\]

by induction on \(\text{Supp}(\xi)\) and (4.1). This proves (B.5) and (B.4) as required. \(\square\)

**B.1 Small torus GKM condition for \(\hat{sl}_2\)**

In this section we consider the root datum for \(\hat{sl}_2\). Let \(\Phi^+ = \{\alpha\}\) where \(\alpha = \alpha_1\). Also \(d = \alpha_0 + \alpha_1\) so that \(\pi(\alpha_0) = -\pi(\alpha_1)\) and the level zero action of \(W_{af}\) is given by \(s_0 \cdot \alpha = s_1 \cdot \alpha = -\alpha\). For \(i \in \mathbb{Z}_{\geq 0}\) let

\[\sigma_{2i} = (s_1s_0)^i, \quad \sigma_{2i+1} = s_0\sigma_{2i}, \quad \sigma_{-(2i+1)} = s_1\sigma_{-2i}.\]  

(B.7)

Then we have \(\ell(\sigma_j) = |j|\) for \(j \in \mathbb{Z}\), \(W_{af}^j = \{\sigma_j \mid j \in \mathbb{Z}_{\geq 0}\}\), and

\[\sigma_{2i} = t_{-i\alpha^\vee} \quad \text{for} \quad i \in \mathbb{Z}.\]

Let \(\xi_j^i := \pi(\xi^\alpha(\sigma_j))\) for \(i, j \in \mathbb{Z}\). For \(m, a \in \mathbb{Z}_{\geq 0}\),

\[\xi_j^m = (-1)^{mj} \left(\begin{array}{c}m + a \\ m \end{array}\right) \alpha^m\]  

(B.8)

where \(j \in \{m + 2a, m + 2a + 1, -m - 2a - 1, -m - 2a - 2\}\). This is easily proved by induction using (3.60). The rest of the values for \(\xi^m \) are zero by (3.58). For \(m < 0\) we may use

\[\xi_j^m = (-1)^{m} \xi_{-j}^{-m} \quad \text{for} \quad m, j \in \mathbb{Z}\]  

(B.9)

which follows from the Dynkin symmetry \(0 \leftrightarrow 1\).
Proposition B.1. For all $d \geq 1$, $m \in \mathbb{Z}$, and $w \in W_{af}$ we have

$$\xi^m((1 - t_{\alpha^v})^d w) \in \alpha^d \mathbb{Z}[\alpha].$$ (B.10)

Proof. One may reduce to $m \geq 0$ using (B.9). Equation (B.10) is proved for $m = 2i$, $w = t_{(-i-a)\alpha^v}$ and $d = (i + a) + (i + 1 + b) = 2i + a + b + 1$ for $a, b \in \mathbb{Z}_{\geq 0}$, as the other possibilities are similar or easier. Equation (B.10) can be rewritten as

$$Z := \sum_{k=0}^{d} (-1)^k \binom{d}{k} \xi_{-2i-2-2b+2k}^2 \in \alpha^d \mathbb{Z}[\alpha].$$ (B.11)

By (3.58) $\xi_{2p}^2 = 0$ for $-2i - 2 < 2p < 2i$. Using (B.8),

$$Z = \left(\sum_{k=0}^{b} + \sum_{k=2i+1+b}^{d}\right) (-1)^k \binom{d}{k} \xi_{-2i-2-2b+2k}^2 \sum_{k=0}^{a} (-1)^{k+2i+1+b} \binom{d}{2i+1+b+1} \xi_{-2i+2k}^2$$

$$= (-1)^b \sum_{k=0}^{b} \binom{d}{b-k} \xi_{-2i-2-2b+2k}^2 \sum_{k=0}^{a} (-1)^k \binom{d}{a-k} \xi_{-2i+2k}^2$$

$$= (-1)^b \sum_{k=0}^{b} (-1)^k \left( \binom{d}{b-k} \binom{2i+k}{2i} \xi_{-2i+2k}^2 \right)$$

Taking the coefficient of $(-x)^b$ in $(1-x)^d/(1-x)^{2i+1} = (1-x)^{a+b}$ we have

$$\sum_{k=0}^{b} (-1)^k \binom{d}{b-k} \binom{2i+k}{2i} = (a+b) .$$

Exchanging the roles of $a$ and $b$ we see that $Z = 0$ which implies (B.11). \qed

Proposition B.2. For all $d \geq 1$, $m \in \mathbb{Z}$, and $w \in W_{af}$ we have

$$\xi^m((1 - t_{\alpha^v})^{d-1}(1 - s_{\alpha}) w) \in \alpha^{d-1} \mathbb{Z}[\alpha].$$

Proof. Let $y = (1 - t_{\alpha^v})^{d-1}$. Without loss of generality we may assume $w = t_{pa^v}$ for some $p \in \mathbb{Z}$. By Proposition B.1, $\xi^m$ satisfies (4.1). We have

$$\xi^m(y(1 - s_{\alpha})t_{pa^v}) = \xi^m(yt_{pa^v}) - \xi^m(yt_{-pa^v}s_{\alpha})$$

$$\equiv \xi^m(y) - \xi^m(y_{s_{\alpha}}) \mod \alpha^{d} \mathbb{Z}[\alpha],$$
following that \( H \) is dual to the basis \( \alpha \) is equal to \( \xi^m \) if \( m < 0 \). Assuming the latter, by (4.1) for \( d-1 \), \( \xi^{m+1}(y) \in \alpha^{d-1}S \), so that \( \xi^m(y) - \xi^m(ys_\alpha) \in \alpha^dS \) as required. \( \square \)

C Appendix: Homology of Gr

Let \( K \) be the maximal compact form of \( G \) and \( T_\mathbb{R} = K \cap T \). The based loop group \( \Omega K \) of continuous maps \( (S^1, 1) \to (K, 1) \), has a \( T_\mathbb{R} \)-equivariant multiplication map \( \Omega K \times \Omega K \to \Omega K \) given by pointwise multiplication on \( K \), and this induces the structure of a commutative and co-commutative Hopf-algebra on \( H^{Tk}(\Omega K) \). The co-commutativity of \( H^{Tk}(\Omega K) \) follows from the fact that \( \Omega K \) is a homotopy double-loop space.

\( Gr = Gr_G \) and \( \Omega K \) are weakly homotopy equivalent [136]. By “fattening loops”, it follows that \( H_T(Gr) \) and \( H^T(Gr) \) are dual Hopf algebras over \( S = H^T(\text{pt}) \) with duality given by an intersection pairing

\[
\langle \cdot, \cdot \rangle : H_T(Gr) \times H^T(Gr) \to S.
\] (C.1)

We may regard an element \( \xi \in H_T(Gr) \) as an \( S \)-module homomorphism \( H^T(\tilde{Gr}) \to S \) by \( \xi(f) = \langle \xi, f \rangle \).

**Lemma C.1.** Let \( \lambda, \mu \in Q' \), and consider the maps \( i_\lambda^*, i_\mu^* : H^T(\tilde{Gr}) \to S \) as elements of \( H_T(Gr) \). Then in \( H_T(Gr) \), we have

\[
i_\lambda^* i_\mu^* = i_{\lambda + \mu}^*.
\]

**Proof.** It suffices to work in \( H^{Tk}(\Omega K) \). The map \( i_\lambda^* i_\mu^* \) is induced by the map \( pt \to \Omega K \times \Omega K \to \Omega K \) where the image of the first map is the pair \( (t_\lambda, t_\mu) \in \Omega K \times \Omega K \) of fixed points, and the latter map is multiplication. Treating \( t_\lambda, t_\mu : S^1 \to K \) as homomorphisms into \( K \), the pointwise multiplication of \( t_\lambda \) and \( t_\mu \) gives \( t_{\lambda + \mu} \). Thus \( i_\lambda^* i_\mu^* = i_{\lambda + \mu}^* \). \( \square \)

The antipode of \( H_T(Gr_G) \) is given by \( i_\lambda^* \mapsto i_{-\lambda}^* \), since the fixed points satisfy \( t_{\lambda}^{-1} = t_{-\lambda} \) in \( \Omega K \).

For \( w \in W^0 \) denote by \( [X_w]_T \in H_T(Gr) \) the equivariant fundamental homology class of the Schubert variety \( X_w := B_{af}wP_{af}/P_{af} \subseteq G_{af}/P_{af} = Gr \).

Using the intersection pairing we have that \( \{ [X_w]_T \mid w \in W^0 \} \) is the basis of \( H_T(Gr_G) \) that is dual to the basis \( \{ [X^w]^T \mid w \in W^0 \} \) of \( H^T(Gr) \), which corresponds to the basis \( \{ \xi^w \mid w \in W^0 \} \) of \( \Lambda_T \) under the isomorphism of Theorem 4.3.

**Proof of Prop. 4.6.** Follows from the above discussion. \( \square \)
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