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Chapter 1

Review of Fundamentals

1.1 Inner products and linear maps

Throughout, we fix an Fuclidean space E, meaning that E is a finite-
dimensional real vector space endowed with an inner product (-,-). Recall
that an inner-product on E is an assignment (-,-): E x E — R satisfying
the following three properties for all z,y, z € E and scalars a,b € R:

(Symmetry) (z,y) = (y, )
(Bilinearity) (az + by, z) = a(z, z) + b(y, 2)

(Positive definiteness) (z,z) > 0 and equality (z,z) = 0 holds if and
only if x = 0.

The most familiar example is the Euclidean space of n-dimensional col-
umn vectors R", which unless otherwise stated we always equip with the
dot-product {z,y) = >  x;y;. One can equivalently write (z,y) = zTy.
A basic result of linear algebra shows that all Euclidean spaces E can be
identified with R™ for some integer n, once an orthonormal basis is cho-
sen. Though such a basis-specific interpretation can be useful, it is often
distracting, with the indices hiding the underlying geometry. Consequently,
it is often best to think coordinate-free.

The space of real m x n-matrices R™*"™ furnishes another example of an
Euclidean space, which we always equip with the trace product (X,Y) :=
tr XTY. Some arithmetic shows the equality (X,Y) = >ij XijYij. Thus
the trace product on R"*" is nothing but the usual dot-product on the ma-
trices stretched out into long vectors. This viewpoint, however, is typically
not very fruitful, and it is best to think of the trace product as a standalone
object. An important Euclidean subspace of R™*" is the space of real sym-
metric n X n-matrices S™, along with the trace product (X,Y) := tr XY
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2 CHAPTER 1. REVIEW OF FUNDAMENTALS

For any linear mapping A: E — Y, there exists a unique linear mapping
A*: Y — E, called the adjoint, satisfying

(Ax,y) = (x, A™y) for all points reE, yeY.

In the most familiar case of E = R™ and Y = R, the matrix representing
A* is simply the transpose of the matrix representing A.

Exercise 1.1. Given a collection of real m x n matrices Ay, Ao, ..., A;,
define the linear mapping A: R™*" — R! by setting

A(X) = (A1, X), (A2, X), ..., (A, X)).
Show that the adjoint is the mapping A*y = y1 A1 + y2 42 + ... + Y1 A;.

Linear mappings A between E and itself are called linear operators, and
are said to be self-adjoint if equality A = A* holds. Self-adjoint operators
on R" are precisely those operators that are representable as symmetric
matrices. A self-adjoint operator A is positive semi-definite, denoted A > 0,

whenever
(Az,z) >0 for all z € E.

Similarly, a self-adjoint operator A is positive definite, denoted A > 0, when-
ever

(Az,z) >0 for all 0 #z € E.

A positive semidefinite linear operator A is positive definite if and only if A
is invertible.

Consider a self-adjoint operator A. A number \ is an eigenvalue of X if
there exists a vector 0 # v € E satisfying Av = Av. Any such vector v is
called an eigenvector corresponding to A\. The Rayleigh-Ritz theorem shows
that the following relation always holds:

(Au, u)

(u, u)

>\min (A) S

< Amax(A)  for all u € E\ {0},

where Apin(A) and Apax(A) are the minimal and maximal eigenvalues of
A, respectively. Consequently, an operator A is positive semidefinite if and
only Apin(A) > 0 and A is positive definite if and only Apin(A) > 0.

1.2 Norms

A norm on a vector space V is a function ||-||: V — R for which the following
three properties hold for all point xz,y € V and scalars a € R:

(Absolute homogeneity) |az| = |a| - |||

(Triangle inequality) ||z + y| < ||=]| + [|y||
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(Positivity) Equality ||z|| = 0 holds if and only if = 0.

The inner product in the Euclidean space E always induces a norm
l|z|| := +/(z,z). Unless specified otherwise, the symbol ||z| for z € E will
always denote this induced norm. For example, the dot product on R"
induces the usual 2-norm ||z|j2 = /2% + ...+ 22, while the trace product

on R™*"™ induces the Frobenius norm | X||r = /tr (XTX).
Other important norms are the [,—norms on R™:

i [ (P P o1 <<
P max{|zl, ..., za]} for p = o0 ’

The most notable of these are the l1, lo, and [, norms. For an arbitrary
norm || - || on E, the dual norm || - [|* on E is defined by

[oll*:= max{(v, z) : [lz|| <1}.

For p, ¢ € [1, 00], the , and [, norms on R™ are dual to each other whenever
pt4+ ¢! = 1. For an arbitrary norm | - || on E, the Cauchy-Schwarz
inequality holds:

[z, )] < ]l - lyll”

Exercise 1.2. Given a positive definite linear operator A on E, show that
the assignment (v,w)4 = (Av,w) is an inner product on E, with the in-
duced norm |[v||4 = /(Av,v). Show that the dual norm with respect to

the original inner product is ||v[/% = ||v]|4-1 = /(A7 1, v).

All norms on E are “equivalent” in the sense that any two are within a
constant factor of each other. More precisely, for any two norms p;(-) and
p2(+), there exist constants «, 5 > 0 satisfying

api(x) < pa(z) < Bp1(x) for all z € E.
Case in point, for any vector x € R", the relations hold:

lzllz < llzll < Vil
2]loe < ll2ll2 < Voo
[2]loo < flzflr < 72|00

For our purposes, the term “equivalent” is a misnomer: the proportionality
constants «, 3 strongly depend on the (often enormous) dimension of the
vector space E. Hence measuring quantities in different norms can yield
strikingly different conclusions.

Consider a linear map A: E — Y, and norms | - ||, on E and || - ||, on
Y. We define the induced matriz norm

[Allap := max_ | Azllp.

:|zfla<1
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The reader should verify the inequality
[Azlo < [l Alla,p]1 |-

In particular, if || - ||, and || - ||, are the norms induced by the inner products
in E and Y, then the corresponding matrix norm is called the operator norm
of A and will be denoted simply by || A||. In the case E=7Y and a = b, we
simply use the notation ||.Al|, for the induced norm.

Exercise 1.3. Equip R" and R™ with the /,-norms. Then for any matrix
A € R™*™ show the equalities

[A[lr = max [[Aejlly
Jj=1,...,n

=1,...,

[Alloe = max [|Ase|l2
i=1,...,n

where A,; and A;e denote the j'th column and i’th row of A, respectively.

1.3 Eigenvalue and singular value decompositions
of matrices

The symbol S™ will denote the set of n x n real symmetric matrices, while
O(n) will denote the set of n x n real orthogonal matrices — those satisfying
XTX = XXT = I. Any symmetric matrix A € S” admits an eigenvalue
decomposition, meaning a factorization of the form A = UAUT with U €
O(n) and A € S™ a diagonal matrix. The diagonal elements of A are precisely
the eigenvalues of A and the columns of U are corresponding eigenvectors.

More generally, any matrix A € R™*" admits a singular value decom-
position, meaning a factorization of the form A = UDVT, where U € O(m)
and V € O(n) are orthogonal matrices and D € R™*" is a diagonal matrix
with nonnegative diagonal entries. The diagonal elements of D are uniquely
defined and are called the singular values of A. Supposing without loss of
generality m < n, the singular values of A are precisely the square roots
of the eigenvalues of AA”. In particular, the operator norm of any matrix
A € R"™*"™ equals its maximal singular-value.

1.4 Point-set topology and differentiability

The symbol B, (x) will denote an open ball of radius r around a point z,
namely B,(z) := {y € E : |ly — x| < r}. The closure of a set Q C E,
denoted cl @, consists of all points  such that the ball B(z) intersects @
for all € > 0; the interior of @), written as int @), is the set of all points z
such that @ contains some open ball around x. We say that @ is an open
set if it coincides with its interior and a closed set if it coincides with its
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closure. Any set @ in E that is closed and bounded is called a compact set.
The following classical result will be fundamentally used.

Theorem 1.4 (Bolzano-Weierstrass). Any sequence in a compact set Q C E
admits a subsequence converging to a point in Q).

For the rest of the section, we let E and Y be two Euclidean spaces, and
U an open subset of E. A mapping F': ) — Y, defined on a subset Q C E,
is continuous at a point x € @ if for any sequence x; in ) converging to
x, the values F(x;) converge to F(z). We say that F is continuous if it is
continuous at every point x € ). By equivalence of norms, continuity is a
property that is independent of the choice of norms on E and Y. We say
that F' is L-Lipschitz continuous if

1F(y) = F(z)|| < Llly — «f| for all z,y € Q.

Theorem 1.5 (Extreme value theorem). Any continuous function f: Q —
R on a compact set Q C E attains its supremum and infimum values.

A function f: U — R is differentiable at a point x in U if there exists a
vector, denoted by V f(x), satisfying

o S R) = () = (V5 (). )

=0.
h—0 It

Rather than carrying such fractions around, it is convenient to introduce the
following notation. The symbol o(r) will always stand for a term satisfying
0 = lim, g o(r)/r. Then the equation above simply amounts to

f(@+h) = f(z)+ (Vf(), h) +o([[hl]).

The vector Vf(x) is called the gradient of f at x. In the most familiar
setting E = R, the gradient is simply the vector of partial derivatives

9f(x)
Ox1
of ()
Vix)=| "7

9f(x)
Oxn

If the gradient mapping z — V f(z) is well-defined and continuous on U, we
say that f is C'-smooth. We say that f is S-smooth if f is C'-smooth and
its gradient mapping V f is S-Lipschitz continuous.

More generally, consider a mapping F': U — Y. We say that F' is
differentiable at x € U if there exists a linear mapping taking E to Y,
denoted by VF(z), satisfying

F(z + h) = F(z) + VF(z)h + o(||h]]).
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The linear mapping V F'(z) is called the Jacobian of F' at . If the assignment
x + VF(x) is continuous, we say that F is C'-smooth. In the most familiar
setting E = R™ and Y = R, we can write F' in terms of coordinate
functions F(z) = (Fi(x),..., Fn(x)), and then the Jacobian is simply

VE, (I‘)T 851 (z) 851 (z) o 82’1(1)
i3 z Ty,
T OFs(z OFs(z OFs>(x
vrw | VRO | S
Y E ()T OFn(@)  OFu() OF ()
e 0w O

Finally, we introduce second-order derivatives. A C'-smooth function
f: U — R is twice differentiable at a point x € U if the gradient map
Vf: U — E is differentiable at x. Then the Jacobian of the gradient
V(V£)(x) is denoted by V2f(x) and is called the Hessian of f at x. Unrav-
eling notation, the Hessian V2 f(x) is characterized by the condition

V(@ +h) = Vf(z)+ V2 f(@)h+o|hl]).

If the map x + V2f(z) is continuous, we say that f is C2-smooth. If f is
indeed C2-smooth, then a basic result of calculus shows that V2f(z) is a
self-adjoint operator.

In the standard setting EE = R"™, the Hessian is the matrix of second-
order partial derivatives

Pf(x)  9f(x) 9% f1(x)
81’% Jxr10xe " Oxz10xTp
flx)  f(x) 9% f(x)
ng(.'l)) _ Oxo0x1 8m§ e O0x20xn
@) () 02 f(z)
0xndry  Oxndxry ox2

The matrix is symmetric, as long as it varies continuously with z in U.
Exercise 1.6. Define the function

flx) = %(Ax,@ + (v,x) + ¢
where A: E — E is a linear operator, v is lies in E, and ¢ is a real number.

1. Show that if A is replaced by the self-adjoint operator (A+.4%)/2, the
function values f(z) remain unchanged.

2. Assuming A is self-adjoint derive the equations:

Vf(lx)=Ar+v and Vif(z) = A

3. Using parts [1] and [2} describe Vf(z) and V2 f(z) when A is not nec-
essarily self-adjoint.
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Exercise 1.7. Define the function f(z) = 3||F(z)||?, where F: E —» Y is a
C'-smooth mapping. Prove the identity Vf(z) = VF(x)*F(z).

Exercise 1.8. Consider a function f: U — R and a linear mapping 4: Y —
E and define the composition h(z) = f(Az).

1. Show that if f is differentiable at Az, then
Vh(z) = A*Vf(Azx).
2. Show that if f is twice differentiable at Ax, then
V2h(z) = A*V? f(Az)A.

Exercise 1.9. Consider a mapping F(x) = G(H(x)) where H is differen-
tiable at x and G is differentiable at H(z). Derive the formula VF(z) =
VG(H(z))VH(x).

Exercise 1.10. Define the two sets

R}, ={zeR":z;>0foralli=1,...,n},
ST, ={XeS": X >0}

Consider the two functions f: R’f, — R and F': S, — R given by

fl@)==> logz and  F(X)=—Indet(X),
i=1
respectively. Note, from basic properties of the determinant, the equality
F(X) = f(MX)), where we set A(X) := (A1(X),..., \(X)).
1. Find the derivatives V f(z) and V?f(x) for z € R" ..

2. Using the property tr (AB) = tr (BA), prove VF(X) = —X ! and
V2F(X)[V] = X'V X! for any X = 0.

[Hint: To compute VF(X), justify
F(X4tV)—F(X)+t(X ", V) = —Indet(J+X 2V X V2)4tr (X 2V X712,

By rewriting the expression in terms of eigenvalues of X ~1/2V X~1/2,
deduce that the right-hand-side is o(¢). To compute the Hessian, ob-
serve

(X + V)_l — X—l/? <I+X_1/2VX_1/2>_1 )(—1/27
and then use the expansion
T+A) ' =T-A+A-A+. ... =T-A+0(|Al3)

whenever [|A|lo, < 1. ]



8 CHAPTER 1. REVIEW OF FUNDAMENTALS

3. Show
1 1
(VPF(X)[V],V) =X 2VX 2%

for any X = 0 and V € 8". Deduce that the operator V2F(X): S® —
S™ is positive definite.

1.5 Fundamental theorems of calculus & accuracy
in approximation

For any two points x,y € E, define the closed segment (z,y) := {\z + (1 —
ANy : A € [0,1]}. The open segment (z,y) is defined analogously. A set
Q@ in E is convez if for any two points z,y € @, the entire segment [z,y]
is contained in @. For this entire section, we let U be an open, convex
subset of E. Consider a C'-smooth function f: U — R and a point x € U.
Classically, the linear function

(z;y) = f(x) + (Vf(2),y — )

is a best first-order approximation of f near x. If f is C%-smooth, then the
quadratic function

Qz3y) = f(2) + (Vf(2),y — ) + 5(V2f(2)(y — ),y — )

is a best second-order approximation of f near x. These two functions play
a fundamental role when designing and analyzing algorithms, they furnish
simple linear and quadratic local models of f. In this section, we aim to
quantify how closely I(z;-) and Q(z;-) approximate f. All results will fol-
low quickly by restricting multivariate functions to line segments and then
applying the fundamental theorem of calculus for univariate functions. To
this end, the following observation plays a basic role.

Exercise 1.11. Consider a function f: U — R and two points z,y € U.
Define the univariate function ¢: [0,1] — R given by ¢(t) = f(z+t(y — x))
and let x; := = + t(y — x) for any t.

1. Show that if f is C'-smooth, then equality

' (t) = (Vf(x),y —z) holds for any t € (0,1).

2. Show that if f is C?-smooth, then equality

©"(t) = (V2f(x)(y —x),y —x) holds for any t € (0,1).

The fundamental theorem of calculus now takes the following form.
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Theorem 1.12 (Fundamental theorem of multivariate calculus). Consider
a C-smooth function f: U — R and two points x,y € U. Then equality

1
f(y) — flx) = /0 (Vf(@+ ty — 7)),y — ) dt,

holds.

Proof. Define the univariate function ¢(t) = f(z + t(y — x)). The funda-
mental theorem of calculus yields the relation

1
P =00 = [ oy
Taking into account Exercise the result follows. O

The following corollary precisely quantifies the gap between f(y) and its
linear and quadratic models, {(z;y) and Q(z;y).

Corollary 1.13 (Accuracy in approximation). Consider a C*-smooth func-
tion f: U — R and two points x,y € U. Then we have

1
f() = U ) + /O (VI + 1y —2)) — Vf(x),y — ) dt.

If f is C?-smooth, then the equation holds:

f() = Qi) + / / (V2f(x + s(y — 2)) — V2F(2)(y — 2),y — z) ds dt.

Proof. The first equation is immediate from Theorem [1.12] To see the sec-
ond equation, define the function ¢(t) = f(x+t(y —z)). Then applying the
fundamental theorem of calculus twice yields

1 1 t
)=o) = [ dwi= [ G0+ [da
1 1 t
— GO+ 5¢" 0+ [ [ ') -0 asar
0 0
Appealing to Excercise the result follows. O

Recall that if f is differentiable at z, then the relation holds:

— Uz
i 4 @) — Uz y)
yor |y — ]
An immediate consequence of Corollary is that if f is C'-smooth then

the equation above is stable under perturbations of the base point x: for
any point £ € U we have

=0.

i W) = Uz:y)

= 0.
zy=e |y —zf
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Similarly if f is C?-smooth, then
lim T W) — Q)

= 0.
wy=3 ly —z?

When the mappings Vf and V2f are Lipschitz continuous, one has even
greater control on the accuracy of approximation, in essence passing from
little-o terms to big-O terms.

Corollary 1.14 (Accuracy in approximation under Lipschitz conditions).
Given any [B-smooth function f: U — R, for any points x,y € U the in-
equality

B
‘f(y) - l(fv;y)‘ <5ly- z||?>  holds.
If f is C?-smooth with M -Lipschitz Hessian, then
M
1) - Q)| < lly .

It is now straightforward to extend the results in this section to mappings
F:U — R™. Given acurve v: R — R™, we define the intergral fol ~(t) dt =

(fol y(t)dt,..., fol Ym(t) dt), where «; are the coordinate functions of ~.
The main observation is that whenever ~; are integrable, the inequality

1 1
‘/ v(t)dtHg/ ()t holds.
0 0

To see this, define w = fol ~(t) dt and simply observe

1 1
2_ w w .
Jeo]® = /0 (y(t), w) dt < [l /0 ()] dt

Exercise 1.15. Consider a C'-smooth mapping F': U — R™ and two points
x,y € U. Derive the equations

1
Ply) = F(@) = | VP tly =)y =) it

F(y)=F(x)+ VF(z)(y —x) + /0 (VF(z+tly —x)) — VF(x))(y — x) dt.

In particular, consider a C'-smooth mapping F: U — Y, where Y is
some Euclidean space, and a point £ € U. Choosing an orthonormal basis
for Y and applying Excercise [1.15] we obtain the relation

L ) = F() = VF(@)(y — 2)
e ly ==

=0.
Supposing that F' is S-smooth, the stronger inequality holds:

IF@) ~ F(&) ~ VE@)y — )l < 5y — 2]
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Exercise 1.16. Show that a C'-smooth mapping F: U — Y is L-Lipschitz
continuous if and only if |VF(x)| < L for all x € U.
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Chapter 2

Smooth minimization

In this chapter, we consider the problem of minimizing a smooth function
on a Euclidean space E. Such problems are ubiquitous in computation
mathematics and applied sciences.

2.1 Optimality conditions: Smooth Unconstrained

We begin the formal development with a classical discussion of optimality
conditions. To this end, consider the problem

min f(x)

zeE

where f: E — R is a C'-smooth function. Without any additional assump-
tions on f, finding a global minimizer of the problem is a hopeless task.
Instead, we focus on finding a local minimizer: a point x for which there ex-
ists a convex neighborhood U of z such that f(x) < f(y) forally € U. After
all, gradients and Hessians provide only local information on the function.

When encountering an optimization problem, such as above, one faces
two immediate tasks. First, design an algorithm that solves the problem.
That is, develop a rule for going from one point xj to the next xxy1 by
using computable quantities (e.g. function values, gradients, Hessians) so
that the limit points of the iterates solve the problem. The second task
is easier: given a test point x, either verify that x solves the problem or
exhibit a direction along which points with strictly better function value
can be found. Though the verification goal seems modest at first, it always
serves as the starting point for algorithm design.

Observe that naively checking if = is a local minimizer of f from the very
definition requires evaluation of f at every point near x, an impossible task.
We now derive a verifiable necessary condition for local optimality.

Theorem 2.1. (First-order necessary conditions) Suppose that x is a local
minimizer of a function f: U — R. If f is differentiable at x, then equality
Vf(x) =0 holds.

13
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Proof. Set v := —V f(z). Then for all small ¢ > 0, we deduce from the
definition of derivative

fle+1tv) — f(z o(t
0< TEHZIE) oy + A0,
Letting t tend to zero, we obtain V f(z) = 0, as claimed. O

A point x € U is a critical point for a C'-smooth function f: U — R if
equality V f(z) = 0 holds. Theorem shows that all local minimizers of f
are critical points. In general, even finding local minimizers is too ambitious,
and we will for the most part settle for critical points.

To obtain werifiable sufficient conditions for optimality, higher order
derivatives are required.

Theorem 2.2. (Second-order conditions)
Consider a C?-smooth function f: U — R and fiz a point x € U. Then the

following are true.

1. (Necessary conditions) If x € U is a local minimizer of f, then
Vf(x)=0 and V*f(z) > 0.
2. (Sufficient conditions) If the relations
Vfz)=0 and V2f(x)>0
hold, then x is a local minimizer of f. More precisely,

lim inf M > )\min(VQf(x))'

v Ty —al? =

Proof. Suppose first that x is a local minimizer of f. Then Theorem
guarantees V f(x) = 0. Consider an arbitrary vector v € E. Then for all
t > 0, we deduce from a second-order expansion

fle+tv) — f(z o(t?
( ) = fl@) = (V2 f(z)v,v) + (t? )
Letting ¢ tend to zero, we conclude (V2f(x)v,v) > 0 for all v € E, as

claimed.
Suppose Vf(z) = 0 and V2f(z) = 0. Let € > 0 be such that B.(z) C U.
Then for points y — x, we have from a second-order expansion

f@)_f@):<v%@ﬁ<y_“7> y—= >+0wy—ﬂﬁ

sly — | ly ==/ lly — =l |y — |
o(lly — z[?)
> Amin(V2f(2)) + ———L 2
min(V"f () ly — =|?

Letting y tend to x, the result follows. O
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The reader may be misled into believing that the role of the neces-
sary conditions and the sufficient conditions for optimality (Theorem
is merely to determine whether a putative point x is a local minimizer of a
smooth function f. Such a viewpoint is far too limited.

Necessary conditions serve as the basis for algorithm design. If necessary
conditions for optimality fail at a point, then there must be some point
nearby with a strictly smaller objective value. A method for discovering
such a point is a first step for designing algorithms.

Sufficient conditions play an entirely different role. In Section we
will see that sufficient conditions for optimality at a point x guarantee that
the function f is strongly convex on a neighborhood of x. Strong convexity,
in turn, is essential for establishing rapid convergence of numerical methods.

2.2 Convexity, a first look

Finding a global minimizer of a general smooth function f: E — R is a hope-
less task, and one must settle for local minimizers or even critical points.
This is quite natural since gradients and Hessians only provide local in-
formation on the function. However, there is a class of smooth functions,
prevalent in applications, whose gradients provide global information. This
is the class of convex functions — the main setting for the book. This section
provides a short, and limited, introduction to the topic to facilitate algorith-
mic discussion. Later sections of the book explore convexity in much greater
detail.

Definition 2.3 (Convexity). A function f: U — (—o0, +00] is conver if the
inequality
fOz+ (1= Ny) <Af(2) + (1 =N f(y)

holds for all points x,y € U and real numbers A € [0, 1].

In other words, a function f is convex if any secant line joining two point
in the graph of the function lies above the graph. This is the content of the
following exercise.

Exercise 2.4. Show that a function f: U — (—o0,+00] is convex if and
only if the epigraph

epi f:={(z,r) e UxR: f(z) <r}
is a convex subset of E x R.

Exercise 2.5. Show that f: U — (—o0,+00] is convex if and only if the

inequality
k k
f <Z Aﬂ%‘) <Y O Nif(w),
i=1

=1
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holds for all integers k € N, all points z1,...,z; € U, and all real \; > 0
with 3% A = 1.

Convexity is preserved under a variety of operations. Point-wise maxi-
mum is an important example.

Exercise 2.6. Consider an arbitrary set T and a family of convex functions
ft: U — (—o0,+00] for t € T. Show that the function f(x) := sup;cp fi(x)
is convex.

Convexity of smooth functions can be characterized entirely in terms of
derivatives.

Theorem 2.7 (Differential characterizations of convexity). The following
are equivalent for a C'-smooth function f: U — R.

(a) (convexity) f is convex.

(b) (gradient inequality) f(y) > f(z) + (Vf(z),y — z) for all z,y € U.

(¢) (monotonicity) (Vf(y) —Vf(z),y —x) >0 for all z,y € U.

If f is C?-smooth, then the following property can be added to the list:
(d) The relation V2 f(x) = 0 holds for all x € U.

Proof. Assume @ holds, and fix two points z and y. For any ¢t € (0,1),
convexity implies

fle+tly—2) = flty+ (1 =t)z) <tf(y) + (1 -1)f(2),

while the definition of the derivative yields

[l +t(y =) = f(z) + LV (), y — ) + o(t).

Combining the two expressions, canceling f(z) from both sides, and dividing
by t yields the relation

fy) = @) = (Vf(z),y —z) + o(t) /.

Letting t tend to zero, we obtain property @
Suppose now that @ holds. Then for any z,y € U, appealing to the
gradient inequality, we deduce

fy) = fx) + (Vf(z),y — )

and
f@) = fy) + (Vi) —y).
Adding the two inequalities yields .
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Finally, suppose holds. Define the function ¢(t) := f(x + t(y — z))
and set x; := x + t(y — z). Then monotonicity shows that for any real
numbers ¢, s € [0, 1] with ¢ > s the inequality holds:

P'(t) = ¢'(s) = (Vf(z1),y — x) = (Vf(2s),y — )

= LV F() Vi), w2 2 0.

Thus the derivative ¢’ is nondecreasing, and hence for any x,y € U, we have

1
fly) = ¢(1) = »(0) +/O ¢'(r)dr > ¢(0) +¢'(0) = f(2) +(Vf(2),y — ).
Some thought now shows that f admits the representation

fly) =sup {f(z) + (V[(z),y —x)}

zelU

for any y € U. Since a pointwise supremum of an arbitrary collection of
convex functions is convex (Excercise , we deduce that f is convex,
establishing @

Suppose now that f is C?-smooth. Then for any fixed z € U and h € E,
and all small ¢t > 0, property @ implies

2
f@)+ 6V f(x), h) < flz+th) = f($)+f<Vf($),h>+%(v2f(ﬂf)h7 h)+o(t?).

Canceling out like terms, dividing by ¢, and letting ¢ tend to zero we deduce
(V2f(z)h,h) > 0 for all h € E. Hence (d) holds. Conversely, suppose
(d) holds. Then Corollary immediately implies for all z,y € E the
inequality

1 t
F ) —f (@) —(V f (), y—z) = /0 /0 (V2 f (- s(y—2)) (y—2), y—) ds dt > 0.

Hence @ holds, and the proof is complete. O
Exercise 2.8. Show that the functions f and F' in Exercise[l.10|are convex.

Exercise 2.9. Consider a C'-smooth function f: R® — R. Prove that
each condition below holding for all points z,y € R™ is equivalent to f
being S-smooth and convex.

L0 < f(y) = fx) = (Vf(z),y — ) < §lle —y?
2. f(@) +(Vf(2),y — o)+ 55V (@) = VIW)I* < f(y)

3. 5lIVF(@) = VIWI? < (V@) = V/(y)z—y)
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4. 0<(Vf(x) = VIy),z—y) < Bllz—yl?

[Hint: Suppose first that f is convex and -smooth. Then 1 is immediate.
Suppose now 1 holds and define the function ¢(y) = f(y)—(Vf(x),y). Show
using 1 that

o) =mino < 0 (y = 570)) < 60) - 5101
Deduce the property 2. To deduce 3 from 2, add two copies of 2 with x and
y reversed. Next applying Cauchy-Schwartz to 3 immediately implies that
f is B-smooth and convex. Finally, show that 1 implies 4 by adding two
copies of 1 with « and y reversed. Conversely, rewriting 4 deduce that the
gradient of the function ¢(z) = —f(x) + ngHQ is monotone and therefore
that ¢ is convex. Rewriting the gradient inequality for ¢ arrive at 1. |

Global minimality, local minimality, and criticality are equivalent notions
for smooth convex functions.

Corollary 2.10 (Minimizers of convex functions). For any C'-smooth con-
vex function f: U — R and a point x € U, the following are equivalent.

(a) = is a global minimizer of f,
(b) x is a local minimizer of f,
(c) x is a critical point of f.

Proof. The implications @ = @ = @ are immediate. The implication
@ = @ follows from the gradient inequality in Theorem O

Exercise 2.11. Consider a C'-smooth convex function f: E — R. Fix a
linear subspace £ C E and a point zg € E. Show that € £ minimizes the
restriction fz: £ — R if and only if the gradient V f(x) is orthogonal to L.

Strengthening the gradient inequality in Theorem [2.7] in a natural ways
yields an important subclass of convex functions. These are the functions
for which numerical methods have a chance of converging at least linearly.

Definition 2.12 (Strong convexity). We say that a C'-smooth function
f: U — R is a-strongly conver (with o > 0) if the inequality

fly) > f(x)+ (Vf(x),y —x)+ %Hy —z||* holds for all z,y € U.

Figure illustrates geometrically a 3-smooth and a-convex function.
In particular, a very useful property to remember is that if  is a mini-
mizer of an a-strongly convex C'-smooth function f, then for all 3 it holds:

) = f@) + Sy -«
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Qu

qx

Figure 2.1: Illustration of a S-smooth and a-strongly convex function f,
where Q. (y) = f(x) +(Vf(x),y—z)+ gHy — ||? is an upper models based
at x and ¢, (y) := f(z) + (Vf(z),y — z) + $[ly — z||* is a lower model based
at z. The fraction @ := /a is often called the condition number of f.

Exercise 2.13. Show that a C''-smooth function f: U — R is a-strongly
convex if and only if the function g(z) = f(z) — ||z is convex.

The following is an analogue of Theorem for strongly convex func-
tions.

Theorem 2.14 (Characterization of strong convexity). The following prop-
erties are equivalent for any C*-smooth function f: U — R and any constant
a > 0.

(a) f is a-conver.
(b) The inequality (V f(y)—V f(z),y—x) > ally—z|* holds for all z,y € U.
If f is C?-smooth, then the following property can be added to the list:

(c) The relation V2 f(x) = al holds for all x € U.

Proof. By Excercise property @ holds if and only if f — §ff - |? is
convex, which by Theorem is equivalent to @ Suppose now that f is
C2-smooth. Theorem [2.7] then shows that f — &/ - || is convex if and only
if (¢) holds. O

2.3 Rates of convergence

In the next section, we will begin discussing algorithms. A theoretically
sound comparison of numerical methods relies on precise rates of progress
in the iterates. For example, we will predominantly be interested in how fast
the quantities f(zy) —inf f, V f(xg), or ||zx — x*|| tend to zero as a function
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of the counter k. In this section, we review three types of convergence rates
that we will encounter.
Fix a sequence of real numbers a; > 0 with a; — 0.

1. We will say that a; converges sublinearly if there exist constants ¢, q >
0 satisfying
c
ap < T for all k.

Larger ¢ and smaller ¢ indicates faster rates of convergence. In par-
ticular, given a target precision € > 0, the inequality a; < e holds
for every k > (£)Y/4. The importance of the value of ¢ should not be
discounted; the convergence guarantee depends strongly on this value.

2. The sequence aj is said to converge linearly if there exist constants
¢ >0 and ¢ € (0,1] satisfying

ap < c-(1—q)* for all k.

In this case, we call 1 — ¢ the linear rate of convergence. Fix a target
accuracy € > 0, and let us see how large &k needs to be to ensure a; < e.
To this end, taking logs we get

-1 c
c-(1—-q¢f<e = k>7ln(7>.
(1-a)" < “In(l—-gq) \e
Taking into account the inequality In(1 — ¢) < —q, we deduce that
the inequality aj < € holds for every k > %ln(g). The dependence on
q is strong, while the dependence on c is very weak, since the latter
appears inside a log.

3. The sequence ay, is said to converge quadratically if there is a constant
c satisfying
apy+1 < c- az for all k.

Observe then unrolling the recurrence yields

1 k41
a1 < 2(600)2

The only role of the constant c¢ is to ensure the starting moment of
convergence. In particular, if cag < 1, then the inequality a; < ¢
holds for all k& > log, ln(é) —logy(—In(cap)). The dependence on ¢ is
negligible.

2.4 Two basic methods

This section presents two classical minimization algorithms: gradient de-
scent and Newton’s method. It is crucial for the reader to keep in mind how
the convergence guarantees are amplified when (strong) convexity is present.
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2.4.1 Majorization view of gradient descent

Consider the optimization problem

min f(z),

where f is a B-smooth function. Our goal is to design an iterative algorithm
that generates iterates xj, such that any limit point of the sequence {zy}
is critical for f. It is quite natural, at least at first, to seek an algorithm
that is monotone, meaning that the sequence of function values {f(zy)}
is decreasing. Let us see one way this can be achieved, using the idea of
magjorization. In each iteration, we will define a simple function my (the
“upper model”) agreeing with f at xx, and majorizing f globally, meaning
that the inequality my(z) > f(z) holds for all x € E. Defining zx41 to be
the global minimizer of my, we immediately deduce

f(@rg1) < mpg(pi1) < myg(ak) = f(or).

Thus function values decrease along the iterates generated by the scheme,
as was desired.

An immediate question now is where such upper models mj can come
from. Here’s one example of a quadratic upper model:

mi(a) = fla) + (V) x— o)+ Dl =gl (2)

Clearly my agrees with f at zp, while Corollary shows that the inequal-
ity mg(x) > f(x) holds for all x € E, as required. It is precisely this ability
to find quadratic upper models of the objective function f that separates
minimization of smooth functions from those that are non-smooth.

Notice that my has a unique critical point, which must therefore equal
Zk4+1 by first-order optimality conditions, and therefore we deduce

1
Tpr1 = ok — =V f(xg).

B

This algorithm, likely familiar to the reader, is called gradient descent. Let
us now see what can be said about limit points of the iterates x;. Appealing
to Corollary we obtain the descent guarantee

Fonan) < Slax) = (V). 879 (@) + 2187V )l

: 2 (2.2)
= f(ox) — %va(l’k)ﬂ :

Rearranging, and summing over the iterates, we deduce

k
S OIVE@)? < 28(f(z0) — fzre)).
1=0
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Thus either the function values f(zy) tend to —oo, or the sequence {||V f(z;)||*}
is summable and therefore every limit point of the iterates x; is a critical
points of f, as desired. Moreover, setting f* := limy_, f(x), we deduce
the precise rate at which the gradients tend to zero:

N 26(f (xo) — f)
kE+1 ’

mln HVf(sz )2 < k:—i—lZHVf

We have thus established the following result.

Theorem 2.15 (Gradient descent). Consider a 3-smooth function f: E —
R. Then the iterates generated by the gradient descent method satisfy

2B(f(xo) — f*)
kE+1 ’

: 2
Juin |V f ()" <

Convergence guarantees improve dramatically when f is convex. Hence-
forth let * be a minimizer of f and set f* = f(z*).

Theorem 2.16 (Gradient descent and convexity). Suppose that f: E— R

is convexr and B-smooth. Then the iterates generated by the gradient descent

method satisfy

Bllzo — =*|?
2k

Bllzo — x*||
—

flap) = 7 < (2.3)

and

_min [[Vf(@)] < (2.4

Proof. Since x4 is the minimizer of the S-strongly convex quadratic mg(+)
in (2.1), we deduce

Fli) < mpfanen) < mie’) = 5 g 2”2
We conclude
Flaien) < Flaw) + (T Gx), " = a8) + 2 oy — [ ~ i —2*]?)
R L )

Summing for ¢ = 1,...,k + 1 yields the inequality

k

S ()~ 1) < o —a” P

=1

and therefore

(@

?r \

k
Z < Bllzo —a|P”
— 2%k
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as claimed. Next, we verify (2.4). To this end, imagine we run gradient
descent for k iterations and then again for k iterations starting from xy.
Then from Theorem 2.15] we deduce

| 28 (f (i) = f*)
N

Applying the already proved estimate (2.3]) to upper bound f(xx) — f*, we
arrive at (2.4), as claimed. O

Thus when the gradient method is applied to a potentially nonconvex
B-smooth function, the gradients ||V f(xy)| decay as Bler 2"l while for
convex functions the estimate significantly improves to M
Better linear rates on gradient, functional, and iterate convergence is

possible when the objective function is strongly convex.

Theorem 2.17 (Gradient descent and strong convexity).
Suppose that f: E — R is a-strongly conver and [-smooth. Then the
iterates generated by the gradient descent method satisfy

k
*(12 Q —1 *12
T — X <|=—— To—x |7,
o =1 < (5 57) oo =)
where Q := B/ is the condition number of f.
Proof. Appealing to strong convexity, we have
ki1 —2*|* = [lag — 2" = BTV f ()|

= g — 27| + ;<Vf<xk>,x* )+ ;Z\Vf(xk)IIQ

2 1
< llaw =l 4+ 5 (£ = Flan) = Gl = aI) + IV S @)l
= (15 o =2+ 3 (5 = sl + 5190

Seeking to bound the second summand, observe the inequalities
£+ Gl =l < faen) < flaw) - 3519 @0l
Thus we deduce
s o < (1= 5) low = 27 -

Rearranging yields
k+1
v =o' < (857 ) lon =2l < (G57) oo —a"IP

as claimed. O

a

B

lsr — "%
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Thus for gradient descent, the quantities ||z — 2*||? converge to zero at
2

a linear rate % =1- o1 We will often instead use the simple upper
bound, 1 — ﬁ < 1—Q!, to simplify notation. Analogous linear rates for
|V f(zr)| and f(z)— f* follow immediately from S-smoothness and strong
convexity. In particular, in light of Section we can be sure that the

* |12
inequality ||z — z*||? < € holds after k > % In <@) iterations.

Exercise 2.18 (Polyak stepsize). Consider a differentiable convex function
f: E — R and let * be any of its minimizers. Consider the gradient descent
iterates

Try1 = T — WV f(2r),
for some sequence oy > 0.

1. By writing the term |21 — 2¥||? = |[(zxr1 — zx) + (zx — 2¥)||* and

expanding the square, deduce the estimate

2
i — a1 < Sllax — oI~ law) — F@) + 297 ()|
(2.5)

2. Supposing that you know the minimal value f* of f, show that the
sequence 7y, = % minimizes the right-hand-side of (2.5) in =,
thereby yielding the guarantee

ﬂmJ—ﬁ>2
IVfen)] )

|$m&-xw2ﬁww—$w2—<

3. Let xp be the sequence generated by the gradient method with aj =

%. Supposing that f is S-smooth, conclude the estimate

1 . _ Bllzo — |
(1) - st

=0

If f is in addition a-strongly convex, derive the guarantee

2
8]
nmﬂ—mFsQ—Qw%—fW

4
2.4.2 Newton’s method

In this section we consider Newton’s method, an algorithm much different
from gradient descent. Consider the problem of minimizing a C?-smooth
function f: E — R. Finding a critical point x of f can always be recast as
the problem of solving the nonlinear equation V f(z) = 0. Let us consider
the equation solving question more generally. Let G: E — E be a C'-
smooth map. We seek a point z* satisfying G(z*) = 0. Given a current
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iterate x, Newton’s method simply linearizes G at x and solves the equation
G(z)+VG(x)(y —x) = 0 for y. Thus provided that VG(x) is invertible, the
next Newton iterate is given by

ry =2 — [VG(2)] 'G(2).

Coming back to the case of minimization, with G = V f, the Newton iterate
xpn is then simply the unique critical point of the best quadratic approxi-
mation of f at xx, namely

QUrsy) = (&) + (V1) y — 2) + (V@) — o)y~ ),

provided that the Hessian V2 f(x) is invertible. The following theorem estab-
lishes the progress made by each iteration of Newton’s method for equation
solving.

Theorem 2.19 (Progress of Newton’s method). Consider a C*-smooth map
G: E — E with the Jacobian VG that is B-Lipschitz continuous. Suppose
that at some point x, the Jacobian VG(x) is invertible. Then the Newton
iterate rn = x — [VG(2)]7'G(x) satisfies

* B — *
len = 2"|| < SIVG@) - e = 27|,

where x* is any point satisfying G(z*) = 0.

Proof. Fixing an orthonormal basis, we can identify E with R™ for some
integer m. Then appealing to ([1.15)), we deduce

ry —2*t =2 —2* — VG(2)'G(x)
= VG(z) H(VG(z)(z — 2*) + G(z*) — G(x))

1
= 2)~ ! ) — T ¥ — ) (x — z* .
— VG() (/0 (VG(z) — VG(x + t(z" — 2)))( >dt)
Thus
1
oy —2* < VG - = — 2| /0 IVG(z) — VG (z + t(a* — z))| dt
< 2Iva@ - e - o),

as claimed. O

To see the significance of Theorem[2.19] consider a S-smooth map G: E —
E. Suppose that z* satisfies G(z*) = 0 and the Jacobian VG(z*) is invert-
ible. Then there exist constants €, R > 0, so that the inequality | VG (z) 7| <
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R holds for all € Bc(z*). Then provided that Newton’s method is initial-
ized at a point ¢ satisfying ||zo—z*|| < %, the distance ||xg4+1 —*|| shrinks
with each iteration at a quadratic rate.

Notice that guarantees for Newton’s method are local. Moreover it ap-
pears impossible from the analysis to determine whether a putative point is
in the region of quadratic convergence. The situation becomes much better
for a special class of functions, called self-concordant. Such functions form
the basis for the so-called interior-point-methods in conic optimization. We
will not analyze this class of functions in this text.

2.5 Computational complexity for smooth convex
minimization

In the last section, we discussed at great length convergence guarantees of
the gradient descent method for smooth convex optimization. Are there
algorithms with better convergence guarantees? Before answering this ques-
tion, it is important to understand the rates of convergence that one can
even hope to prove. This section discusses so-called lower complexity bounds,
expressing limitations on the convergence guarantees that any algorithm for
smooth convex minimization can have.

Lower-complexity bounds become more transparent if we restrict atten-
tion to a natural subclass of first-order methods.

Definition 2.20 (Linearly-expanding first-order method). An algorithm
is called a linearly-expanding first-order method if when applied to any (-
smooth function f on R™ it generates an iterate sequence {x} satisfying

xy, € xo + span {V f(zg),...,Vf(zr-1)} for k > 1.

Most first-order methods that we will encounter fall within this class.
We can now state out first lower-complexity bound.

Theorem 2.21 (Lower-complexity bound for smooth convex optimization).
For any k, with 1 <k < (n—1)/2, and any o € R™ there exists a convex
B-smooth function f: R™ — R so that iterates generated by any linearly-
expanding first-order method started at xqy satisfy

. _ 3B||lzo — z¥|)?
flzg) = f 3!(]2_“)2”,

ek — & > Ll — 2% (2.7)

(2.6)

where ¥ is any minimizer of f.

For simplicity, we will only prove the bound on functional values ([2.6]).
Without loss of generality, assume xzg = 0. The argument proceeds by
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constructing a uniformly worst function for all linearly-expanding first-order
methods. The construction will guarantee that in the k’th iteration of such
a method, the iterate x; will lie in the subspace R* x {0}"~*. This will
cause the function value at the iterates to be far from the optimal value.

Here is the precise construction. Fix a constant 8 > 0 and define the
following family of quadratic functions

o

k
(%(Z% + Z(Zz' —zip1)? 4+ 24) — zl>

=1

fk(zla Z27 MR} Zn) -
indexed by kK =1,...,n. It is easy to check that f is convex and -smooth.
Indeed, a quick computation shows

k—1

(Vf(@),0) = §(@F + D (0 = vig1)? + o))
=1
and therefore
k—1
0 < (Vi(@),v) < §((0F + 20207 +07) +9D) < Blloll”.
=1

Exercise 2.22. Establish the following properties of fx.

1. Appealing to first-order optimality conditions, show that fi has a
unique minimizer

1— 4 ifi=1,...
B, — o di=1,....k
0 ifi=k+1,...,n

2. Taking into account the standard inequalities,
k

k
1 1)3
E i = M and E i2 < M’
i=1 2 i=1 3

show the estimate ||Z||? < (k + 1).

3. Fix indices 1 < i < j < n and a point * € R’ x {0}"~*. Show
that equality f;(z) = fj(z) holds and that the gradient V fi(z) lies in
Rt « {O}n—(i—‘rl).
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Proving Theorem [2.21]is now easy. Fix k and apply the linearly-expanding
first order method to f := for41 staring at z9p = 0. Let z* be the min-
imizer of f and f* the minimum of f. By Exercise (part , the
iterate zp lies in R¥ x {0}"~%. Therefore by the same exercise, we have
f(zk) = fr(xx) > min fj. Taking into account parts[l]and 2]of Exercise
we deduce

a5 (1re) -5 (1 ats) s
|lzo — x*||2 ~ 12k +2) C32(k+1)2

This proves the result.

The complexity bounds in Theorem[2.21]do not depend on strong convex-
ity constants. When the target function class consists of S-smooth strongly
convex functions, the analogous complexity bounds become

2k
fa = 12 (YETT) lea—atlP 28)

2k
o -2 2 § (Vo) Beoa'IP 2.9)
where x* is any minimizer of f and @ := 3/« is the condition number. These
bounds are proven in a similar way as Theorem where one modifies
the definition of f; by adding a multiple of the quadratic || - ||?.

Let us now compare efficiency estimates of gradient descent with the
lower-complexity bounds we have just discovered. Consider a [-smooth

convex functions f on E and suppose we wish to find a point z satisfying
f(z) — f* < e. By Theorem m gradient descent will require at most

k<O M) iterations. On the other hand, the lower-complexity
bound ([2.6)

the goal within k < O | 4/ 6”‘7005“) iterations. Clearly there is a large gap.

Note that the bound ([2.7)) in essence says that convergence guarantees based
on the distance to the solution set are meaningless for convex minimization
in general.

Assume that in addition that f is a-strongly convex. Theorem [2.16
shows that gradient descent will find a point z satisfying ||z — 2*||? < e

after at most £ < O <gln (M ) iterations. Looking at the corre-
sponding lower-complexity bound (2.9), we see that no first-order method
can be guaranteed to find a point z with ||z — 2*||? < ¢ after at most

k<O <\/§ In (M)) iterations. Again there is a large gap between

convergence guarantees of gradient descent and the lower-complexity bound.
Thus the reader should wonder: are the proved complexity bounds
too week or do their exist algorithms that match the lower-complexity

shows that no first-order method can be guaranteed to achieve
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bounds stated above. In the following sections, we will show that the lower-
complexity bounds are indeed sharp and there exist algorithms that match
the bounds. Such algorithms are said to be “optimal”.

2.6 Conjugate Gradient Method

Before describing optimal first-order methods for general smooth convex
minimization, it is instructive to look for inspiration at the primordial
subclass of smooth optimization problems. We will consider minimizing
strongly convex quadratics. For this class, the conjugate gradient method —
well-known in numerical analysis literature — achieves rates that match the
worst-case bound for smooth strongly convex minimization.

Setting the groundwork, consider the minimization problem:

min f(z) := §(Az, ) — (b,),

where b € R" is a vector and A € S" is a positive definite matrix. Clearly
this problem amounts to solving the equation Ax = b. We will be interested
in iterative methods that approximately solve this problem, with the cost
of each iteration dominated by a matrix vector multiplication. Notice, that
if we had available an eigenvector basis, the problem would be trivial. Such
a basis is impractical to compute and store for huge problems. Instead,
the conjugate gradient method, which we will describe shortly, will cheaply
generate partial eigenvector-like bases on the fly.

Throughout we let 2* := A~'b and f* := f(z*). Recall that A induces
the inner product (v, w)4 := (Av,w) and the norm |jv||4 := \/(Av,v) (Ex-

ercise .

Exercise 2.23. Verify for any point x € R” the equality

1
f@) =1 = 5le =)

We say that two vectors v and w are A-orthogonal if they are orthogonal
in the inner product (-,-)4. We will see shortly how to compute cheaply
(and on the fly) an A-orthogonal basis.

Suppose now that we have available to us (somehow) an A-orthogonal
basis {v1,va,...,v,}, where n is the dimension of R™. Consider now the
following iterative scheme: given a point 21 € R™ define

{ ty = argmin, f(zy + tvg)
Th4+1 = Tk + tkvk

This procedure is called a conjugate direction method. Determining ¢, is easy
from optimality conditions. Henceforth, define the residuals ri, := b — Axy.
Notice that the residuals are simply the negative gradients r, = —V f(zy).
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<Tk ,’Uk)

Exercise 2.24. Prove the formula ¢, = TR
klla

Observe that the residuals r; satisfy the equation
Tk+1 =Tk ——tkzivk. (2.10)

We will use this recursion throughout. The following theorem shows that
such iterative schemes are “expanding subspace methods”.

Theorem 2.25 (Expanding subspaces). Fiz an arbitrary initial point x; €
R"™. Then the equation

(rk+1,0vi) =0 holds for alli=1,...,k (2.11)

and x4 is the minimizer of f over the set x1 + span{vy,...,v;}.

Proof. We prove the theorem inductively. Assume that equation (2.11]) holds
with k replaced by k — 1. Taking into account the recursion (2.10) and
Exercise [2.24] we obtain

(Prs1,08) = (ri, vi) — b Jogl|% = 0.

Now for any index i =1,...,k — 1, we have

(Tht1,0i) = (T, Vi) — e (Vk, V) 4 = (T, vi) = 0.

where the last equation follows by the inductive assumption. Thus we have
established (2.11)). Now clearly wy1 lies in @1 + span{vi,...v;z}. On the
other hand, equation shows that the gradient Vf(xp41) = —rgsq is
orthogonal to span {vy,...v;}. It follows immediately that xj,1 minimizes
f on x1 +span{vy,...v;}, as claimed. O

Corollary 2.26. The conjugate direction method finds x* after at most n
iterations.

Now suppose that we have available a list of nonzero A-orthogonal vec-
tors {v1,...,vp—1} and we run the conjugate direction method for as long
as we can yielding the iterates {x1,...,zr}. How can we generate a new A-
orthogonal vector vy using only vip_1?7 Notice that 7y is orthogonal to all the
vectors {v1,...,vx_1}. Hence it is natural to try to expand in the direction
r,. More precisely, let us try to set vy = i + Brvr_1 for some constant Fy.
Observe that (i is uniquely defined by forcing v; to be A-orthogonal with
Vi—1-

0= (Uk, V1) 4 = (T Vk—1) 4 + Br lor—1 % -

What about A-orthogonality with respect to the rest of the vectors? For all
1 < k — 2, we have the equality

(U, Vi) A = (Thy Vi) 4 + Brevk—1,vi) 4 = (ri, Avy) =t (rg, 7y — 1i41).
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Supposing now that in each previous iteration ¢ = 1,..., k—1 we had also set
v; := 1+ Bivi—1, we can deduce the inclusions 7, r;4+1 € span {v;, v;_1, Viy1}.
Appealing to Theorem and the inequality above, we thus conclude that
the set {vi,...,vx} is indeed A-orthogonal. The scheme just outlined is
called the conjugate gradient method.

Algorithm 1: Conjugate gradient (CG)

1 Given zg;
2 Set rg <+ b — Axg, vg < 19, k < 0.
3 while r; # 0 do
4

i — <’"’“’”’§>
llvk Iz
5 Tyl < T + trUE
6 | Tl b— Argy
(Tk41,V8)A
7 kL lk)A
Bt Ton

8 Vkt1 < Tkl + Bry1vk
9 k+—k+1

10 end

11 return xy

Convergence analysis of the conjugate gradient method relies on the
observation that the expanding subspaces generated by the scheme are ex-
tremely special. Define the Krylov subspace of order k by the formula

Ki(y) = span {y, Ay, A%y,..., AFy}.

Theorem 2.27. Consider the iterates xi generated by the conjugate gradi-
ent method. Supposing xy # x*, we have

(rg,r;) =0 forall i=0,1,...,k—1, (2.12)
(vg,vi)a =0 forall ¢=0,1,...,k—1, (2.13)

and
span {ro, r1,...,7k} = span{vg, v1,..., vt} = Kg(r0)- (2.14)

Proof. We have already proved equation , as this was the motivation
for the conjugate gradient method. Equation follows by observing
the inclusion r; € span {v;,v;_1} and appealing to Theorem We prove
the final claim by induction. Clearly the equations hold for k£ = 0.
Suppose now that they hold for some index k. We will show that they
continue to hold for k + 1.

Observe first that the inclusion

span {rg,r1,...,7k+1} C span{vg, v1,...,Vks1} (2.15)
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holds since r; lie in span{v;,v;_1}. Taking into account the induction
assumption, we deduce vii1 € span{riii,vr} C span{ro,71,...,Tk1}-

Hence equality holds in (2.15).
Next note by the induction hypothesis the inclusion

Th+1 = 1 — b Avg, € Kg(ro) — Ki41(ro) € Ki+1(ro)-
Conversely, by the induction hypothesis, we have
AFFlrg = A(A¥rg) C span {Avg, ..., Avg} Cspan{rg, ..., 751}
This completes the proof. ]

Thus as the conjugate gradient method proceeds, it forms minimizers of
f over the expanding subspaces x¢+/Cx(ro). To see convergence implications
of this observation, let Pj, be the set of degree k univariate polynomials with
real coefficients. Observe that a point lies in K (rg) if and only if has the
form p(A)rg for some polynomial p € Py. Therefore we deduce

2f(zer) = f7) = inf 2(f(z) - f7)

xexO“F}Ck(To)
= inf r— 2*1% = min llzn — p(A)ro — z*12
z€x0+ICk(r0)” Ia pepkH 0o —p(A)ro iz}

Let Ay > Xa > ... > )\, be the eigenvalues of A and let A = UAUT be an
eigenvalue decomposition of A. Define z := U (29 — z*). Plugging in the
definition of rg in the equation above, we obtain

2f(rsr) = 1) = min [[(z0 — ") + p(A)Alwo — ) [}

— min ||(I + p(A)A)z||?
min (I +p(A)A)z||z

=1
n
< <Z; )\Zz22> ;2%16 Z:n’llaxn (1+ p()\i))\i)Q.
1=

Observe now the inequality Y ; \izZ = [|2]|3 = |lzo — *|%. Moreover, by
polynomial factorization, polynomials of the form 1+ p(A)A, with p € Py,
are precisely the degree k + 1 polynomials ¢ € Py satisfying ¢(0) = 1. We
deduce the key inequality

1
Flara) = [ < Slleo — 2| - max g(r)? (2.16)
for any polynomial ¢ € Priq with ¢(0) = 1. Convergence analysis now
proceeds by exhibiting polynomials ¢ € P11, with ¢(0) = 1, that evaluate
to small numbers on the entire spectrum of A. For example, the following
is an immediate consequence.
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Theorem 2.28 (Fast convergence with multiplicities). If A has m distinct
etgenvalues, then the conjugate gradient method terminates after at most m
iterations.

Proof. Let 1, ...,vm be the distinct eigenvalues of A and define the degree
m polynomial ¢(\) := (fllm (A=") (AN =7m). Observe ¢(0) = 1. More-

over, clearly equality 0 = ¢(+;) holds for all indices i. Inequality (2.16) then
implies f(x,,) — f* =0, as claimed. O

For us, the most interesting convergence guarantee is derived from Cheby-
shev polynomials. These are the polynomials defined recursively by

Ty = 1,
Ti(t) = t,
Thr1 () = 2Ti(t) — Thor ().

Before proceeding, we explain why Chebyshev polynomials appear naturally.
Observe that inequality (2.16)) implies

1
x — "< Zllwg—2*|4 -  max )2
Fl@rs) = f* < Sllwo — 27|13 \ehax a(A)
It is a remarkable fact that Chebyshev polynomials, after an appropriate
rescaling of the domain, minimize the right-hand-side over all polynomials
q € P11 satisfying ¢(0) = 1. We omit the proof since we will not use this
result for deriving convergence estimates. See Figure 2.2] for an illustration.

Figure 2.2: T5, 119, Tyo are shown in red, black, and violet, respectively, on
the interval [—1,1].

For any k > 0, the Chebyshev polynomials T}, satisfy the following two
key properties

(i) |Te(t)| <1 for all t € [1,1],

(i) Ti(t) := 3 ((t FVE DR (- VB 1)k> whenever |¢| > 1.



34 CHAPTER 2. SMOOTH MINIMIZATION

Theorem 2.29 (Linear convergence rate). Letting Q = A1/\, be the con-
dition number of A, the inequalities

JO -1

2k
A T o — ﬂf*Hi hold for all k.
V@ + )

f(a:k)—f*g(

Proof. Define the normalization constant ¢ := Ty (%) and consider the

degree k polynomial g(\) = ¢~ 1T}, (%) Taking into account ¢(0) =

1, the inequality ([2.16]), and properties (i) and (i), we deduce

flog) — f* < (V)2 < T, (A1+/\n>2

max
Fllzo — 2*[|4 ~ Aelnhi] Al — A

(%) ()] (%)

The result follows. O

Thus linear convergence guarantees of the conjugate gradient method
match those given by the lower complexity bounds (2.8).

2.7 Optimal methods for smooth convex minimiza-
tion

In this section, we discuss optimal first-order methods for minimizing -
smooth functions. These are the methods whose convergence guarantees

match the lower-complexity bounds (2.6)) and ([2.8]).

2.7.1 Fast gradient methods

We begin with the earliest optimal method proposed by Nesterov. Our anal-
ysis, however, follows Beck-Teboulle and Tseng. To motivate the scheme,
let us return to the conjugate gradient method (Algorithm . There are
many ways to adapt the method to general convex optimization. Obvious
modifications, however, do not yield optimal methods.

With f a strongly convex quadratic, the iterates of the conjugate gradient
method satisfy

kB
Tpy1 = T+ v = T+ (rr + Brvg—1) = o1 — t,V f(21) + 751971(3% —Tp—1)-

Thus x4 is obtained by taking a gradient step xy — txV f(zx) and correct-
ing it by the momentum term %(wk —xp_1), indicating the direction from

which one came. A direct extension of this procedure to minimizing general
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smooth convex functions leads to the so-called Heavy Ball Method. Un-
fortunately, the convergence guarantees of this algorithm do not match the
lower complexity bounds we previously established. Instead, let us slightly
change the functional form of the recurrence. To this end, let f: E — R be
a B-smooth convex function and consider the following recurrence

Yk = Tk + Ve(Th — Tp—1)
1
Tt1 = Y — vi(yk)
for an appropriately chosen control sequence v > 0. The reader should
think of {x} as the iterate sequence, while {yx} — the points at which we
take gradient steps — are the corrections to x; due to momentum.
Note that setting v, = 0 reduces to gradient descent. We will now see

that the added flexibility of choosing nonzero -, leads to faster methods.
Define the linearization

Wy;z) = f(2) +(Vf(z),y — ).
The analysis begins as gradient descent (Theorem |2.16)). Since y — I(y; yx)+

gHy — yi||? is a strongly convex quadratic, we deduce

B
f(@py) < Uzpgrsyr) + §H$k+1 —yel?

B
< Uy;yw) + §(||y —yl? = lly — zrsal]),

for all points y € E. Let ™ be the minimizer of f and f* its minimum. In the
analysis of gradient descent, we chose the comparison point y = x*. Instead,
let us use the different point y = agz™* + (1 — ay)xy for some ay € (0,1]. We
will determine a; momentarily. We then deduce

f(@pi1) < Uapz™ + (1 — ag)wr; yi)
2 (o + (1= ahac — il — lana® + (1 aw)ag — i )
= apl(z;yk) + (1 — ap)l(zk; y)
lz* =[x — ag H(ar = y)llI” = llo* — [z — ai (2 — ze0)]]1%) -

Convexity of f implies the upper bounds I(z*;yx) < f(z*) and l(zg;yr) <
f(x1). Subtracting f* from both sides and dividing by a2 then yields
1—ay

S (o) = ) < S5 () - 1)

k k

+ 2 (e — (o — o i — )2 (217)

— |lz* — [z — ap,  (zk — $k+1)”|2>-
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Naturally, we would like to now force telescoping in the last two lines by
carefully choosing v and ap. To this end, looking at the last term, define
the sequence

211 = T — alzl(xk — Tpt1)- (2.18)

Let us try to choose v and aj, to ensure the equality 2z = xf — a;l(xk —Y)-
From the definition (2.18]) we get

2 =apo1 — ap (@1 — 2p) = 26 + (L —a; ') (Te—1 — ).
Taking into account the definition of y;, we conclude
2 =z + (1= a2 (@ — w)-
Therefore, the necessary equality
(=gl )y’ = =

holds as long as we set v = ak(a,;ll —1). Thus the inequality (2.17)) becomes

1 ,8 % 1-— ag * ﬁ
—5 (f(@rs1) = 1)+ Slla* = zinl® < == (Flaw) = ) + S lla* — z”.
ai, 2 ag 2
(2.19)
Set now ag = 1 and for each k > 1, choose a; € (0, 1] satisfying
1-— 1
e (2.20)
aj k—1

Then the right-hand-side of (2.19) is upper-bounded by the same term as
the left-hand-side with k replaced by k — 1. Iterating the recurrence (2.19))
yields

1—&0

L (Flane) — £ < E (o) — )+ Dt — ol
k

ao

Taking into account ag — 1 = 0 and 29 = xg — aal(xo — Yo) = Yo, we finally
conclude

« B«
flain) = S < Dl ol
Looking back at (2.20)), the choices a; = k—iz are valid, and will yield the

efficiency estimate

* 26 - 2
floen) = £ < M

Thus the scheme is indeed optimal for minimizing B-smooth convex func-
tions, since this estimate matches the lower complexity bound (2.7). A
slightly faster rate will occur when choosing ax € (0, 1] to satisfy ([2.20]) with

equality, meaning
\/ai+4az—az (2.21)

2

g1 =
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Exercise 2.30. Suppose a9 = 1 and ay is given by (2.21)) for each index
k > 1. Using induction, establish the bound a; < ,%2, for each k£ > 0.

As a side-note, observe that the choice ap = 1 for each k£ reduces the
scheme to gradient descent. Algorithm [2] and Theorem summarize our
findings.

Algorithm 2: Fast gradient method for smooth convex minimization
Input: Starting point xg € E.
Set k=0and ap =a_1 = 1;
for k=10,..., K do

Set

Y = vk + ag(agt, — 1)z — 1)

Thy1 =Yg — ;Vf(yk) (2.22)

Choose a1 € (0, 1) satisfying

(2.23)

k+ k+1.
end

Theorem 2.31 (Progress of the fast-gradient method). Suppose that f is
a B-smooth convexr function. Then provided we set ap < ,{%LQ for all k in
Algorithm [, the iterates generated by the scheme satisfy

v 2Bll2* — o?

flar) =7 < CEE (2.24)

Let us next analyze the rate at which Algorithm [2] forces the gradient
to tend to zero. One can try to apply the same reasoning as in the proof of
Theorem[2.16] One immediately runs into a difficulty, however, namely there
is no clear relationship between the values f(yr) and f(zy). This difficulty
can be overcome by introducing an extra gradient step in the scheme. A
simpler approach is to take slightly shorter gradient steps in .

Theorem 2.32 (Gradient convergence of the fast-gradient method).
Suppose that f is a B-smooth convex function. In Algom‘thm@ set ap, < Ti2

for all k and replace line (2.22) by 1 = yr — %Vf(yk) Then the iterates
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generated by the algorithm satisfy
4B||z* — wo|®

flag) = f7 < (RS (2.25)
: 8v/3 - Bllz* — o]
A IVl < e e 1 (226

Proof. The proof is a slight modification of the argument outlined above of
Theorem .31 Observe

f(@ps1) < Uzps1; k) + ngkH — ykl)®
28 1
< Upy1sye) + 7||95k+1 — yil? - 33 IV £ (yr) ||

< )+ 2 (= welP =y = 2w ) = o IV S
Continuing as before, we set zp = xp — a,;l(:ck — y) and obtain
L (Flanra) = %)+ Blle” = P <
< B (flaw) = £+ Blla” = zl® = g5z IVl

=1, and 29 = zg. Iterating the inequality yields

k k—1

1 1 < V)
2 @ra) = 1)+ Blla” =zl < Blla” - 2oll® - 55 Zl ”f(?y)”

Ignoring the second terms on the left and right sides yields (2.25). On the
other hand, lower-bounding the left-hand-side by zero and rearranging gives

k

) 1 .

Z.:nlnnkHVf(yi)H?' § <a2) < 852Hx —370H2-
i=1 i

Taking into account the inequality

LS (i+2)?2 1 k(k+1)(2k + 1)
Z<2>ZZ 4 Zz:: 24 ’

i=1 ( i=1

we conclude
19232||x* — xo]|?

S W= T D 2k 1)
Taking a square root of both sides gives ([2.26)). O

Thus the iterate generated by the fast gradient method with a damped
step-size satisfy min;—1 1 [|Vf(y)] < O (W) This is in contrast

to gradient descent, which has the worse efficiency estimate O (M

We will see momentarily that surprisingly even a better rate is possible by
applying a fast gradient method to a small perturbation of f.
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A restart strategy for strongly convex functions

Recall that gradient descent converges linearly for smooth strongly convex
functions. In contrast, to make Algorithm [2|linearly convergent for this class
of problems, one must modify the method. Indeed, the only modification
that is required is in the definition of aj in (2.23]). The argument behind
the resulting scheme relies on a different algebraic technique called estimate
sequences. This technique is more intricate and more general than the argu-
ments we outlined for sublinear rates of convergence. We will explain this
technique in Section [2.7.2

There is, however, a different approach to get a fast linearly convergent
method simply by periodically restarting Algorithm[2] Let f: E — R be a (-
smooth and a-convex function. Imagine that we run the basic fast-gradient
method on f for a number of iterations (an epoch) and then restart. Let x
be the k’th iterate generated in epoch i. Theorem [2.31| along with strong
convexity yields the guarantee

26lja* —ajl> _ 48
k+12 —ak+l)

flay) = f" < 5 (F(z) = 7). (2.27)

Suppose that in each epoch, we run a fast gradient method (Algorithm for
N iterations. Given an initial point xy € E, set :c8 := x and set 336 = x§\71
for each i > 1. Thus we initialize each epoch with the final iterate of the
previous epoch.

Then for any ¢ € (0,1), as long as we use Ny > 1/;% iterations in each

epoch we can ensure the contraction:
Flag) = f* < q(flegh) = f) < ' (flxo) — ).
The total number of iterations to obtain z}, is iN,. We deduce
Fag) = £ < (@)™ (f o) = ).
Let us therefore choose ¢ according to

min ql/Nq.
q

Using logarithmic differentiation, the optimal choice is ¢ = e~2, yielding
N, = ’726\/5-‘ . Thus we have a complete algorithm (Algorithm .
To see that this is indeed an optimal method, observe the bound

-1
—2|2e4/2 =2
g <A
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Algorithm 3: Fast gradient method with restarts

Input: Starting point xg € E.

Set i,k =0, 23 = 20, and N = ’726\/5-‘ .

fori=20,..., K do
Let a:fv be the N’th iterate generated by Algorithm [2| initialized
with xf).
Set i =17+ 1 and :L'ZQJrl =zl
end

€ (—%,0]. Noting for z € (—1,0), the

Simple algebra shows 3

=2
1+2e+/B/
inequality e* <1+ z + %xz <1+ %x, we conclude

g/Ne <1 5/3

N 14 2e\/B/a

Thus the method will find a point x satisfying f(z) — f* < e after at most
1+2ey/ B/ In ({ @)=~
5/3 1 €

the lower complexity bound (2.8]) for smooth strongly convex minimization.

iterations of fast gradient methods. This matches

2.7.2 Fast gradient methods through estimate sequences

In this section, we describe an algebraic technique for designing fast gradient
method for minimizing a B-smooth a-convex function. In the setting o = 0,
the algorithm will turn out to be identical to Algorithm The entire
construction relies on the following gadget.

Definition 2.33 (Estimate Sequences). Given real numbers \; € [0, 1] and
functions ¢r: E — R, we say that the sequence (\g, ¢r(z)) is an estimate
sequence if A\ \, 0 and the inequality

Pr(r) < (1= Ap) f(2) + Axgo(x) (2.28)
holds for all z € E and k£ > 0.

This notion may seem abstract at first sight. Its primary use comes from
the following observation. Suppose we are given an estimate sequence and
we can find a point xj satisfying

Flax) < 6} = min gy (2).
Then we immediately deduce

flzre) < (1= M) f* + Mg
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and hence
flar) = 7 < Mo — 1) (2.29)

Thus the rate at which \; tends to zero directly controls the rate at which
the values f(z}) tend to f*.

Thus we have two items to consider when designing an algorithm based
on estimate sequences: (i) how to choose an estimate sequence (Ag, ¢r(x))
and (i) how to choose zj, satisfying f(zy) < ¢;.

Let us address the first question. Looking at the definition, it is natural
to form an estimate sequence by successively averaging quadratic models of
f formed at varying points yi. Define the lower quadratic models

Qu(w) = fu) + (V(y) =) + Sl =yl

Exercise 2.34. Suppose that f: E — R is C''-smooth and a-strongly con-
vex. Fix two sequences {y;}r>0 C E and {t;}r>0 C [0, 1], and consider an
arbitrary function ¢o: E — R. Define the sequence (Mg, ¢x) inductively as
follows:

A =1
A1 = (1= ti) A
(

Sry1 = (1 — tg)or + txQy,

1. Show that the sequence (A, ¢ ) satisfies (2.28]). (Hint: Begin by noting
Pr1 < (1 —tr)r + trf)

2. Show that provided ) 7, tr = +oo, we have Ay N\, 0 and therefore
(Ak, dk) is an estimate sequence for f.

It is clear that if we choose ¢g to be a simple quadratic ¢o(z) = ¢ +
Lz — vp||?, then all ¢, will be simple quadratics as well, in the sense that
their Hessians will be multiples of identity.

Exercise 2.35. Let
po(z) = ¢y + *H:L" —vol|?,

where ¢ € R, 79 > 0, and vg € E are chosen arbitrary. Show by induction
that the functions ¢y, in Exercise preserve the same form:

Pr () = <Z>k+*Hf€—ka2
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where

Vi1 = (1 =) + tray,

1
Vkg1 = — [(1 = tr) vk + teoyr — 8V f (yr)]
Yk+1

2

Prr1 = (1 —tr)dy + e f(yr) — 5 E |V (yn)|?
Yk+1
+ t'“(lv;tfm (Sl = el + (V) v = wi)) - (2:30)

Now having available an estimate sequence constructed above, let’s try
to find the sequence {z}} satisfying f(zx) < ¢;. Suppose we already have
available a point x satisfying this condition; let us see how to choose xy1.
Lowerbounding the term ||y, — v in by zero, we deduce

2
Gt > (- ti)f (o) + tuf (i) — —F— IV F )|

2Yk41
t(l—t
N k(1 — 1)k
Vk+1

(Vf(Yk), vk — Yr)-

Combining this with f(xx) > f(yx) + (Vf(yk), 2k — yk), yields
th
29541

19 7))+ (1) (V£ (), 22
Vk+1

Phs1 = (f(yk)— (Vk—Yr)+ T —Yk)-

The term in parenthesis is reminiscent of a descent condition for a gradient
step, f(yx) — %HVf(yk)\P > flyr — BV f(yx)). Let us therefore ensure

t2 : . .
27,511 = ﬁa by finding t;, satisfying
tiﬂ = Yk+1 = (1 — tk)’)/k —+ tka’
and set

1
Thy1 = Yk — vi(yk)~
We then deduce

175072

G = flapgr) + (1 = te)(Vf(yr),
V41

(Vk — Yr) + Tk — Yr)-

Finally let us ensure

175977
Ve+1

(vk — yk) + 2 — Yk = 0,

by setting
_ LYKV Tt Y1 Tk
Vi +teee
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Algorithm 4: Fast gradient method based on estimate seqeunces

Input: Starting point xg € E.
Set k=0, vo = xg, and ¢f = f(zo);
for k=0, ..., K do

Compute t; € (0,1) from equation
Bt2 = (1 — )y + trov. (2.31)
Set
Vi1 = (1 —ti) e + thex (2.32)
t
i = kVkVk + Ve+1Tk (2.33)
M+t
1
Tht+1 = Yk — 5vf(yk> (2-34)
1—1¢ t —1
i (1 — k) vk + troye — 6V f (yk) (2.35)
Ye+1
Set k + k+ 1.
end

With this choice, we can be sure ¢, ; > f(zr41) as needed. Algorithm
outlines this general scheme.

Appealing to (2.29) and exercise we see that the point x; generated
by Algorithm [4] satisfy

Fa) = < [ f(wo) = £ + Bllao — 27| (2.36)

where \g = 1 and g = Hf;ol(l —t;). Thus in understanding convergence
guarantees of the method, we must estimate the rate at which A\, decays.

Theorem 2.36 (Decay of \;). Suppose in Algom'thm we set yg > «. Then

Ak Smin{<1— \/g>k, (2\/Bji\/%>2}.

Proof. Observe that if v, > «a, then

B2 = a1 = (1 — tp) vk + tha > o

B
For the other inequality, let ¢; = ﬁ Taking into account that \; are
J

k
This implies t; > \/% and hence A = IIFJ (1 — ;) < (1 - g) .
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decreasing, observe

Cit1 — ;i \F VA _ Aj = Aj+
! VAV VAN VA
)‘ _)‘]+1 Aj— (L= 15)A _ t

=2, iV A+ 20N 2N

Notice 79 = Y0Ao. Assuming 7; > 1\; we arrive at the analogous inequality
for j 4+ 1, namely

Yir1 = (L=t5)7; = (L= )70 = 0Aj41-

Thus YAj+1 < Y41 = Bt] which implies that é’ So we
deduce that
1 Y0
Cj+1 = Cj = 2V
Summing over j =0,...,k — 1, we get
k [y
—en > . |2
Cr —Co = B 3
and hence
1 k’ Y0
1> -. 2
VA 2 B
The claimed estimate
4
< 3
(2v/B + ky0)
follows. O

Corollary 2.37. Setting yo = 8 in Algorithm[§) yields iterates satisfying

Flow) - 1 < mmn{(l— \/g)k(kfw} S

Proof. This follows immediately from inequality -, Theorem and
the inequality f(zo) — f* < Z||zo — x*|2. O

Let us try to eliminate vg. Solving for vg in (2.33)) and plugging in this
description into ([2.35) and rearranging yields the equality

L (Q=tehthiay, Loy, — LG f(y,).

v =
k+1 Vk+1 173 e Tk Vk+1
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Hence we deduce

_ 1 YEe+1 1—1 1
Ykl = 50 Tt IR T T TR T va(yk)

= ap + 5 (Thp1 — Th).

where the first inequality follows from (2.32) and (2.31)), while the last uses
(2.34). Plugging in the analogous expression of vg41 into ([2.33)) yields

tet1Ve+1(1—tk)

b (Vi1 Hrg100) )

Yk+1 = Tga1 +
= Tpy1 + G(Try1 — 1),

where we define
G = ter1ver1(1—tx)
k= (kg1 tte1a)

Thus vy, is eliminated from the algorithm. Let us now eliminate ;. To this
end note from (2.31)) tx100 = Btiﬂ — (1 = tk+1)Vk+1, and hence

Ch = b1 (L=te) e (=t)  _ te(1—tk)
T (B Hteriverr) (Bt tuet) T tegitty )

where the last equality uses 411 = ﬂt%. Finally plugging in 511 = Btz into

31) yields

tipr = (1= o)t} + Gtera.

Thus 4 is eliminated from the scheme.

Algorithm 5: Simplified fast gradient method
Input: Starting point z¢ € E and ¢y € (0, 1).
Set k =0 and yg = x¢;
for k=0, ..., K do

Set

Tyl = Yk — ;Vf(yk)-

Compute tgy1 € (0,1) from the equation

thr = (1= o)t} + Gtea (2.37)
Set, a )
(1l — 1%
= Ty + 2 g — ).
Ykt1 = Tyl t%+tk+1( k1 — Tk)
end

Thus we have established the following.
Corollary 2.38. Setting tg = % in AlgorithmE] yields iterates satisfying

flog) = 7 < Bmin{(l - \/?)k(ka)?} lzo — 27|,
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It is important to note that in the case a = 0, Algorithm [5| is exactly
Algorithm [2| with aj = tg. Indeed, equality can be rewritten as

I —tp4r 1

o B

which is exactly the equality in . Moreover observe

te(1—tr) _ ( t

G+t \8 + e

)6 =1 = teati - 1),

where the second equality follows from (2.37)). Thus the interpolation coef-
ficients in the definition of ¥, are exactly the same.

2.7.3 Optimal quadratic averaging

The disadvantage of the derivation of the fast gradient methods discussed in
the previous sections is without a doubt a lack of geometric intuition. Indeed
the derivation of the schemes was entirely based on algebraic manipulations.
In this section, we present a different method that is better grounded in
geometry. The scheme we outline is based on averaging quadratic (lower)
models of the functions, and therefore shares some superficial similarity with
the approach based on estimate sequence. The way that the quadratics are
used, however, is completely different. It is also important to note that
the scheme has two disadvantages, when compared with the fast-gradient
methods described in the previous sections: (1) it requires being able to
compute exact minimizers of the function along lines and (2) the method
only applies to minimizing strongly convex functions.

Henceforth, let f: E — R be a S-smooth and a-convex function with
a > 0. We denote the unique minimizer of f by x*, its minimal value by
f*, and its condition number by k := /a. For any points z,y € E, we let
line search (z,y) be the minimizer of f on the line between x and y. We
assume throughout this section that line_search (z,y) is computable. This
is a fairly mild assumption for a number of settings. For example, suppose
that f has the form f(z) = h(Ax) + g(z) for some smooth convex functions
h, g, a linear map A, and a vector b. In many applications, the cost of
each iteration of first order methods on this problem is dominated by the
cost of the vector matrix multiplication Axz. Consider now the univariate
line-search problem

mtin flz+1tv) = mtin h(Ax + tAv) + g(x + tv).
Since one can precompute Av, evaluations of g(t) for varying ¢ are cheap.

Consequently, the univariate problem can be solved by specialized methods.
Given a point z € E, we define the following two points

vt i=2-1Vf(x) and 2"t i=2-1Vf(2)
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The first point ™ is the familiar gradient step, while the role of ™" will
become apparent shortly.

The starting point for our development is the elementary observation
that every point & provides a quadratic under-estimator of the objective
function, having a canonical form. Indeed, completing the square in the
strong convexity inequality

f(@) 2 f@) + (VF(@)x = ) + 57— 2l

yields

=\12
flz) > (f(x)—W) + 5 e =zt (2.38)

Suppose we have now available two quadratic lower-estimators:

f(@) 2 Qa(@) = va + 5 lle = 2all”,
f(@) 2 Qp(e) == vp + 5 o - 25]l*.

Clearly, the minimal values of @4 and of Q5 lower-bound the minimal value
of f. For any A € [0,1], the average Q) := AQa + (1 — \)@p is again
a quadratic lower-estimator of f. Thus we are led to the question: what
choice of A yields the tightest lower-bound on the minimal value of f?7 To
answer this question, observe the equality

Qa(x) = AQa(@) + (1= NQ(a) = va + 5 v — ],
where
cx=Ata+(1—=XNzxp

and
« (67
o =vp+ (va—vp+5 lza—apl) A= (5 llea—asl’) N2 (239)

In particular, the average (5 has the same canonical form as Q4 and @ p.
A quick computation now shows that vy (the minimum of @) is maximized

by setting
- . 1 VA — U
A i= Pprojp 1 7+—BZ .
T2 allza— sl

With this choice of A, we call the quadratic function @ = v+ || - —¢||* the
optimal averaging of Q4 and Q. See Figure for an illustration.

An algorithmic idea emerges. Given a current iterate xp, form the
quadratic lower-model Q(-) in with £ = z,. Then let Qi be the
optimal averaging of @ and the quadratic lower model Qr_1 from the pre-
vious step. Finally define x;,; to be the minimizer of (), and repeat.
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Optimal Averaging

Figure 2.3: The optimal averaging of Q4(z) = 1+0.5(z +2)? and Qp(x) =
3+0.5(z — 4)2.

Though attractive, the scheme does not converge at an optimal rate. The
main idea behind acceleration is a separation of roles: one must maintain
two sequences of points x; and ci. The points zp will generate quadratic
lower models as above, while ¢, will be the minimizers of the quadratics.
The proposed method is summarized in Algorithm [6]

Algorithm 6: Optimal Quadratic Averaging

Input: Starting point xg and strong convexity constant o > 0.
Output: Final quadratic Qx(z) = vg + § ||z — cx|)? and z}.
2
Set Qo(x) = vo + § ||z — coHZ, where vg = f(z9) — 7||Vf2(z°)“ and
— .
Co =Ty ;
fork=1,..., K do
Set x; = line_search (ck_l,x;_l);
v 2 2
Set Q(@) = (f(a) — I ¢ || — ||
Let Qx(x) = v + 2|jz — cx]|* be the optimal averaging of @ and
Q-1 ;

end

The analysis of the scheme relies on the following easy observation.

Lemma 2.39. Suppose that Q = v + Sl - —&||? is the optimal averaging of
the quadratics Q4 = va + §|| - —zal? and Qp = vp + §| - —wp|?. Then
the quantity v is nondecreasing in both va and vg. Moreover, whenever the
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inequality |va — vp| < $llwa — x| holds, we have

2
o 2 1 1 ([ va=vs
v=glea—zs| +2(”A+”B)+2a<ymw3|!> '

Proof. Define \ := % + —2A=YB . Notice that we have

allza—zg|”

A €[0,1] if and only if |vg —vp| < %H.Z‘A — x|

If X lies in [0,1], equality A = A holds, and then from (2.39) we deduce

<

a1 1 ([ va—ve
*U)\*8H‘TA eTBH +2(UA+UB)+2a<HxA—LUBH) .

If A does not lie in [0, 1], then an easy argument shows that o is linear in v4
either with slope one or zero. If A lies in (0,1), then we compute

ov 1 n 1 ( )
— =—-+ ———(va—vB),
a2 alea—ap)? "

lva—vp|
. . allza—esl® ~ .
it follows that v is nondecreasing in v4, and by symmetry also in vg. O

which is nonnegative because % Since v is clearly continuous,

The following theorem shows that Algorithm [6] achieves the optimal lin-
ear rate of convergence.

Theorem 2.40 (Convergence of optimal quadratic averaging). In Algo-
m’thm@ for every index k > 0, the inequalities vy, < f* < f(:z:Z) hold and
we have
1\*

) = o< (1= 52 ) (7o) - o)
Proof. Since in each iteration, the algorithm only averages quadratic mino-
rants of f, the inequalities vy, < f* < f (x;) hold for every index k. Set

k

ro = 2(f(z§) — vo) and define the quantities rj, := (1 - ﬁ) ro. We will
show by induction that the inequality v > f(:nz) — 57y holds for all k > 0.
The base case k = 0 is immediate, and so assume we have

(6%
V-1 > flaf_y) — Sre-1

2

Vf(x 2
) — Il éak)”

for some index k — 1. Next set vq = f(xg and v (= Vp_1.

Then the function o
Qk(@) = v + 5 llo — cll”,
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is the optimal averaging of Qa(z) = va + § HZL‘ —$;+}|2 and Qp(x) =
v + 5 ||z — cr—1]|*. Taking into account the inequality @) < fla) —
%HV]"(@C)HQ yields the lower bound 94 on v4:

2 2
UAZf(l‘k)—WZf(w;)—aW <1_1> .

a 2 a? K
The induction hypothesis and the choice of x; yield a lower bound v on

vpB:

«Q «Q
v > f(zf ) — 5Th=12 fog) — 5 Th-1

> £(af)+ 55 IV @) = Grica

= taf) = § (e~ s IVF@OIR) =

19/l Wo now

. Then we deduce

Define the quantities d := ||z} — ¢;_1|| and h :=
split the proof into two cases. First assume h? < 77"1@2_1

1
UkZUAZ@A:f(m;:)_%hQ (1—>

o 11
zf(mZ)—Qrk_1< 2”)

> f(z)) - %T‘k—l (1 - ;E)

= faf) = 5

Hence in this case, the proof is complete.

Next suppose h? > ™1 and let v + §|| - —¢||* be the optimal average of
the two quadratics 94+ %||- —z; *||> and 05+ |- —ck—1/|*. By Lemma
the inequality vi > v holds. We claim that equality

a (d®+ 2(0a —0p))?

v =17+ 3 2 holds. (2.40)
This follows immediately from LemI{la once W62 show % > %.
To this end, note first the equality |v“‘a;§B | = |T’“*21d;h |, The choice T =

line_search (ck_l, :cz_l) ensures:

2
d* — h? = ||lzg — cp1]* — E<Vf($k)a$k —cp1) = ||lzk — cp_1]* > 0.

Tk—1

Thus we have h? — 1,1 < h? < d?. Finally, the assumption h? > 5
implies
2 Tk—1 2 2
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Hence we can be sure that (2.40) holds. Plugging in 04 and vp yields

v=f(z;)— 2 <7”k1 - lh2 — (& + i _h2)2>

2 K 4d?

Hence the proof is complete once we show the inequality

1, (@4 — B I
— TR = < R )
Tk = h Ad2 s\1m ) e

After rearranging, our task simplifies to showing

Tk—1 < h72 i (d2 + Tk—1 — h2)2
VE T K 4d?

Taking derivatives and using inequality (2.41]), one can readily verify that
the right-hand-side is nondecreasing in d? on the interval d? € [h?, +00).
Thus plugging in the endpoint d> = h? we deduce

h2 (d2 ey — h2)2 h2 TI%—l

- > — .
/<J+ 4d? _K+4h2

Minimizing the right-hand-side over all h satisfying h? > ”“T‘l yields the
inequality

2,2

A The1 o Th

Kk 4h? T /K~

The proof is complete. O

A nice feature of the quadratic averaging viewpoint is that one can em-
perically speed up the algorithm by optimally averaging more than two
quadratics each time.

Exercise 2.41. Fix ¢t quadratics Q;(z) := v+ ||z — cil|?, withi € {1,...,t}.
T

Define the matrix C' = [cl cy ... ct] and vector v = [vl vy ... vt]

1. For any A € Ay, show that the average quadratic

Qxr(z) = Z AiQi()
i—1

maintains the same canonical form as each @);. More precisely, show
the representation

(6%
Qx(T) = v\ + ) |z —exll?,
where

ey =CA\ and vy = <%diag (CTC) + v, /\> - % ICA|I?.
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2. Deduce that the optimal quadratic averaging problem

t
max min Z XiQi(zx)
i=1

AEA;
is equivalent to the convex quadratic optimization problem

. g 2 g . T
min o |CAl <2d1ag(C C)+v,)\>.

Exercise 2.42 (Ridge Regression). In this exercise, you will consider the
ridge regression problem:

1 A
: NAr — 2 n 2
min oAz —yllz + 3 ll2ll2,

which aims to recover a point x,y; from (noisy) linear measurements y. For
n = 100, m = 80, and A = 1, generate data as follows:

e the underlying signal is drawn xq, ~ N(0, 1),

e the measurement matrix A € R™*™ is drawn with independent stan-
dard Gaussian rows A; ~ N (0, I),

e the observed data y € R™ is

Y = ATop + ¢, €; ~ N(0,0.25) i.i.d.

Note that the objective function is f—smooth with 3 = [[A*A||,p + A, and
a—strongly convex with o = A. In your experiments, you may set [ =
4(m+n) + )\D Write code that generates the problem data as above and
implement the following algorithms:

1. gradient descent
2. Algorithm 2] in the course notes
3. Algorithm [5] in the course notes.

For each algorithm, plot the the function value over the first 50 iterations
on a semilog plot.

Exercise 2.43 (Huber regression). Consider the huber-ized version of ridge

regression:
i ho (v — at Z
R 2 n(¥i = ai ) + S llzl2

!By Gaussian concentration, with high probability we have ||A|lop < v/m + /7.
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T

where a; are the rows of A, and h,, is the huber function with parameter 7:

1,2 . _
h(w) =4 20 if [w] <7
n(jw| —n/2), otherwise.

The huber function penalizes large deviations less than the quadratic cost
function, and is therefore often used when outliers are present in the data.
Note that the objective function in this case is f—smooth with 8 > mn + A
and a—strongly convex with a = A.

Generate z,,; and A as in Exercise 1, and generate y = Az, +€ where €
contains 5 outliers drawn from N (0, 25) and the rest of its entries are again
independent N (0, 0.25). Implement the same three algorithms as in Exercise
1 on this problem, and plot the function values for the first 100 iterations
in a semilog plot.

Exercise 2.44 (Logistic regression). Consider the regularized logistic re-
gression problem:

m
A
i In (1 —yi0Tz)) + < |0]]3.
ergﬁr}l - n( +6Xp( Yi -731)) + 2” ”2
Here y; € {£1} are binary labels for the data points z; € R", and we are
trying to find the best vector 8 of parameters for the model

1

(We are doing this by minimizing the negative log likelihood function plus
a regularization term.)

Implement the same three algorithms as before, with n = 50 and m =
100 and A = 1. Generate data as follows:

L Oopr = (1,..., )T

2. X € R™ " has i.i.d. standard normal entries, with rows x7;

3. z = X0y and the true vector of probabilities is p = 1/(1 + exp(—=z)),
where the operations are applied entrywise to the vector z;

4. y € {£1}™ has independent Bernoulli entries with P(y; = 1) = p;.
5. 6p has i.i.d. standard normal entries.

Implement the same three algorithms as in Exercise 1 on this problem, and
plot the function values for the first 100 iterations in a semilog plot. You
may take the smoothness parameter of the objective function to be 8 = 100
and the strong convexity parameter to be a = 1.
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and can be found for example in the textbooks [2, [0]. Lower complexity
bounds originate in [8]; our discussion in Subsection [2.5| follows the text [9].
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Chapter 3

Convex geometry and
analysis

Algorithms for minimizing smooth convex functions rely heavily on basic
results of mathematical analysis, summarized in Section Algorithms for
minimizing nonsmooth convex functions require a deeper dive into convexity.
This chapter is devoted to developing the main guiding principles of convex
geometry and analysis, with a focus on building geometric intuition.

3.1 Basic convex geometry

Convex analysis is a study of convex functions. At its core, convex analysis
is based on the geometry of convex sets — the content of this section. Recall
for any two points x,y € E, the closed line segment joining x and y is

[z,y] ={dz+(1-XNy : 0<A<1}

A set Q C E is convez if for any two points x,y € @, the line segment [z, y]
is also contained in (). Define the unit simplex:

An:{AER”:Z)\izl,)\zo}.
=1

We say that a point x is a convex combination of points x1, ...,z € E if it
can be written as z = Zle Aix; for some A € Ay.

Exercise 3.1. Show that a set Q C E is convex if and only if any convex
combination of points x1,...,2: € Q lies in @) for any integer ¢ > 2.

The following exercise shows that convexity is a very stable property,
being preserved under a variety of operations.

Exercise 3.2. Prove the following statements.

95
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1. (Pointwise sum) For any two convex sets Q1, Q2 C E, the sum

Q+Qr={x+y : x€Q1, y <€ Q}
1S convex.

2. (Intersection) The intersection (1),c; Q; of any convex sets @Q;, in-
dexed by an arbitrary set I, is convex.

3. (Linear image/preimage) For any convex sets Q C Eand L € Y
and linear maps A: E — Y, the image AQ and the preimage AL
are convex sets.

The convex hull of a set @@ C E, denoted conv(Q), is the intersection of
all convex sets containing ). The following exercise shows that equivalently
conv(Q) is the set of all convex combinations of points in Q.

Exercise 3.3. For any set Q C E, prove the equality:

k
conv(Q) = {Z Aizi » keNL x,...,0, €Q, N € Ak} . (3.1)
=1

The following theorem shows that in the description (3.1]), it suffices to
take k <n + 1.

Theorem 3.4 (Carathéodory). Consider a set Q C E, where E is an n-
dimensional Euclidean space. Then any point x € conv(Q) can be written
as a convexr combination of some n + 1 points in Q.

Proof. Since x belongs to conv(Q®), we may write z = Zle Aiz; for some
integer k, points x1,...,zr € @, and multipliers A € Ag. If the inequality
k < n+ 1 holds, then there is nothing to prove. Hence, suppose k > n + 2.
Then the vectors

T —TL1ly.-. L — X1

are linearly dependent. That is there exists numbers p; for ¢ = 2,... &k not
all zero and satisfying 0 = Zsz wi(z; —x) = 217;2 Wil — (E?:z i )21 -
Defining p; := — Zf:2 i, we deduce Zle wix; =0 and Zle i = 0. Then
for any real number o we obtain the equalities

k

k k
T = Z Nix; — az,umi = Z()‘l — Qi)
i=1 i=1

i=1

and
k

Z:(/\Z — a,ui) =1.

=1
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We will now choose « so that all the coefficients A\; — au; are nonnegative
and at least one of them is zero. Indeed, simply choose an index * €
argmin;{A;/u; : p; > 0}. Hence z is a convex combination of k£ — 1 points,
as the coeflicient \j» — au;+ is zero. Continuing this process, we will obtain
a description of z as a convex combination of k < n + 1 points. O

Often, convex sets have empty interior. On the other hand, we will
now see that any nonempty convex set has nonempty interior relative to the
smallest affine subspace containing the convex set. To make this observation
precise, let us introduce the following definitions. The affine hull of a convex
set @, denoted aff(Q), is the intersection of all affine sets containing Q.
Clearly, aff(Q) is itself an affine set. The relative interior of @, denoted
ri (), is the interior of @ relative to aff(Q), that is

ri@:={zr € Q:3e>0st. Bx)Naff(Q) C Q}.
The relative boundary of @, denoted rb @, is defined by rb@ := Q \ (ri Q).

Theorem 3.5 (Relative interior is nonempty). For any nonempty convex
set Q@ C E, the relative interior riQ is nonempty.

Proof. Without loss of generality, we may translate @) to contain the ori-
gin. Let d be the dimension of the linear subspace aff(). Observe that @
must contain some d linearly independent vectors x1,..., x4, since other-
wise aff@) would have a smaller dimension than d. Consider the linear map
A: RY — affQ, given by A(\1,...,\q) = Zle Aizi. Since the range of A
contains x1,...,x4, the map A is surjective. Hence A is a linear isomor-
phism. Consequently A maps the open set

d
Q= {/\eRd:)\i>Oforalli, Z/\Z-<1}
i=1
to an open subset of aff(). Note for any A € €, we can write A\ =
Z?zl Aizi + (1 — Z?:l Ai) - 0. Hence, convexity of @ implies A(Q2) C Q,
thereby proving the claim. O

The following is a useful topological property of convex sets.

Theorem 3.6 (Accessibility). Consider a convex set Q and two points x €
riQ and y € clQ. Then the line segment [x,y) is contained in ri Q).

Proof. Without loss of generality, suppose that the affine hull of @ is all of
E. Then since x lies in the interior of @, there is € > 0 satisfying B.(z) C Q.
Define the set A := {Az+(1—A)y: z € Be(x), A € (0,1)}. Since Q is convex,
A is an open set satisfying [z,y) C A C Q. The result follows. O

Corollary 3.7. For any nonempty convez set Q in E, we have cl(riQ) =

cl@.
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Proof. The inclusion ri@ C @ immediately implies cl(ri@) C cl@. Con-
versely, fix a point y € cl@. Since ri@) is nonempty by Theorem we
may also choose a point z € ri@). Theorem then immediately implies
y € clz,y) Ccl(riQ). Since y € clQ is arbitrary, we have established the
equality ¢l (riQ) = cl Q.

O

Theorem 3.8. (Calculus of relative interiors) For any two convex sets () €
E, P€Y and a linear map A: E — Y, equality holds:

ri (A(Q) + P) = A(riQ) +ri P.

3.1.1 Separation theorems

A foundational result of convex geometry shows that there are two ways to
think about a closed convex set (). Tautologically @ is simply a collection
of points. On the other hand, we will show in this section that @) coincides
with the intersection of all half-spaces containing (). Such a description of
Q is often called a dual representation.

We begin with the following basic definitions. Along with any set Q) C E
we define the distance function

dist = inf ||z — vy,
Q(y) 2€0 [ yll
and the projection

projo(y) == {z € Q : distq(y) = [z — y|/}.
Thus projq(y) consists of all the nearest points of Q to y.

Exercise 3.9. Show that for any nonempty set @) C E, the function distg: E
R is 1-Lipschitz.

If @Q is closed, then the nearest-point set projg(y) is nonempty for any
y € E. To see this, fix a point & € @ and set r := ||y — z||. Then by the
extreme value theorem, the function x — ||z — y|| attains its minimum over
the nonempty compact set @ N B,(y). A bit of thought shows that this
minimizer must lie in projy(y). When @ is convex, the set projg(y) is not
only nonempty, but is also a singleton.

Theorem 3.10 (Properties of the projection). For any nonempty, closed,
convex set Q C E, the set pron(y) is a singleton. Moreover, the closest
point z € Q) to y is characterized by the the property:

(y—z,0—2)<0 for all x € Q. (3.2)
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Proof. Let @@ be a nonempty, closed, convex set. Fix y € E and set r :=
distg(y). If r = 0, the theorem holds trivially; hence, we suppose y ¢ Q.

The claim that any point z satisfying lies in projg(y) is an easy
exercise (verify it!). We therefore prove the converse. Since @ is closed, the
set projg(y) is nonempty. Fix a point 2 € projg(y) and define

H:={zcE:(y—=zux—2) >0}

We will show H N Q = ). Indeed, for the sake of contradiction, suppose
there is a point x € H N Q. Then convexity of @) implies [z, z] C @, while
the definition of H shows that the segment [z, z) intersects the open ball
B.(y), thereby contradicting the inclusion z € projg(y). We conclude that
holds. To see that projg(y) is a singleton, consider another point
2" € projg(y). Then clearly 2’ lies in the intersection (cl B, (y)) N (E\ H).
The definition of H on the other hand, implies that this intersection is the
singleton {z}. O

Exercise 3.11. Show that for any closed convex set () C E, the nearest
point map z + projg(z) is 1-Lipschitz.

The following is a fundamental property of convex sets, which we will
often use.

Theorem 3.12 (Strict separation). Consider a closed convexr set Q C E
and a point y ¢ Q. Then there is nonzero vector a € E and a number b € R
satisfying

(a,2) <b<{a,y) foranyxeQ.

Proof. Define the nonzero vector a := y — projg(y). Then for any z € Q,
the condition (3.2)) yields the inequalitites

<a7x> < <a,pI'OJQ(y)> = <a7y> - HQH2 < <CL,y>,
as claimed. ]

In particular, one can now establish the following “dual description” of
convex sets, alluded to in the beginning of the section.

Exercise 3.13. Given a nonempty set ) C E, define
Fo:={(a,b) e ExR:(a,x) <b forallze@}.
Prove that the equality holds:

cleonv(Q) = ﬂ {z €E:(a,z) <b}.

(a,b)E}-Q

[Hint: Use the separation theorem.]
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3.1.2 Cones and polarity

A particularly nice class of convex sets consists of those that are positively
homogeneous. A set K C E is called a cone if the inclusion AK C K holds
for any A > 0. For example, the nonnegative orthant R’ and the set of
positive semidefinite matrices S” are closed convex cones.

Exercise 3.14. Show that a set K C E is a convex cone if and only if for
any two points z,y € K and numbers A, u > 0 the point Ax + py lies in K.

Exercise 3.15. Prove for any convex cone K C E the equality
aff(K) = K — K.

Convex cones behave similarly to linear subspaces. In particular, the
following operation is an analogue for cones of taking the orthogonal com-
plement of a linear subspace. For any cone K C E, the polar cone is the
set

K°:={vekE: (v,z) <0forall z € K}.

Thus K° consists of all vectors v that make an obtuse angle with every
vector x € K. For example, the reader should convince themselves of the
equalities, (R'})° = R" and (S")° = S”".

Exercise 3.16 (Double-polar theorem). For any cone K, prove the equality
(K°)° = clconv(K).
[Hint: use the separation Theorem [3.12))]

Classically, the orthogonal complement to a sum of linear subspaces is
the intersection of the orthogonal complements. In much the same way, the
polarity operation satisfies “calculus rules”.

Theorem 3.17 (Polarity calculus). For any linear mapping A: E — Y and
a cone K CY, the chain rule holds

(AK)° = (A")1K°.
In particular, for any two cones K1, Ko C E, the sum rule holds:
(K1 + K2)° =K NK;
Proof. Observe the equivalence

y€ (AK)° < (Az,y) <O forallz € K
— (z,A"y) <O0forallz € K
=y (A)Ke.
This establishes the first equality. The sum rule follows by applying the chain
rule to the expression A(K; x K3) with the mapping A(z,y) :=x +y. O
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A natural question is how to define a useful notion of polarity for general
sets, i.e. those that are not cones. The answer is based on “homogenizing”
the set and then applying the polarity operation for cones. Consider a set
@ C E and let K be the cone generated by @ x {1} C E x R. That is

K={(Az,\) e ExR:z € E,\>0}.
It is then natural to define the polar set as
Q° ={re€E:(z,—-1) € K°}.

Unraveling the definitions, the following algebraic description of the polar
appears.

Exercise 3.18. Show for any set () C E, the equality
Q°={veE: (v,x) <1foral z e Q}.

Notice that if @ is a cone, than the above definition of the polar coincides
with the definition of the polar we have given for cones. The following is a
direct analogue of Theorem

Exercise 3.19 (Double polar). For any set ) C E containing the origin,
we have

(Q°)° = clconv(Q).

3.1.3 Tangents and normals

As we have seen, a principal technique of smooth minimization is to form
first-order approximations of the underlying function. Let us look at this
idea more broadly by constructing first-order approximations of sets.

Consider a set Q C E and a point z € ). Intuitively, we should think of
a first order approximation to @) at Z as the set of all limits of rays R (z;— )
over all possible sequences z; € () tending to z. With this in mind, define
the tangent cone to QQ at T by

T, — T

To(7) ::{lim tx; = 2 in @, TZ‘\O}.

i—o0  Tj

The reader should convince themselves that Tg(Z) is a closed cone. When-
ever () is convex, this definition simplifies drastically.

Exercise 3.20. Show for any convex set Q C E and a point Z € @ the
equality:

To(@) =cl Ry(Q — ) == cl{\z —T): >0,z € Q}.
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Tangency has to do with directions pointing into the set. Alternatively,
we can also think dually of outward normal vectors to a set @ at £ € Q.
Geometrically, it is intuitive to call a vector v an (outward) normal to @Q at
z if Q is fully contained in the half-space {z € E : (v, — Z) < 0} up to a
first-order error. More precisely, the normal cone to a set Q C E at a point
Z € Q is defined by

No(z) ={veE: (v,x—z)<o([|lr—z|) asz—zinQ}.

The reader should convince themselves that Ng(Z) is a closed convex cone.
Again, when @ is convex, the definition simplifies.

Exercise 3.21. Show for any convex set () C E and a point Z € @ the
equality,
No(z)={veE: (v,z—z) <0 forallze@}

and the polarity correspondence
No(z) = (To(z))"-
Thus the o(||x—Z||) error in the definition of the normal cone is irrelevant
for convex set. That is, every vector v € Ng(Z) truly makes an obtuse angle

with any direction z — Z for = € Q.

Exercise 3.22. Prove that the following are equivalent for any convex set
Q@ and a point T € Q:

1. v lies in Ng(Z),
2. v lies in (T(z))°,
3. 7 lies in argmax, (v, 7).
4. equality projy(Z + Av) = 7 holds for all A > 0,
5. equality proj,(Z 4+ Av) =  holds for some A > 0.
Exercise 3.23. Show for any convex cone K and a point « € K, the equality
Ng(z) = K°nat.

Exercise 3.24. Show for any convex set () and a point z € @), the equiva-
lence

reintQ <= Ng(z)={0}.
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3.2 Convex functions: basic operations and conti-
nuity

We next move on to convex analysis — the study of convex functions. We will
consider functions f mapping E to the extended-real-line R := R U {#£o0}.
To be completely precise, some care must be taken when working with +oo.
In particular, we set 0 - 00 = 0 and avoid expressions (+00) + (—00). A
function f: E — R is called proper if it never takes the value —oo and is
finite at some point.

Given a function f: E — R, the domain of f and the epigraph of f are

dom f:={z € E: f(x) < 400},
epif:={(z,r) e ExR: f(z) <r},

respectively. Thus dom f consists of all point x at which f is finite or
evaluates to —oo. The epigraph epi f is simply the set above the graph of the
function. Much of convex analysis proceeds by studying convex geometric
properties of epigraphs.

Recall that a function f: E — R is convezif epi f is a convex set in ExR.
Equivalently, a proper function f is convex if and only if the inequality

fOz+ (1= Ny) < M)+ (1 =N f(y)
holds for all z,y € E and A € (0, 1).

Exercise 3.25 (Jensen’s Inequality). Show that a proper function f: E —
R is convex if and only if we have f(2§:1 Aizi) < Z?Zl Aif (z;) for any
integer k € N, points x1,...,z; € E, and weights A\ € Ag.

Exercise 3.26. Let f: E — R be a convex function. Show that if there
exists a point = € ri(dom f) with f(x) finite, then f must be proper.

We will call a function f : E — R closed or lower-semi-continuous if
epi f is a closed set.

Exercise 3.27. Show that f: E — R is closed if and only if the inequality
liminf f(y) > f(x) holds for any z € E.
Yy—x

Consider a function f: E — R. It is easy to check that the set cl (epi f))
is itself an epigraph of some closed function. We call this function the
closed envelope of f and denote it by cl f. Similarly, conv(epi f)) is itself an
epigraph of some convex function. We call this function the convex envelope
of f and denote it by cof. Combining the two operations, yields the closed
convex envelope of f, which we denote by @ f = cl(co(f)). Though this
description is geometrically pleasing, it is not convenient for computation.
A better description arises from considering minorants. Given two functions
f and g on E, we say that g is a minorant of f if it satisfies g(y) < f(y) for
all y € E.
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Exercise 3.28. Given a proper function f: E — R, show the equalities

(¢o f)(x) = sup{g(z) : g: E — R is a closed convex minorant of f}
= sup{g(z) : g: E — R is an affine minorant of f}.

Just like is it often easier to work with convex cones than with convex
sets, it is often easier to work with function whose epigraphs are convex
cones. We say that f: E — R is sublinear if epi f is a convex cone.

Exercise 3.29. Show that a proper function f: E — R is sublinear if and
only if f(Ax 4+ py) < Af(x) + pf(y) for all x,y € E and A\, u > 0.

There are a number of convex functions that naturally arise from convex
sets. Given a set Q C E, define its indicator function

0,
5Q($)={+OO i;g,

its support function

57 (v) = sup (v,),
zeQ

and its gauge function
vo(z) = inf{\ > 0: z € AQ}.

Notice that support functions and gauges are sublinear. Conversely, the fol-
lowing exercise shows that closed sublinear functions are support functions.

Exercise 3.30. Show that if g: E — R is a proper sublinear function, then
cl g is the support function of the set

Q={z:(z,y) <g(y) VyeE}

The notation d7)(v) may seem strange at first, since it is not clear what
the support function &7 (v) has to do with the indication function ¢ (z). The
notation will make sense shortly, in light of Fenchel conjugacy (Section [3.3]).

Exercise 3.31. Show that if ) is convex, then g, (522, distg and g are all
convex.

Exercise 3.32. Show that for any closed, convex set () containing the origin,
we have 7 () = 05 (2).

Convexity is preserved under a variety of operations, most notably the
following.

1. (Monotone convex composition) If f: E — R is convex, and
¢: R — R is convex and nondecreasing, then the composition po f is
convex.
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2. (Finite sums) If f, fo : E — R are proper and convex, then the sum
f1+ fo is convex.

3. (Affine composition) More generally, if A: E — Y is a linear map
and f: E — R is a proper convex function, then the composition
g(x) := f(Ax) is convex.

4. (Pointwise max) If f;(x) is convex, for each i in an arbitrary index
I, then f(x) := max;er fi(z) is also convex. Indeed, the reader should
verify the relationship epi f = (;c; epi f;.

5. (Lower envelope) Consider a convex set () C E x R and define the
lower envelope

f(z) :==1inf{r: (z,r) € Q}.
To see that f is convex, it suffices to observe epi f = Q + ({0} x R4).

6. (Infimal Convolution) The infimal convolution of two functions
f,g: E — R is the function

(fHg)(z) = inf{ f(z —y) + g(y)}- (3.3)
Equivalently, we may write

(fOg)(z) = inf{r : (z,7) € epi f + epig}.

Hence infimal convolution is an example of a lower envelope with ) :=
epi f + epig. We deduce that if f and ¢ are convex, then so is the
convolution f[g.

7. (Infimal Projection) Consider a convex function g: E x Y — R.
The function

f(z) = igf 9(x,y)

is called the infimal projection of g. To see that this function is convex,
write

f(z) =inf{r: g(z,y) <r}
= inf{r : Jy with (z,y,r) € epig}
= inf{r: (x,r) € m 3(epig)}. (3.4)

Here ;3 is the canonical projection m 3(z,y,r) = (x,r). Thus f is
the lower envelope generated by the convex set @ := 7y 3(epig), More
concretely, we may write

epi f = m 3(epig).
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We end this section with a remarkable property: convex functions are
always locally Lipschitz continuous on the relative interior of their domains.

Theorem 3.33. Let f be a proper convex function and Q) a compact subset
of ri(dom f). Then f is Lipschitz continuous on Q.

Proof. Without loss of generality, by restricting to the affine hull, aff (dom f),
we can assume that dom f has nonempty interior. Choose ¢ > 0 satisfying
cl(Q + €B) C int (dom f), where B is the unit ball.

Let us first establish a seemingly mild conclusion that f is bounded
on Q + eB. For the sake of contradiction, suppose there is a sequence
x; € Q + eB with |f(x;)] — oo. Appealing to compactness, we can restrict
to a subsequence and assume x; converges to some point z € int (dom f).
The points (x;, f(x;)) all lie in the boundary of epi f

Now there are two cases: f(z;) — —oo and f(x;) — +00. Let’s suppose
first f(x;) = —oo. Fix a nonzero vector (0, &) € Nepi (7, f(Z)), guaranteed
to exist by Exercise By the nature of epigraphs, the inequality & < 0
holds, and hence we deduce

0> ((v,a), (zi, f(:) = (2, f(2))) = (0,2 = T) + a(f(:) = [(2))-

Letting ¢ — oo we deduce @ = 0. The very definition of the normal cone
then implies ¥ € Ngom £(Z). By Exercise this is a contradiction since
Z lies in the interior of dom f.

Suppose now we are in the second case, f(x;) — +00. Choose nonzero
vectors (vs, o) € Nepi #(4, f(x;)). Then by definition of the normal, we have

0> ((vi, i), (2, f(2)) = (20, f(22)) = (vi, © = i) + i f () = f(2:))

for all x € dom f. Note if v; is zero, then z; is a global minimizer of f, which
is impossible for all large i, since f(z;) — +o00. Therefore, restricting to a
subsequence, we may assume v; # 0 for all .. Moreover, rescaling (v;, ;) we
may assume ||v;|| = 1 and that v; converge to some nonzero vector v. Letting
7 tend to infinity in the inequality above yields a; — 0 and the inequality
becomes
(0,2 — z) < limsup «;f(x;).
71— 00
Setting = &, we deduce limsup;_, ., o;f(x;) = 0. Hence v € Nqom ¢(Z), but
this is impossible since 7 is in the interior of dom f, yielding a contradiction.
Thus, we have proved that f is bounded on ) + eB.
Let a1 and as be the lower and upper bounds on f in @ + eB. Fix
arbitrary points z,y € @ and define z 1=y + m(y — x). By definition, 2z
lies in Q@ + €B and we have y = (1 — \)z + Az for A := 122l Gince £ is

e+lly—=|*
convex, we deduce

fy) < (M=Nf(@) + Af(2) = f(2) + A(f(2) = f(2)).
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and therefore

(a2 — )

fly) = f(z) < AMag — ) < ly — |-

Since z and y are arbitrary points in (), we have shown that f is Lipschitz
continuous on @, as claimed. ]

In contrast, convex functions can behave very poorly on the relative
boundary of their domains. For example the function f: R?> — R given by

yx—Q ifxz>0
flz,y) =% 0 if (z,y) = (0,0) . (3.5)
+o00  otherwise

is closed and convex, but is not continuous at the origin relative to its
domain. See the graph below.

Figure 3.1: Plot of the function f(z,y) in equation ([3.5)).

3.3 The Fenchel conjugate

In convex geometry, one could associate with any convex cone its polar.
Convex analysis takes this idea much further through a new operation on
functions, called Fenchel conjugacy.

Definition 3.34. For a function f : E — R, define the Fenchel conjugate
function f*: E — R by

f*(y) = sup{{y, z) — f(x)}.
zeE
This operation arises naturally from epigraphical geometry. Indeed, from
the very definition of the Fenchel conjugate, observe that the epigraph,
epi f*, consists of all pairs (y,r) satisfying f(z) > (y,x) — r for all points x.
Thus epi f* encodes all affine minorants = +— (y,z) — r of f. An alternate
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insightful interpretation is through the support function to the epigraph.
Observe

f(y) = sup{((y, =1), (=, f(2)))}

zeE

= sup {((ya_l)v(ﬂgvr»}
(z,r)€epi f

= 5gpif(ya _1)

Thus the conjugate f*(y) is exactly the support function of epi f evaluated
at (y,—1). Since the support function is sublinear, the appearance of —1 in
the last coordinate simply serves as a normalization constant.

Let us look at some examples. First, it is clear that the Fenchel conjugate
of the indicator function d¢ is exactly the support function of @, thereby

explaining the notation d7, for the latter. For the function f(z) = llz|%,

we have f*(y) = 3|ly/|*>. Thus 3| - || is self-conjugate. For the exponential

function f(z) = €”, the reader should verify the formula

ylog(y) —y, ify>0
[*y) =1 0, ity=0
o0, ify <0

If f is the quadratic f(x) = %(Ax,a:} with A > 0, then f*(y) = %(A‘ly,y>.
Let us next see what happens when the conjugacy operation is applied

twice f** := (f*)*. Let us look first at the simplest example of an affine
function.

Exercise 3.35. Show that for any affine function f(z) = (a,z)+0b, we have
[*(y) =—-b+ (5{a}(y). Deduce the equality f** = f.

We will also use the following elementary observation.

Exercise 3.36. For any function g : E x Y — R, we have

supinf g(x,y) < infsup g(z,y).
y % r oy

We can now prove the main theorem of this section.

Theorem 3.37 (Biconjugacy). For any proper convex function f : E — R,
equality f** =<of holds.
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Proof. We begin by successively deducing:
(f)(z) = sgp{@, y) — f*(v)}
= sgp{@a y) —suwpi{zy) — ()}
= s inf{(y,z — 2) + f(2)}
< igfsgp{(y,w —2) + f(2)}

_ inf{+c>o T # 2z
z | f(z) z==z2

= [fx).

The inequality in the fourth line is immediate from Exercise [3.36

Thus we have established f** < f. Notice that f** is by definition closed
and convex. Hence we deduce from Exercise the inequality f** < cof.
To complete the proof, let g(z) = (a,z) + b be any lower affine minorant
of f. By the definition of the conjugate, we see that conjugacy is order
reversing and hence g* > f*. Taking into account Exercise then yields
g=(g")" < (f*)* < f. Taking the supremum over all affine minorants g of
f yields cof < f**, thereby completing the proof. O

The biconjugacy theorem incorporates many duality ideas we have al-
ready seen in convex geometry. For example, let K be a nonempty cone. It
is immediate from the definition of conjugacy that 03 = dxo. Consequently,
Theorem [3.37] shows

Sclconvik = C0(0k) = (0x)™ = 8o = dfcoo.

Hence we deduce K°° = clconvK. This is exactly the conclusion of Exer-
cise [3.16l

Exercise 3.38. Show the following.

1. If f,g : E — R are closed proper convex functions, then equalities
hold:

(fOg) = f*+g" and (f +9)" = cl(fOg").

2. Let f: Y — R be a proper closed convex function and A: E — Y
a linear map. Define the composition g(z) = f(Az). Then assuming
domg # 0, the conjugate g* is the closed envelope of the function

y — inf, {f*(z) : A"z = y}.

3. Fix a function f: ExY — R and define the function g(y) := inf, f(z,y).
Prove the equality g*(w) = f*(0,w).

4. Given any function f: E — R and a point b € E, the conjugate of the
function g(z) = f(z +b) is given by g*(y) = f*(y) — (b, y)-
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3.4 Differential properties

We next turn to differential properties of convex functions.

Definition 3.39 (Subgradients and the Subdifferential). Consider a convex
function f: E — R and a point € E, with f(z) finite. Then v € E is
called a subgradient of f at x if the inequality

fly) > flx)+ (v,y — ) holds for all y € E.

The set of all subgradients v of f at x is called the subdifferential and is
denoted by 9f(z).

In words, for fixed x, a subgradient v € df(z) has the property that the
linear functional y — f(z)+ (v, z —y) globally minorizes f. The connection
of subdifferentials to epigraphical geometry becomes clear by noting

v € df(x) — (v, =1) € Nepif(z, f()).

The subdiffernetial 0f(z) is always a closed convex set. Given a convex set
Q) C E, observe the equality 0dg(z) = Ng(z). Hence the normal cone is an
example of a subdifferential.

Exercise 3.40 (Existence of subgradients). Consider a proper convex func-
tion f: E — R. Use Theorem to show that for any point « € ridom f,
the subdifferential df(x) is nonempty.

Just like for smooth convex functions, the gradient characterizes global
minima, so does the subdifferential for nonsmooth convex functions.

Proposition 3.41. Consider a convex function f : E — R and a point =
with f(x) finite. Then the following are equivalent:

1. x is a global minimizer of f

2. x is a local minimizer of f
3. 0€0f(x)

Proof. The implication 3] ={1] ={2)is immediate. We argue next the remain-
ing implication Suppose z is a local minimizer and fix an arbitrary
point y. It is easy to see that f must be proper. For any A € [0, 1] convexity
implies

FQy+ 1 =XNz) <Af(y) + (1= A) f(2).
For A sufficiently small, the left-hand-side is lower bounded by f(x). Rear-
ranging, we deduce f(y) > f(x) and the result follows. O

The following is a very useful property relating conjugates and subdif-
ferentials.
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Theorem 3.42 (Fenchel-Young Inequality). Consider a convex function
f:E — R. Then for any points x,y € E, the inequality

f@)+ f*(y) = (z,y)  holds,
while equality holds if and only if y € Of(x).
Proof. Observe

fy) = sup {{zy) = f(2)} = (2, y) — f(2),

establishing the claimed inequality. Next observe the inclusion y € df(x)
holds if and only if f(z) > f(x)+ (y, z — x) for all z, or equivalently (y,x) —
f(z) > (y,z) — f(2) for all z. Taking supremum over z, this amounts to

(y,z) — f(x) = sup{(y,2) — f(2)} = [ (y).
z
This is the reverse direction in the inequality. O

A crucial consequence of the Fenchel-Young inequality is that the con-
jugacy operation acts as an inverse on the level of subdifferentials.

Corollary 3.43. Suppose f : E — R is proper, closed, and convex. Then
yedf(z) <= x€df(y).
Proof. From Theorem we deduce y € df(x) if and only if

(z,y) = f(z) + " (y)-

On the other hand by Theorem we have f(z)+f*(y) = (f*)"(x)+f*(y).
Applying Theorem again we deduce y € Of(z) if and only if = €
f*(y)- -

It is natural to ask how differentiability of a convex function relates to
the subdifferential. The answer turns to be simple: a proper, closed, convex
function is differentiable at a point if and only if the subdifferential there is
a singleton. To prove this result, we will need the following observation.

Exercise 3.44. For the any proper, closed, convex function f: R — R, the
subdifferential graph

gphof :=={(z,v) e ExXE:v e df(zx)}.
is a closed set.

Theorem 3.45. A proper, closed, convex function f: E — R is differen-
tiable at x if and only if Of(x) is a singleton, in which case it must be that

Of(z) ={V/f(x)}.
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Proof. Suppose that f is differentiable at x. Then by Exercise the
subdifferential df(z) is nonempty. Fix any subgradient v € df(x) and a
vector h € E. Then for all small ¢ > 0, the subgradient inequality implies

flz+th) = f(z) +t(v,h)
while differentiability yields
flx+th) = f(x) + t{(Vf(x),h) + o(t).

Combining the two estimates we deduce
t
(V5 ()~ vy > A0,

Letting t tend to zero, we learn (V f(z) — v, h) > 0 for all h. In particular,
setting h = v — V f(z), we deduce V f(z) = v, as we had to show.

Conversely, suppose that df(z) consists of a single vector v € E. We
first claim that = must lie in int dom f. Indeed, if this were not the case,
then we would deduce v + Ngom f(x) C 0f(x), which is a contradiction.
Define the function g(z) = f(z+x) — f(z) — (v, z). We aim to show that g is
differentiable at zy with Vg(0) = 0, which by standard calculus will directly
imply v = Vf(x) as claimed. Observe equality 0 = Vg(z) amounts to the
condition lim,_q % = (0, which we will now verify. To this end, consider
any sequence z; — 0. Choose now any vectors v; € dg(z;), which exist by
Exercise [3.40] The subgradient inequality then implies

9(2i) = g(zi) — 9(0) < (i, 2i) < [Jvi| - ||zl

for all indices i. Notice that the sequence {v;} is bounded by Let v be
any limit point of v;. Exercise implies that v € dg(0). Since dg(0) is a
singleton, we deduce v = 0. Thus we deduce

tim 28 < Jim (o = 0,

as we had to show. O

3.5 Directional derivative

When f is a smooth function, then the directional derivative of f at x in
direction y, is simply the inner product (V f(z),y). We next investigate the
relationship between the directional derivative and the subdifferential for
nonsmooth convex functions.
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Definition 3.46 (Directional derivative). Let f : E — R be a convex
function and fix a point « with f(z) finite. The directional derivative of f
at z in direction y is defined by

provided the limit exists.
The limit in the definition of the directional derivative always exists.

Theorem 3.47. Suppose f: E — R is convexr and fix a point v with f(x)
finite. Then for any point y, the quotients w

t, and therefore f'(x,y) exists.

are nondecreasing in

Proof. Fix any reals A satisfying 0 < A < A. Observe

fa+dy) = sw) _1((5) 7+ 36+ ) (@)

A A
AR @) + A+ ) - J@)
- A
flz+XMy) — f(z)
A
The result follows. O

The function f'(z,-) : R® — R with y — f'(x, %) is convex and positively
homogeneous (hence sublinear), but f’(x,-) may fail to be closed. Think for
example of the direction derivative of the indicator dg( 1) at = = (0,1).
The following theorem shows that the directional derivative f’(x,-) (up to
closure) is precisely the support function of the subdifferential df(x).

Theorem 3.48. Consider a proper convex function f: E — R and fiz a
point T € dom f. Then cl f'(x,-) is precisely the support function of the
subdifferential Of (x).

Proof. Observe for for all v € df(z) and y € R™ the inequality
flz+ty) > f(z) +t(v,y).
It follows immediately that
fl(x,y) > (v,y) for all v € 0f(x) and y € E.

Conversely suppose v ¢ Of(z). Hence, there exists a vector z satisfying
flz+2) < f(zx) + (v, z). Theorem then implies

, _ o flattz) = fx) _ fla+2) - f(=)
f(w,Z)—lgﬁ)a ; < 1

< (v, z2).



74 CHAPTER 3. CONVEX GEOMETRY AND ANALYSIS

We thus deduce the representation

Of (@) ={v: (v,y) < f'(w,y) forall y}.
Appealing to Exercise [3.30] the result follows. O

Exercise 3.49. Let f: E — R be a proper convex function and let Q be
any open convex subset of dom f. Prove the identity

|f(z) = f(y)|

sup ————=== sup ||
eye@ =yl z€Q,vef ()

3.6 The value function

When solving an optimization problem, one is often interested not only in the
optimal value, but also in how this values changes under small perturbation
to the problem data. More formally, consider an arbitrary convex function
F:E xY — R and the parametric optimization problem:

ply) = inf F(z,y)

The reader should think of y as a perturbation parameter and the problem
corresponding to p(0) as the original “primal” problem. The assignment
y +— p(y) is called the value function. The reader should recognize p as the
infimal projection of F.

A worthwhile goal is to study how p(y) varies as y is perturbed around
the origin. Thus with the machinery we have developed, we aim to compute
the subdifferential Op(0). Remarkably, we will see that dp(0) coincides with
the set of maximizers of an auxiliary convex optimization problem. To make
this idea precise, define the new parametric family of problems

q(z) :== Sup. F*(x,y).

Let us call the problem corresponding to ¢(0) the parametric dual. The
terminology is easy to explain. Indeed, invoking Exercise (part
yields the equality p*(y) = F*(0,y) and therefore

p™(0) = sup {{0,y) —p*(¥)} = Sup —F*(0,y) = q(0).

Thus ¢(0) is the biconjugate of p evaluated at zero. Therefore we expect
that under mild conditions, equality p(0) = ¢(0) should hold. This is indeed
the case, and moreover, the subdifferential dp(0) consists precisely of the
optimal solutions y to the parametric dual problem.

Theorem 3.50 (Parametric optimization). Suppose that F: ExY — R is
proper, closed, and convex. Then the following are true.
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(a) The inequality p(0) > q(0) always holds.
(b) If p(0) is finite, then

Op(0) = argmax — F*(0,y).
Y

(c) If the subdifferential Op(0) is nonempty, then equality p(0) = ¢(0) holds
and the supremum q(0) is attained, if finite.

Proof. Part (@) is immediate from the inequality p(0) > p**(0). Next sup-
pose p(0) is finite. Observe that a vector ¢ satisfies ¢ € dp(0) if and only if
for all y it holds:

p0 <000~ (o) =t { e - ((3) . (5)) ]

Taking the infimum over y, we deduce ¢ € 9p(0) if and only if p(0) <
—F*(0, ¢), which in light of (a) happens if and only if ¢ is dual optimal.
Note moreover that the existence of a single subgradient ¢ € dp(0) implies
p(0) = ¢(0). The proof is complete. O

3.7 Duality and subdifferential calculus

The idea of duality has appeared throughout the previous sections, culmi-
nating in the definition of the Fenchel conjugate. In this section, we will
use these ideas to investigate the so-called primal-dual pairs of convex op-
timization problems. Roughly speaking, we will see that for a number of
well-structured convex minimization problems, there are natural ways to
obtain lower bounds on their optimal value. The task of finding the largest
such lower bound is itself another optimization, called the dual. A central
question is therefore to determine conditions ensuring that the best lower-
bound matches the primal optimal value. As a bonus, we would also like to
know that optimality in the primal can indeed be certified by a dual feasible
solution, or in other words that the dual optimal value is attained.

3.7.1 Fenchel-Rockafellar duality

Consider a general class of structured optimization problems

(P) inf h(A2) + g(a),

where h: Y =+ R g: E — R are some proper functions and A: E — Y is a
linear map. Let us call this problem the primal. Define now a new convex
optimization problem called the dual:

(D) sup — h*(y) — g"(=A"y),
yeY
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The dual problem (D) arises naturally from a lower-bounding viewpoint.
Let us try to find simple lower bounds for val(P), the optimal value of (P).
From the definition of the conjugate, any y € dom h* yields the lower bound

val(P) > inf sup (y, Az) — h*(y) + g(z)

zeE yeY
> inf (g, Az) — h*(7) + g(x)
= —h*(g) —sup {(—A*7y,z) —g(x)}

zeE

= —h*(y) — 9" (=A"D).

The right-hand-side is exactly the evaluation of the dual objective function
at g. Thus val(D) is the supremum over all lower-bounds on val(P) that can
be obtained in this way. In particular, we have deduced the weak-duality
inequality

val(P) > val(D).

The goal of this section is to show that when h and g are proper, closed, and
convex and a mild compatibility holds, we can be sure that strong duality
holds: val(P) = val(D) and the dual optimal value is attained, if finite. The
argument proceeds by interpreting Fenchel-Rockafellar duality within the
parametric framework of Theorem [3.50)

Theorem 3.51 (Fenchel-Rockafellar duality). Consider the problems:

(P)  min h(Az) + g(x)

(D) max — g (=A"y) — h*(y).

where g: E — R and h: Y — R are proper, closed convex functions, and
A:E — Y is a linear map. Then the two problems fit the perturbation
framework of Theorem with

F(z,y) = h(Az +y) + g(z).
In particular, the regularity condition
0 € ri(domh) — A(ridom g) (3.6)

guarantees that the primal and dual optimal values are equal, and the dual
optimal value is attained, if finite.

Proof. Let us verify the assumptions of Theorem [3.50 To this end, define
the function

F(z,y) = h(Ax +y) + g(z).
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Observe

F*(z,y) = sup{{(2, w), (z,y)) — h(Az + w) — g(2)}.

zZ,W

Making the substitution v := Az + w, we get

F*(z,y) = sup{(z,2) + (v — Az,y) — h(v) — g(2)}

= sgp{(z, x—A%y) —g(2)} + Slip{@, y) — h(v)}
=g"(x — A'y) + h*(y).

Thus the Fenchel dual problem (D) is exactly the problem ¢(0) = —sup, F*(0,y).
A quick computation shows

domp = dom h — A(dom g).

Hence the assumption along with Theorem implies 0 € ri (dom p).
If p(0) = —oo, there is nothing to prove. Hence we may suppose that p(0)
is finite. Theorem then implies that p is proper, while Theorem in
turn guarantees that the subdifferential Op(0) is nonempty. An application
of Theorem [3.51| completes the proof. O

In many applications, the primal problem looks slightly different:
(P) mmin (c,x) + h(b— Az) + g(z),

for some vectors b € Y and ¢ € E. Some thought shows that this formulation
can be put into the standard form of Theorem |3.51| simply by replacing g
with g + (¢, -) and replacing h with A(b — -). Then the dual reads:

(D) max (b,y) — g (A"y — ¢) — h*(y),

and the regularity condition (3.6)) becomes
b € A(ridom g) + ri (dom h).

Among the most important consequences of Theorem [3.51]are a sum and
a chain rule for subdifferentials.

Theorem 3.52 (Subdifferential calculus). Let g: E — R and h: Y — R
be proper, closed convex functions and A: E — Y a linear map. Then for
any point x, the inclusion holds:

0(g+ hoA)(z) D 0g(x) + A"Oh(Ax). (3.7)
Moreover, equality holds under the regularity condition

0 € ri(domh) — A(ridom g). (3.8)
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Proof. The inclusion follows immediately by adding the subgradient in-
equalities for g at  and for h at Az. Assume now holds. Fix a vector
v € g+ hoA)(x). Without loss of generality we may assume v = 0, since
otherwise, we may replace g by g — (v,-). Thus x minimizes

(P) min h(Az) + g(z).
Consider now the dual problem
(D) max —g"(=A%) = h*(y).

Theorem |3.51| guarantees that the primal and dual optimal values are equal
and the dual optimal value is attained. Letting y be any dual optimal
solution, we deduce

0= (g9(z) + h(Ax)) + (g" (= A"y) + h*(v))
= (9(x) + g"(=A"y)) + (h(Az) + h*(y))
<$7 _A*y> + (.A{E,y> = 07

v

where the last line follows from the Fenchel-Young inequality (Theorem (3.42]).
Hence equality holds throughout and we learn

g(z) + g* (= A"y) = (z,-A"y)  and  h(Az) +h*(y) = (Az,y).

Using the characterization of equality in Theorem [3.42| we obtain the de-
composition

0=-A"y+ A'y € 9g(z) + A*Oh(Azx),
as claimed. O

Exercise 3.53. Consider a proper, closed, convex function f: E — R and
a point Z € int (dom f) such that f(z) is not the minimum of f. Define the
sublevel set Q := {x: f(z) < f(Z)}. Prove the formula

No(#) = Ry 0f().

[Hint: Focus on the epigraphs.]

3.7.2 Lagrangian Duality

Let us next look at a problem class that does not directly fit in the framework
of Fenchel-Rockafellar duality. Namely, consider the constrained optimiza-
tion problem
min f(x)
(P) s.t. G(z) € K,

N )
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where f: E — R is some function, G: E — Y is a map, K C Y is a cone,
and @ € E is an arbitrary set. Notice that we may equivalently write (P)
as min, h(G(x)) + g(z), where we set h = dx and g = f + dg. Since G
is nonlinear, we can not appeal to Fenchel-Rockefeller duality. Instead, we
will use a direct lower-bounding procedure.

Define the Lagrangian function

L(J},y) = f(x) + <y7 G({L‘)>
Observe now

sup L(z,y) =

yEQ® 400 otherwise

{f(x) if G(x) € K

Consequently taking the infimum over x € @), we deduce

inf sup L(z,y) = val(P).
TEQ yeK©°

Hence any y € K° certifies a lower bound on the primal optimal value:

val(P) > inf L(z,7).
T€EQ

Finding the best lower bound that is achievable in this way is the Lagrange
dual optimization problem:

(D) sup ®(y) where ®(y) := inf L(z,y).
yeke zeQ

We will see that under reasonable convexity and compatibility assumptions,
we can be sure that strong duality holds: val(P) = val(D) and the dual
optimal value is attained, if finite.

We will need the following definition. A map G: E — Y is convez
relative to a convex cone K C Y if the inclusion

GAay+(1-=Nz) e AG(y) + (1 - NG(z) + K
holds for all z,y € E and A € [0, 1].

Exercise 3.54. Let g1,92,...,9n: E — R be convex functions g,11,...,9m: E —
R be affine functions. Then the map G(z) = (g1(x), g2(x),. .., gm(x)) is
convex relative to the convex cone K = R"™ x {0}™ ™.

Exercise 3.55. Show that if G: R — Y is convex relative to a convex cone
K C Y, then the function (z,y) — 0x(G(x) + y) is convex.

We now apply Theorem to the Lagrange primal-dual pair.



80 CHAPTER 3. CONVEX GEOMETRY AND ANALYSIS

Theorem 3.56. Consider the constrained optimization problem

(P) mmin f(z) subject to G(z) € K, € Q.

where f: E — R is a closed convex function, G: E — Y is a continuous
map that is convex relative to a closed conver cone K C Y, and Q C E is a
closed convex set. Define the dual problem

(D) sup P(y) where O(y) := inf f(x)+ (y, G(x)).
yeK?®° T€EQ

Then the two problems fit the perturbation framework of Theorem[3.50 with
F(z,y) = dq(x) + f(x) + 0x (G(z) + y).
In particular, the reqularity condition
dr € @QNdom f with G(z) € int K (3.9)

guarantees that the primal and dual optimal values are equal, and the dual
optimal value is attained, if finite.

Proof. Let us verify the assumptions of Theorem [3.50 To this end, define
the function
F(z,y) = 0q(x) + f(z) + 6k (G(z) +y).

Note that F' is clearly proper and closed, and is convex by Exercise [3.55
We successively compute

F*(0,v) = sup ((0,0), (z,y)) — F(x,y)

x7y

= sup (v,y)— f(z) — O0x(G(z) +y)
z€Q,y

= sup (v,z —G(2)) - f(z) - 0k (2)
z€Q, 2z

= sup (v,2) — inf {{v, G(2)) + f(2)}
zeK z€Q

= dgo(v) — ®(v).

Thus the Lagrange dual (D) is precisely the problem ¢(0) = max, —F™*(0,v).
Next observe that directly implies 0 € int (dom p). If p(0) = —oo, there
is nothing to prove. Hence we may suppose that p(0) is finite. Theorem
then implies that p is proper, while Theorem |3.40|in turn guarantees that the
subdifferential Op(0) is nonempty. An application of Theoremcompletes
the proof. O

Exercise 3.57. Compute the Fenchel duals of the following problems.
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2. mingern {5/ Az —b[3 : [l < 7}
3. mingern ||Az — bl + ||2||1

4. mingerr {||Az — bl|oo : ||z]|1 < 7}

5. ming {(c,z): Ax =b,x € K}, where K is a closed convex cone.

Exercise 3.58. Compute the Lagrangian duals of the following problems

1. ming {{(c,z): Az = b,z € K}, where K is a closed convex cone.

2. minxegn {(C,X) : (4;,X) =0b;fori =1,...,m, X = 0}, where A;
are some n X n symmetric matrices.

3. minxeRn{%xTQx : Az < b}, where @ > 0.

4. minxeRn{zle f(x;) : Az < b}, for a univariate function f: R — R.

Exercise 3.59. Suppose C C E and D € Y are compact, convex sets and
A: E — Y is a linear mapping. Use Fenchel duality to prove

mig max (Az,y) = max min (Az,y)

Exercise 3.60. Consider the problem
(P)  min (Qoz,)
st. (Qjz,x)=0b; forj=1,....,m

where Q; (for j =0,1,...,m) are n X n symmetric matrices and b € R™ is
a vector.

1. Prove that the Lagrangian dual of this problem is the Semi-definite

Program
(D) max y’b
Y
m (3.10)
st Qo— Y yQj =0

j=1
2. Use Lagrangian (or Fenchel) duality to derive the dual problem of (D):
(P)  min (Qu.X)

S.t. <Qj,X>:bj fOI“j:]_,...,m
X =0.

3. When there exists a feasible positive definite matrix for (]3), the op-
timal values of (P) and (D) are equal. What is then the relationship
between the optimal value of (P) and that of (P)? The problem (P)
is called a convez relazation of (P). Why?
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3.8 Moreau-Yosida envelope and the proximal map

In this section, we consider an important process that associates to any
convex function, a smooth convex approximation. This operation is simply

the infimal convolution with the convex quadratic 5-|| - ||? for any a > 0.

Definition 3.61. For any function f: E — R and real a > 0, define the
Moreau-Yosida envelope and the proximal map, respectively:

fala) i=min f(y) + o-llz ~ |

, 1
ProX, () := argmin f(y) + o[z — y*
y a
Exercise 3.62. Compute the proximal operator prox,; of the following

functions: f(z) = [lz|l1, f(z) = [[z[l2, f(z) = [|#[/-

In the simplest case that f is the indicator function of a closed convex set
@, the moreau envelope is the squared distance f,(z) = idist%(;v), while
the proximal map is the nearest point projection prox,(z) = projo(z). In
analogy to the projection operator (Exercise , the following theorem
shows that the proximal map of a proper, closed, convex function is single-
valued and 1-Lipschitz continuous.

Theorem 3.63. Consider a proper closed convex function f: E — R. Then
the set prox;(z) is a singleton for every point x € E. Moreover, for any
x,y € E the estimate holds:

Iprox (z) — pros; (1) < (prox(z) — prox;(y),a — y).
In particular, the provimal map x > prox(x) is 1-Lipschitz continuous.

Proof. Notice that for every point x, the function z — f(z) + 3|z — z? is
closed and 1-strongly convex, and hence has a unique minimizer. Thus the
proximal set prox; evaluates to a singleton everywhere on E, as claimed.
Next, consider any two points x,y € E and define 2+ = prox(x) and
yt = prox;(y). Then using strong convexity, we deduce

ﬂﬂv+;m+—wﬁs(ﬂwv+;m+—xw)—;m+—fw2
Pt + g™ =yl — Sl 2|

+ ol — P — Sl ol
Pt + gl =yl — ot

1
- + 2 - + 2
+ 2IIy || 2Hy yl*.
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Rearranging yields the claimed estimate.
1
ly™ — 2™ < 5 (=" = ylI? = lly* = yl? + ly* —2l® —lla* —z[)

= <$+ _y+,$ _y>

The Cauchy-Schwarz inequality then implies ||yt —2 1| < ||z —y]| as claimed.
O

The proximal map of a convex function and that of its conjugate are
closely related, as the following theorem shows.

Theorem 3.64. For any proper closed convex function f: E — R, equality
holds
prox(x) + proxs. (r) = x Vz € E.

Proof. Using the Corollary we successively deduce

1
z =proxs(z) <= 0€0 <f + §|| . —x|]2> (2)
=z —2z€0f(z)
=z € df(z—2)
<= 0€df (r—2)—=z
1
—=0€c0 (f* + §H : —33H2> (x — 2) &= & — z = prox (7).
This completes the proof. ]

The following is the main result of this section. It shows that under stan-
dard convexity assumptions, the Moreau-Yosida envelope is continuously
differentiable. Indeed, the gradient of f,, is even a~'-Lipschitz continuous.

Theorem 3.65. For any proper, closed, convex function f: E — R, the
envelope fo is continuously differentiable on E with gradient

Vfa(z) =a (z - prox, ¢()). (3.11)

Proof. Suppose first « = 1 and fix a point x € E. We aim to show that
the subdifferential of f, is a singleton at every point. To this end, using

Corollary we deduce
z € 0fa(x) z € 0(f035] - I1*)*(2)

zed(f+G11P)) @)

r€If*(2)+ 2

0€d(f* + | —z|*)(2)

z = prox ()

[ A

z =1z — proxs(z),
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where the first equivalence uses Corollary and the definition of the
Moreau-Yosida regularization, the second equivalence uses Exercise [3.38]
and the last equivalence follows from Theorem Thus we deduce that the
subdifferential df,(x) is a singleton. Hence by Theorem the envelope
fa is differentiable with Vf,(r) = z — proxs(x). Finally, in the general
setting a0 # 1, simply observe that « - f, is the Moreau-Yosida envelope of
o f with parameter 1. Applying what we have already proved in this setting
immediately yields the expression . O

3.9 Orthogonally invariant functions

In this section, we study functions on the space of symmetric matrices that
depend on the matrix only through its eigenvalues. Remarkably, we will be
able to explicitly compute conjugates, subdifferentials, and proximal maps
of such functions.

We begin with some notation. The symbol S™ will denote the Fuclidean
space of symmetric matrices, while O(n) will denote the set of n x n or-
thogonal matrices. The symbol II(n) will denote set of all permutation of
{1,...,n}. In particular, for any vector z € R" and permutation 7 € II(n),
the symbol 7wz will denote the same vector as x but with coordinates per-
muted according to 7. Let us record the following two key definitions, whose
close relationship will be become clear momentarily.

Definition 3.66. A function f: R" — R is called symmetric if it satisfies
f(rz) = f(x), for all z € R", 7 € II(n).
Definition 3.67. A function F: S — R is called spectral if it satisfies
FUXUT) = F(X), for all X € 8", U € O(n).

Typical examples of spectral functions are the negative log-determinant
F(X) = —Indet(X) + dsn, (see Exercise|1.10), the nuclear norm F'(X) =
> i 1A (X)], the operator norm F'(X) = max |\;(X)|, and the Frobenius

norm F(X) = /> % A?(X). Notice that all of these examples have an

intriguing property: the function F factors as F(X) = f(A(X)) for some
simple symmetric function f: R™ — R. Indeed, all spectral functions factor
in this way.

Exercise 3.68. A function F: S — R is spectral if ‘and only if we can
write F' = f o A for some symmetric function f: R" — R.
[Hint: Explicitly, set f(z) = F(Diag(x)).]

In typical circumstances, the spectral fucntion F' may appear appear
highly complicated, whereas f is simple (e.g. polyhedral). In this section,
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we will see that numerous convex analytic properties of F' can be described
purely in terms of the analogous properties of f. The key tool we will employ
is Theorem which establishes that the eigenvalue map on the space of
symmetric matrices is Lipschitz continuous. The proof of the theorem will
use the following two exercises. For a vector  in R"™, we denote by 2T the
vector with the same components permuted into nonincreasing order.

Exercise 3.69. For any two vectors x,y € R”, the inequalities hold:
(x,y) < (@, yh).

Moreover, equality holds if and only if there exists a permutation 7 satisfying
m(z) = 2" and 7(y) = yT.

Exercise 3.70. Consider a convex symmetric function f: R™ — R. Then
whenever the inclusion v € df(x") holds, so does the inclusion v" € df(zT).

Theorem 3.71. (Trace Inequality) For all X,Y € S™, we have
[AX) =AY < [[X = Y[p, (3.12)

with equality if and only if X and Y admit a simultaneous ordered spectral
decomposition, meaning that U € O(n) satisfying

X = U(Diag \X))UT, Y =U(Diag(A\(Y)))UT.
Proof. Let X,Y € S™ and define the set
L={UXUT:U € O(n)}.

Since L is closed and compact, we may choose an arbitrary closest point
Z € L toY. Thus we have

IX = YF > 1Z - Y|F = distZ(Y).

Fix now an arbitrary skew-symmetric matrix W and notice that for any
t € R, the matrix exponential ¢!V is an orthogonal matrix. Define the
function

1 _
olt) = e Ze — Y.

It is straightforward to check that
J(t) = (YZ - ZY, W),

Setting W := Y Z — ZY and taking into account ¢'(t) = 0, we deduce YZ =
ZY . Since Z and Y commute, they must be simultaneously diagonalizable.
Thus there exist U € O(n) and a permutation 7 satisfying

Y = UDiag (7 - \(Y))U7, 7 = UDiag (\(2))U™. (3.13)
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Recall moreover, A(Z) = A(X) since Z and X both lie in £. Thus
IX=Yl|r=Z-YlF
= ||Diag (7 - A(Y')) — Diag (MX))[[r = [[A(Y) = A(X)].

This establishes the inequality (3.12]). Moreover, if equality holds in (3.12)),
then we could set Z = X in the first place. Thus Z and X are simultaneously
diagonalizable and the estimate (3.14]) guarantees the equality

[ - AQY) = AX)[[ = M) = AX)]-

(3.14)

Squaring and expanding, we deduce
(m- A(Y), A(X)) = (A(Y), A(X))-

Applying Exercise [3.69], we deduce that there exists a permutation 7 satis-
fying M(X) = #A(X) and 7A\(Y) = 7#A(Y). Consequently, using (3.13) we
deduce

Y = UDiag (#\(Y))UT X = UDiag (7 A\(X))UT.

1

Permuting the columns of U according to 77+ completes the proof. 0

We can prove a precise relationship between the Fenchel conjugate and
the Moreau envelope of a spectral function f o A and those of f.
Theorem 3.72. Consider a symmetric function f: R® — R. Then the
inequalities

(foX)*(Y) = (ffoN)(Y) and — (foX)a(X) = fa(AMX)),
hold for all X, Y € S™.

Proof. We begin with the computation of the Fenchel conjugate. To this
end, we successively compute

(FoA) (V) = sup {{X,Y) = FAX)}

< sup {(NX),A(V)) — FNX))} (3.15)
< sup (= A(Y)) ~ £(2)} = F(AY).

where (3.15]) follows from Theorem To see the reverse inequality, fix an
eigenvalue decomposition Y = UDiag (A(Y))UT with U € O(n). Observe

FrAY) = sup {(z,A(Y)) — f(2)}

zeR™
< ;ggn{“(X)’*(Y” — F(MX))} (3.16)
= ;ggﬂﬂUDiag(A(X))UT,n — FMX))}

< Zs;lgn{@ Y) = fM2))} = (feo N)*(Y),
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where (3.16) uses Exercise We conclude (f o A)*(X) = (f* o A)(X), as

claimed.

Next, we verify the analogous expression for the Moreau envelope. Fix
a matrix Y and an eigenvalue decomposition X = UDiag (A\(X))U? with
U € O(n). We then deduce

(foNa(X) = jnf {FAZ) + 5112 - X[})

1
< inf {f(2) + 5 [[UDiag (:)U" — UDiag (\(X))U" ||}

< {fG)+ %Hz A} = fa(AX)).

Conversely, observe
. 1 2
falNX)) = inf {7(2) + 5]l = M)}

< inf {f(\(2)) + %HA(Z) — AMX)I”}

© Zesn
1
< inf {f(M2)+ —IZ - X|*} = X 1
<t {FNZ) + 517 = XIPY = (fona(X)  (317)
where (3.17) follows from Theorem [3.71] This completes the proof. O]

With Theorem [3.72] at hand, we can now obtain an explicit representa-
tion of the subdifferential d(f o A\)(X) in terms of Jf(A(X))

Corollary 3.73. Consider a proper, closed, symmetric function f: R"™ —
R. Then f is convex if and only if the spectral function f o X is convex.
Moreover, if f is convez, then the subdifferential O(f o A)(X) consists of all
matrices Y € S™ that admit a simultaneous ordered spectral decomposition
with X and satisfy A(Y) € 0f(AN(X)). In particular, the expression holds:

A(f o A)(X) = {UDiag (w)UT :w e df(A(X)), U € Ox},

where
Ox :={U € O(n) : X = UDiag (\(X))UT}.

Proof. Suppose first f o A is convex. Since f coincides with the restriction
of f o A to diagonal matrices, we immediately deduce that f is convex.
Conversely, suppose that f is convex. Note that since f is symmetric, so is
its conjugate f*. Consequently applying Theorem twice and appealing
to Theorem [3.37], we deduce

(fo X)) =(ffoX)"=(fToA)=foA

Since f o A coincides with its double conjugate, we conclude that f o A is
convex.
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Now suppose that f is convex. Suppose first Y € 9(f o A)(X). Then
Theorem [3.42] guarantees the equality
(foX)"(Y) + (f o A)(X) = (Y, X).

We therefore deduce

(AY), A(X)) < FA(AY)) + F(MX)) (3.18)
= (SN (Y) + (fo M)(X)
= (¥, X)
< (A(Y), A(X)).- (3.19)

Hence equality holds throughout. Therefore from equality in (3.19)), the
matrices X and Y must admit a simultaneously ordered decomposition,

while equality in (3.18)) guarantees the inclusion A(Y') € 9f(A(X)).
Conversely, suppose X and Y admit a simultaneously ordered eigenvalue

decomposition and the inclusion A(Y') € df(A(X)) holds. Then by similar
reasoning as before, we have

AY), A(X)) = FFA(Y)) + FAX))
= (Jo N (Y) + (f o N(X)
> (Y, X) (3.20)
= (A(Y), A(X))-

Thus equality holds throughout. In particular, from equality in (3.20]) we
conclude Y € 9(foA)(X) as claimed. In particular, the displayed expression
for the subdifferential f o A now follow immediately from Exercise O

Exercise 3.74. Define the function F': S — R by F(X) = || X||op. Prove
the expression

AfoN)(I)={Y =0:tr(Y) =1}.
Exercise 3.75. Consider a symmetric function f: R®™ — R. Establish the
formula for the proximal map:

prox ;o (X) = {UDiag (w)UT :w e prox;(A(X)), U € Ox},

where

Ox :={U € O(n) : X = UDiag (\(X))UT}.

It is possible to develop a completely parallel theory for “orthogonally
invariant” functions on the Euclidean space of rectangular matrices. We
now outline such results, leaving the details for the interested reader to fill
in.

We will call a function F': R™*™ — R orthogonally invariant if we have

FUXVT)=F(X) forall X € R™" U c O(m),V € O(n).
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Without loss of generality, suppose m < n. We will say that a function
f: R™ — R is absolutely symmetric if f(nx) = x for all x € R™ and
all signed permutations w. It is straightforward to see that a function F
is orthogonally invariant if and only if it factors as F' = f o o, where f
is some absolutely symmetric function on R™ and o is the singular value
map. Similar arguments as in the symmetric case then show the following
theorem.

Theorem 3.76. Consider an absolutely symmetric, proper, closed function
f: R™ —= R. Then the expressions hold

(fea) (V)=(fea)Y)  and  (foo)a(X)= falo(X)),
and
Prox o, (X) = {UDiag (w)V" : w € prox;(o(X)), (U, V) € Ox},
where we define
Ox :={(U,V) € O(m) x O(n) : X = UDiag (¢(X))VT}.

Moreover, f o o is conver if and only if f is convexr, in which case the
subdifferential admits the form

O(f o 0)(X) = {UDiag (w)V' : w € df(\(X)), (U,V) € Ox}.

References.

All of the results in this section can be found in the standard monographs
on convex analysis, such as [3, (14, I5]. The material in Section follows
the discussion in the papers [0, [7].
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