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Abstract. We consider spectral functions f ◦ λ, where f is any permutation-invariant mapping from Cn

to R, and λ is the eigenvalue map from the set of n × n complex matrices to Cn , ordering the eigenvalues
lexicographically. For example, if f is the function “maximum real part”, then f ◦ λ is the spectral abscissa,
while if f is “maximum modulus”, then f ◦ λ is the spectral radius. Both these spectral functions are
continuous, but they are neither convex nor Lipschitz. For our analysis, we use the notion of subgradient
extensively analyzed in Variational Analysis, R.T. Rockafellar and R. J.-B. Wets (Springer, 1998). We show
that a necessary condition for Y to be a subgradient of an eigenvalue function f ◦ λ at X is that Y∗ commutes
with X. We also give a number of other necessary conditions for Y based on the Schur form and the Jordan form
of X. In the case of the spectral abscissa, we refine these conditions, and we precisely identify the case where
subdifferential regularity holds. We conclude by introducing the notion of a semistable program: maximize
a linear function on the set of square matrices subject to linear equality constraints together with the constraint
that the real parts of the eigenvalues of the solution matrix are non-positive. Semistable programming is
a nonconvex generalization of semidefinite programming. Using our analysis, we derive a necessary condition
for a local maximizer of a semistable program, and we give a generalization of the complementarity condition
familiar from semidefinite programming.

Key words. nonsmooth analysis – eigenvalue function – spectral abscissa – spectral radius – semistable
program – stability

1. Introduction

Let Mn denote the Euclidean space of n × n complex matrices, with real inner product

〈X,Y〉 = Re tr X∗Y = Re
∑
r,s

xrs yrs

and norm ‖X‖ = 〈X, X〉1/2. For any X ∈ Mn , the n eigenvalues of X are the n roots
of its characteristic polynomial det(ζI − X). We denote these by λ1(X), . . . , λn(X),
repeated according to multiplicity and ordered lexicographically so that, if k < 	, then
either Re λk(X) > Re λ	(X), or Re λk(X) = Re λ	(X) with Im λk(X) ≥ Im λ	(X).
Thus we uniquely define the eigenvalue map

λ : Mn → Cn.
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This paper considers variational properties of functions of the eigenvalue map. It
builds on two foundations. On the one hand, it extends earlier work of the authors [4–6]
as well as other work done by the authors with R.S. Womersley [22] and J. Moro [20].
On the other hand, its approach is very much inspired by the beautiful recent work of
Adrian Lewis on analysis of eigenvalues for the Hermitian (and real symmetric) matrix
case [16–18].

Following Lewis, we define a spectral function (equivalently, an eigenvalue function)
as an extended-real-valued function of the eigenvalue map, writing it in the composite
form

f ◦ λ : Mn → [−∞,+∞], (1.1)

where the only restriction on the function f : Cn → [−∞,+∞] is that it must be
invariant under permutation of its argument components. Thus, the lexicographic order
used to define λ has no influence on the value of f ◦ λ. This implies that, if f is
continuous on Cn , then f ◦λ is continuous on Mn (though λ is not), since the unordered
n-tuple of roots of a polynomial is a continuous function of its coefficients. Spectral
functions of great interest in applications include the spectral abscissa

α = (max Re) ◦ λ
and the spectral radius

ρ = (max mod) ◦ λ
where mod(x) = |x| for x ∈ C. Although these spectral functions are continuous, they
are neither convex nor Lipschitz on Mn . For example, let t ∈ R and consider

X(t) =
[

0 1
t 0

]

whose eigenvalues are ±√
t. We have

α(X(t)) = √
t if t ≥ 0; 0 if t ≤ 0

and
ρ(X(t)) = √|t|.

The development of tools for studying the variational properties of general non-
convex functions has been a very active area of research for 25 years, beginning with
Clarke’s Ph.D. thesis [8]. Clarke’s generalized gradient is a convex-set-valued map,
reducing to the well known subdifferential of convex analysis in the convex case, and to
a singleton (the gradient) in the smooth case. In more recent years, attention has turned
to the nonconvex-set-valued maps introduced and analyzed by Mordukhovich [19],
Kruger and Mordukhovich [13] and Ioffe [11], and it is just such a map that forms the
centerpiece of the comprehensive book by Rockafellar and Wets [23, Chap. 8]. Follow-
ing Lewis [18], we confine our attention to this map, defining subgradients and horizon
subgradients accordingly. As we shall demonstrate, this choice is very well suited to
variational analysis of non-Lipschitz spectral functions.

We now introduce the necessary notation; see [23, Chap. 8] for more details. Let
φ : E → [−∞,+∞], where E is a finite-dimensional Euclidean space, real or complex,
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with the real inner product 〈·, ·〉, and let x ∈ E be such that φ(x) <∞. A vector y ∈ E
is a regular subgradient of φ at x (written y ∈ ∂̂φ(x)) if

lim inf
z→0

φ(x + z)− φ(x)− 〈y, z〉
‖z‖ ≥ 0. (1.2)

A vector y ∈ E is a subgradient of φ at x (written y ∈ ∂φ(x)) if there exist sequences xi

and yi in E satisfying

xi → x (1.3)

φ(xi)→ φ(x) (1.4)

yi ∈ ∂̂φ(xi) (1.5)

yi → y. (1.6)

A vector y ∈ E is a horizon subgradient of φ at x (written y ∈ ∂∞φ(x)) if y = 0 or
there exist sequences xi, yi ∈ E satisfying (1.3), (1.4), and (1.5), but, instead of (1.6),

si yi → y, si ↓ 0,

where by si ↓ 0, we mean a sequence of positive real numbers decreasing to zero.
It follows from the definition that ∂̂φ(x), the set of regular subgradients of φ at x,

is closed and convex (though possibly empty). The set of subgradients, ∂φ(x), is not
necessarily convex. For example, if E = R and φ(x) = −|x|, then ∂̂φ(0) = ∅, and
∂φ(0) = {−1, 1}. For the same example, ∂∞φ(0) = {0}. For the function φ(x) = |x|1/2,
we have ∂̂φ(0) = ∂φ(0) = ∂∞φ(0) = R, while for the function φ(x) = x1/3, we
have ∂̂φ(0) = ∂φ(0) = ∅ and ∂∞φ(0) = R+. If φ is a convex function, ∂̂φ = ∂φ and
coincides with the ordinary subdifferential of convex analysis.

We shall also need the notion of horizon cone, which we define, to avoid unnecessary
complication, under the assumption that φ is continuous and has at least one regular
subgradient at x. Then, since ∂̂φ(x) is nonempty, closed and convex, the horizon cone
of ∂̂φ(x) is defined by

∂̂φ(x)∞ = {
y : ỹ + ty ∈ ∂̂φ(x) ∀t ∈ R+

}
(1.7)

where ỹ is any element of ∂̂φ(x) [23, Theorem 3.6]. Directly from the definitions, we
have

∂̂φ(x) ⊆ ∂φ(x) and 0 ∈ ∂̂φ(x)∞ ⊆ ∂∞φ(x).
Regularity is a key notion in nonsmooth analysis, going back to [8]. We say that φ

is subdifferentially regular at x if [23, Corollary 8.11]

∂̂φ(x) = ∂φ(x) and ∂̂φ(x)∞ = ∂∞φ(x).
Finally, the subderivative of φ at x in the direction w is

dφ(x)(w) = lim inf
t↓0
w′→w

φ(x + tw′)− φ(x)
t

. (1.8)
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We have, immediately from the definition, that

∂̂φ(x) = {y : 〈y, w〉 ≤ dφ(x)(w), ∀w ∈ E} . (1.9)

Our primary interest is in the case where E is a complex space. It is important to note
that the definitions given above are independent of whether we regard E as a complex
space, say Cn , or the corresponding real space, R2n . For example, if E = C and φ(x) =
Re x, then ∂φ(x) = ∂̂φ(x) = {1}, while if φ(x) = |x|, then ∂φ(x) = ∂̂φ(x) = {x/|x|}
for x  = 0 and {y : |y| ≤ 1} for x = 0. Thus, our use of a complex domain is purely for
convenience; all results could be stated equivalently using a real domain.

The equivalence of R2 and C is conveniently captured by the linear transformation
� : R2 → C defined by

�(x) = x1 + √−1 x2,

where
√−1 denotes the imaginary unit. We have

�−1µ = �∗µ =
[

Re µ
Im µ

]
,

where�∗ is the adjoint of � with respect to the real inner product

〈µ, ν〉 = Re (µ ν) . (1.10)

Let γ : R2 → R be given, and define κ : C → R by the composition

κ = γ ◦�∗.

If γ is differentiable at �∗µ, the chain rule gives us

κ′(µ) = �∇γ(�∗µ), (1.11)

where ∇γ denotes the gradient of γ , and, if γ is twice differentiable,

κ′′(µ)ν = �∇2γ(�∗µ)�∗ν, (1.12)

where ∇2γ denotes the Hessian of γ . If γ is continuously differentiable at �∗µ, then
κ′ is continuous at µ, and we say that κ is C1 in the real sense at µ. If γ is twice
continuously differentiable at �∗µ, then κ′′ is continuous at µ, and we say that κ is
C2 in the real sense at µ. Application of Taylor’s theorem to κ gives us the following
lemma, which will be useful later.

Lemma 1.1. Let µ ∈ C and define κ, κ′ and κ′′ as above, with κ being C2 in the real
sense at µ. Suppose κ′(µ)  = 0. Let ν, ω ∈ C satisfy ν = ±√−1κ′(µ) and ω = δκ′(µ),
where

δ = −
〈
ν, κ′′(µ)ν

〉
2|ν|2 ∈ R.

Then
κ(µ+ sν + s2ω) = κ(µ)+ o(s2),

for s ∈ R.
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Having introduced the basic notation that we need, we now give an overview of the
paper.

In Sect. 2, we prove a necessary condition for a matrix Y to be a subgradient or
horizon subgradient of any spectral function f ◦ λ at X, namely: Y∗ must commute
with X. An immediate consequence is that there is a unitary matrix that simultaneously
triangularizes X and Y∗. This result generalizes one established by Lewis [18] in the
Hermitian matrix setting, namely: the Hermitian matrices X and Y must commute
and must therefore be unitarily simultaneously diagonalizable. In Sect. 3, we take this
one step further, showing that the diagonal of the triangular form of Y is actually
a subgradient (or horizon subgradient) of f at λ(X). Again, this generalizes a result
of Lewis in the Hermitian setting, where it is the end of the story; all subgradients
and horizon subgradients are completely characterized by this condition. In the general
setting, it is just the beginning.

In Sect. 4 we introduce the Jordan form. A semisimple eigenvalue is one for which
all corresponding Jordan blocks have size one, and a nonderogatory eigenvalue is one
for which there is only one Jordan block, whose size equals the eigenvalue multiplicity.
We give a detailed necessary condition for Y to be a subgradient or horizon subgradient
of f ◦ λ, based on the fact that the matrices that commute with a Jordan form have
a block structure with triangular Toeplitz blocks. We give stronger results in the cases
that the subgradient is regular, or the eigenvalues are nonderogatory.

We obtain further conditions characterizing the entries of the triangular Toeplitz
blocks in Sect. 5. Here we restrict the spectral function f ◦ λ by f = g ◦ hκ , where the
smooth function hκ maps all eigenvalues by the same complex-to-real map κ, and the
(not necessarily smooth) function g maps a real vector to a real scalar, and is invariant
under permutations of its argument components. Further results along this line are
obtained for “spectral max functions” in Sect. 6, where we assume that g is the max
function. These functions include the spectral abscissa and the spectral radius.

In Sect. 7, we further restrict our attention to the spectral abscissa α, and we
completely characterize all regular subgradients of α. For example, the only regu-
lar subgradient of α at X = 0 is (1/n)I , where I is the identity matrix, while the
regular subgradients of α at X given by an n by n upper Jordan block consist of
the lower triangular Toeplitz matrices with the restriction that the diagonal entry is
1/n and the first subdiagonal entry has nonnegative real part. Section 8 considers all
subgradients and horizon subgradients of α. In this section, we prove the most im-
portant result in the paper: the spectral abscissa is subdifferentially regular at X if
and only if all active eigenvalues of X (those with real part equal to the maximum
real part) are nonderogatory. In particular, α is subdifferentially regular at X given
by an n by n Jordan block, and hence the set of subgradients is the same as the
set of regular subgradients just described. We also completely characterize the sub-
gradients and horizon subgradients of α at X when all active eigenvalues of X are
semisimple. For example, the subgradients of α at X = 0 are exactly those matrices
whose eigenvalues are real, nonnegative, and sum to one, and the horizon subgradi-
ents of α at X = 0 are the nilpotent matrices. Neither of these subgradient sets is
convex.

In Sect. 9 we draw analogies and contrasts between these results and the well
known results in the Hermitian setting, where, for example, the (necessarily regular)
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subgradients of the convex function “max eigenvalue” at X = 0 consist of all matrices
that are positive semidefinite and have trace one.

Finally, in Sect. 10 we introduce semistable programming, a nonconvex generaliza-
tion of semidefinite programming. Using our analysis, we derive a necessary condition
for a local maximizer of a semistable program, and give a generalization of the comple-
mentarity condition familiar from semidefinite programming.

By Diag(x) we mean the diagonal matrix constructed from the vector x, while
diag(X) is the vector constructed from the diagonal entries in the matrix X. The identity
matrix is denoted I , and the vector whose components are all one is denoted e; their
dimensions will be evident from the context.

2. Commutativity and the Schur form

The following result is essential for all subsequent analysis.

Theorem 2.1. If Y is a subgradient or horizon subgradient of a spectral function f ◦ λ
at X, then Y∗X = XY∗.

Proof. We follow the proof in [18, Theorem 3], where a closely related result is given
for spectral functions on the space of Hermitian matrices. Instead of [18, Theorem 1],
the result we need here is that the orbit of X, that is the set of matrices similar to X, is
a submanifold whose tangent space at X is given by

TX = {X Z − Z X : Z ∈ Mn}
and whose normal space at X is given by

(TX )
⊥ = {Y ∈ Mn : XY∗ = Y∗X}.

This fact is presented in [1]. Although a proof of the formula for TX is not to be
found in [1], one is easily constructed by generalizing the proof of [18, Theorem 1] to
the non-Hermitian case. The rest of the proof follows exactly as in the proof of [18,
Theorem 3].

A unitary matrix U transforms X into Schur form if U∗XU is upper triangular.
An immediate corollary of Theorem 2.1 is the existence of a unitary matrix U which
simultaneously transforms both X and Y∗ to Schur form:

Corollary 2.1. If Y is a subgradient or horizon subgradient of a spectral function f ◦λ
at X, then there exists a unitary matrix U which simultaneously triangularizes X and Y∗,
i.e. such that

R = U∗XU and S = U∗YU (2.1)

are respectively upper and lower triangular. Furthermore, U can be chosen so that the
diagonal components of R appear in any desired order, e.g.

diag(R) = λ(X). (2.2)
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Proof. The existence of the simultaneously triangularizing unitary matrix U follows
from [9, Thm 2.3.3]. For the ordering, see Lemma A.1 in Appendix A.

To go further we must establish some more notation. Let µ1, . . . , µp be the distinct
eigenvalues of X, ordered lexicographically. Thus λ(X) is a vector whose components
are the µ j , repeated according to multiplicity. Let m( j) be the multiplicity of the eigen-
value µ j . Given a Schur form R = U∗XU , where U is unitary and diag(R) = λ(X),
we may partition R into the block upper triangular form

R =



R(11) · · · R(1p)

. . .
...

R(pp)


 (2.3)

where, for each j , R( j j) is upper triangular and

diag(R( j j)) = µ j e ∈ Cm( j)
, (2.4)

i.e., all diagonal components of R( j j) equal µ j . It will be convenient to also partition S,
satisfying (2.1), conformally, as

S =



S(11)

...
. . .

S(p1) · · · S(pp)


 , (2.5)

where, for each j , S( j j) is lower triangular.
The following lemmas will be useful.

Lemma 2.1. Suppose that
T−1 RT = R̃

where R and R̃ are both upper triangular and both have the block triangular structure
given in (2.3) and the diagonal restriction given in (2.4), with µ1, . . . , µp distinct and
ordered lexicographically. Then T has the same block triangular structure. Furthermore,
if T is unitary, it is not only block triangular, but block diagonal.

Proof. The proof recursively applies the result for the following partitioning:

R =

 R(11) R(12)

0 R(22)


 , R̃ =


 R̃

(11)
R̃
(12)

0 R̃
(22)


 ,

where the diagonal blocks are square with dimensions n1 and n2 respectively, and where
no diagonal entry in R(11) appears on the diagonal of R(22). Recall that diag(R) =
diag(R̃). Let

T =

 T (11) T (12)

T (21) T (22)


 .
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Since RT = T R̃, we have

R(22)T (21) = T (21) R̃
(11)
.

Since R̃
(11)

and R(22) have no common diagonal entry, we conclude, applying [10,
p. 270], that T (21) = 0. This shows that T is block triangular. Furthermore, it follows
immediately from the definition that if T is unitary, we also have T (12) = 0.

In the following, by X−∗ we mean (X∗)−1 = (X−1)∗.

Lemma 2.2. Let the assumptions of Lemma 2.1 hold, and assume also that

T∗ST−∗ = S̃,

where S and S̃ both have the block structure shown in (2.5), with S( j j) (but not necessarily

S̃
( j j)

) lower triangular for each j. Then, for each j, the blocks S( j j) and S̃
( j j)

have the

same eigenvalues. Furthermore, if S̃
( j j)

is also lower triangular for each j, then there
exists a permutation matrix Q such that

Q diag(R) = diag(R) = diag(R̃) and Q diag(S) = diag(S̃).

Proof. Since, by Lemma 2.1, T∗ is block lower triangular, we have, for each j ,

(T ( j j))∗S( j j)(T ( j j))−∗ = S̃
( j j)
, (2.6)

so the eigenvalues of S( j j) and S̃
( j j)

are the same. If the matrices are lower triangular,
their eigenvalues appear on the diagonals. Hence, for the jth block, there is a permutation
matrix Q( j) such that

Q( j)diag(S( j j)) = diag(S̃
( j j)
). (2.7)

Now set Q to be the block diagonal permutation matrix whose jth block is Q( j).
Multiplication by Q leaves diag(R) invariant since each of the diagonal blocks of R has
constant diagonal entries, so the proof is complete.

An immediate consequence of Lemma 2.2 is that, although S in (2.1) may not be
unique, its diagonal entries are uniquely determined, up to permutations within blocks.

3. A general necessary condition for subgradients of f ◦ λ in terms of
subgradients of f

The following is a key result.

Theorem 3.1. Let Y be a subgradient or horizon subgradient of a spectral function
f ◦ λ at X, i.e.

Y ∈ ∂( f ◦ λ)(X) or Y ∈ ∂∞( f ◦ λ)(X)
respectively, with R = U∗XU upper triangular, S = U∗YU lower triangular, and
diag(R) = λ(X), for some unitary matrix U, as in Corollary 2.1. Then

diag(S) ∈ ∂ f(λ(X)) or diag(S) ∈ ∂∞ f(λ(X))

respectively. Furthermore, if Y is a regular subgradient of f ◦λ, then diag(S) is a regular
subgradient of f .



Variational analysis of non-Lipschitz spectral functions 325

Proof. First suppose that Y is a regular subgradient. Then

f(diag(R)+ z) = ( f ◦ λ)(U(R + Diag(z))U∗) (3.1)

= ( f ◦ λ)(X + UDiag(z)U∗)
≥ ( f ◦ λ)(X)+ 〈

Y,UDiag(z)U∗〉+ o(‖z‖) (3.2)

= f(diag(R))+ 〈diag(S), z〉 + o(‖z‖) (3.3)

so diag(S) ∈ ∂̂ f(diag(R)) = ∂̂ f(λ(X)). Here (3.1) and (3.3) hold because the eigen-
values of a triangular matrix appear on its diagonal, and (3.2) follows directly from the
definition (1.2).

Now assume only that Y is a subgradient, not necessarily regular, so there is a se-
quence of matrices Xi → X, with f(λ(Xi )) → f(λ(X)) and a sequence of regular
subgradients Yi ∈ ∂̂( f ◦ λ)(Xi), with Yi → Y . By Corollary 2.1 there exists a sequence
of unitary matrices Ui with

Ri = U∗
i XiUi and Si = U∗

i YiUi

respectively upper and lower triangular for all i. Furthermore, the freedom in the sim-
ultaneous triangularization procedure allows us to choose the order of the diagonal
components in Ri so that diag(Ri) → diag(R) = λ(X). (This does not imply that
diag(Ri) is lexicographically ordered.) From an identical argument to (3.1)–(3.3), we
have

diag(Si) ∈ ∂̂ f(diag(Ri)). (3.4)

Since the set of all unitary matrices is compact, we can also assume Ui → Ũ , which,
while not necessarily the same as U , is also a simultaneously triangularizing matrix.
Let R̃ = Ũ

∗
XŨ and S̃ = Ũ

∗
YŨ; by construction, diag(R̃) = diag(R), and R̃ and S̃ are

respectively upper and lower triangular. We have

Û∗RÛ = R̃ and Û∗SÛ = S̃

where Û = U∗Ũ is unitary, allowing us to apply Lemmas 2.1 and 2.2 to obtain the
existence of a permutation matrix Q satisfying

Q diag(R) = diag(R) = diag(R̃) and Q diag(S) = diag(S̃).

Taking limits in (3.4) yields

diag(S̃) ∈ ∂ f(diag(R̃)). (3.5)

By [23, 10.7, p. 428] or [18, Proposition 2],

Vdiag(S̃) ∈ ∂ f(Vdiag(R̃)),

for any permutation matrix V . Choosing V = QT completes the proof.
The proof for the horizon subgradients is identical: instead of Yi → Y , we have

siYi → Y , where si ↓ 0, and so instead of (3.5), we obtain diag(S̃) ∈ ∂∞ f(diag(R̃)).

Both the statement and the proof of this result were inspired by Lewis [18, Proposi-
tion 5], where a related result was proved for the Hermitian case.
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4. Necessary conditions based on the Jordan form

A nonsingular matrix P transforms X to Jordan form if

P−1 X P = J =



J(1)

. . .

J(p)


 , where J( j) =




J( j)
1
. . .

J( j)
q( j)


 , (4.1)

with J( j)
k =



µ j 1

· ·
· ·
· 1
µ j


 , k = 1, . . . , q( j), j = 1, . . . , p. (4.2)

Here, as in the previous section, µ1, . . . , µp denote the distinct eigenvalues of X. Each

J( j)
k is a Jordan block of size m( j)

k ×m( j)
k for the eigenvalueµ j . The multiplicity ofµ j is

m( j) =
q( j)∑
k=1

m( j)
k .

The size of the largest Jordan block for µ j is denoted

n( j) = max
k=1,... ,q( j)

m( j)
k .

An eigenvalue µ j is said to be nonderogatory if q( j) = 1 and semisimple if n( j) = 1.
These cases coincide if and only if m( j) = 1, in which case µ j is said to be simple. The
set of matrices with a given Jordan block structure defines a submanifold of Mn whose
properties are well known [1]. Nonderogatory Jordan structures are the most generic.

We note that

X P = PJ, and P−1 X = JP−1.

Therefore, for each Jordan block J( j)
k , the corresponding block of m( j)

k columns of

P (respectively rows of P−1) contains a chain of m( j)
k generalized right (respectively

left) eigenvectors of X. The first column (respectively last row) in this block is a right
(respectively left) eigenvector. When µ j is semisimple, the corresponding chains have
length one, so the generalized eigenvectors are actually eigenvectors.

We also define

N( j) = J( j) − µ j I, j = 1, . . . , p. (4.3)

The matrix N( j) is called the nilpotent part of J( j), since (N( j))n
( j) = 0.
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Theorem 4.1. If Y is a subgradient or horizon subgradient of a spectral function f ◦ λ
at X, then any P satisfying (4.1), (4.2) also satisfies

P∗YP−∗ = W =



W (1)

. . .

W (p)


 , W ( j) =




W ( j)
11 · · · W ( j)

1q( j)

...
...

...

W ( j)
q( j)1

· · · W ( j)
q( j)q( j)


 , (4.4)

where W ( j)
rs is a rectangular m( j)

r ×m( j)
s lower triangular Toeplitz matrix, r = 1, . . . , q( j),

s = 1, . . . , q( j), j = 1, . . . , p. By this we mean that the value of the k, 	 entry in each
W ( j)

rs depends only on the difference k − 	 (is constant along the diagonals), and is zero
if k < l or m( j)

r − k > m( j)
s − 	 (is zero above the main diagonal, drawn either from the

top left of the block, or from the bottom right).

Proof. The proof follows immediately from the fact that the matrices commuting with
the Jordan form J are exactly the matrices W described in the theorem statement;
see [14, Sect. 12.4] for a proof and [1, Sect. 4.2] or [22] for illustrations.

It follows immediately that if an eigenvalue µ j is nonderogatory (q( j) = 1), then
W ( j) is lower triangular Toeplitz, i.e.,

W ( j) =




θ
( j)
1

θ
( j)
2 ·
· · ·
· · · ·

θ
( j)
m( j) · · θ( j)

2 θ
( j)
1



, (4.5)

for some θ( j)
	 , 	 = 1, . . . ,m( j).

We can relate the conditions on subgradients derived from the Schur and Jordan
forms as follows.

Corollary 4.1. Let Y be any subgradient or horizon subgradient of a spectral function
f ◦ λ, satisfying (2.1), (2.2), (2.3), (2.4), (2.5) as well as (4.1), (4.2), (4.4). Then, for
each j, S( j j) and W ( j) have the same eigenvalues, namely, the diagonal entries of S( j j).
Furthermore, if µ j is nonderogatory, S( j j) and W ( j) are both lower triangular with the
same constant diagonal entry.

Proof. We have

X = URU∗ = PJP−1, Y = USU∗ = P−∗WP∗

so

T−1 RT = J, T∗ST−∗ = W, (4.6)

where T = U∗P. Applying Lemma 2.2 with R̃ = J and S̃ = W gives the desired result.
The last statement is an immediate consequence of the fact that W ( j) is lower triangular
Toeplitz in the nonderogatory case.
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For regular subgradients, there is a much stronger result.

Theorem 4.2. If Y is a regular subgradient of a spectral function f ◦ λ at X, then any
P satisfying (4.1), (4.2) also satisfies

P∗YP−∗ = W =



W (1)

. . .

W (p)


 , W ( j) =




W ( j)
11
. . .

W ( j)
q( j)q( j)


 , (4.7)

where W ( j)
kk =




θ
( j)
1

θ
( j)
2 ·
· · ·
· · · ·

θ
( j)

m( j)
k

· · θ( j)
2 θ

( j)
1



, k = 1, . . . , q( j), j = 1, . . . , p, (4.8)

for some θ( j)
	 , 	 = 1, . . . , n( j), j = 1, . . . , p. Thus, for each j, W ( j) is block diagonal

with (square) lower triangular Toeplitz blocks, and, furthermore, the entries on the
diagonals of the Toeplitz blocks are constant not only within each block, but also across
all q( j) blocks. Finally,

W ( j) =
n( j)∑
	=1

θ
( j)
	

((
N( j))∗)	−1

, j = 1, . . . , p, (4.9)

where N( j) is defined in (4.3).

Proof. Suppose that for some j , W ( j) has a nonzero entry in an off-diagonal block of
(4.4); suppose this occurs in the rth row and sth column of the entire matrix W and let
β be this nonzero value. Let Z = PVP−1, where all components of V are zero except
the r, s component, which is set to β. Then

〈Y, Z〉 = 〈W, V 〉 = |β|2 > 0.

The eigenvalues of X + tZ are the same as the eigenvalues of X for all t ∈ R, so

lim inf
t→0

( f ◦ λ)(X + tZ)− ( f ◦ λ)(X)− 〈Y, tZ〉
‖tZ‖ = −〈Y, Z〉

‖Z‖ < 0. (4.10)

Thus Y is not a regular subgradient of f ◦ λ at X (substituting tZ for z in (1.2)). This
proves that the off-diagonal blocks of W ( j) are zero. That the diagonal blocks are lower
triangular and Toeplitz is known from Theorem 4.1.

We must now show that, for each j , and each pair k, k′, with 1 ≤ k < k′ ≤ q( j),
and each 	 satisfying 1 ≤ 	 ≤ min(m( j)

k ,m
( j)
k′ ), the constant entry on the diagonal 	− 1

positions below the main diagonal of W ( j)
kk equals the constant entry on the diagonal

	− 1 positions below the main diagonal of W ( j)
k′k′ . Suppose this is not the case for some

j, k, k′ and 	. Without loss of generality we may assume k′ = k + 1. Let r be the integer
such that the rth diagonal entry of the entire matrix W is in the last diagonal position of
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W ( j)
kk and, therefore, the (r + 1)th diagonal entry of W is in the first diagonal position of

W ( j)
k+1,k+1. Now consider the case 	 = 1, so that the diagonals in question are the main

diagonals of the blocks W ( j)
kk and W ( j)

k+1,k+1, with constant values β1 and β2 respectively,

with β1  = β2. Suppose further that Reβ1 > Reβ2. Let Z = PVP−1, where V has all
zero components except [

vr,r vr,r+1
vr+1,r vr+1,r+1

]
=
[

1 1
−1 −1

]
. (4.11)

We have

〈Y, Z〉 = 〈W, V 〉 = Reβ1 − Reβ2 > 0. (4.12)

Both eigenvalues of (4.11) are zero, so, since r and r + 1 correspond to different Jordan
blocks of J corresponding to the same eigenvalue µ j , the eigenvalues of X + tZ are
the same as the eigenvalues of X for all t. Therefore (4.10) holds, and Y is not a regular
subgradient of f ◦ λ at X. If Reβ1 < Reβ2, we reverse the sign of V and make the
same conclusion. If the real parts of β1 and β2 are the same, their imaginary parts must
differ, and so we multiply V by ±√−1 and reach the same conclusion. This completes
the proof for the case 	 = 1, showing that the constant on the main diagonals of W ( j)

kk is
the same for all k = 1, . . . , q( j).

We now generalize this argument to the case 	 > 1. Consider the diagonals 	 − 1
positions below the main diagonals of the blocks W ( j)

kk and W ( j)
k+1,k+1, with constant

values β1 and β2 respectively, with β1  = β2. Suppose again that Reβ1 > Reβ2. Let
Z = PVP−1, where V has all zero components except in the four entries whose row
index is either r or r + 	 and whose column index is either r − 	 + 1 or r + 1. Let
the two nonzero entries in row r have the value 1 and the two nonzero entries in row
r + 	 have the value −1, so that (4.12) holds. We must now determine the eigenvalues
of X + tZ . The part of J + tV which needs examination is the following diagonal block
(of dimension 2	): 



µ j 1
. . .
. . .

. . . 1
t µ j t

µ j 1
. . .
. . .

. . . 1
−t −t µ j




. (4.13)

Consideration of the characteristic polynomial shows that all eigenvalues of (4.13) equal
µ j , for all t. Therefore, the eigenvalues of X + tZ are the same as the eigenvalues of
X for all t, (4.10) holds, and Y is not a regular subgradient of f ◦ λ at X. As earlier, if
it is not the case that Reβ1 > Reβ2, the proof is modified by scaling the choice of V
appropriately.
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The final statement is an immediate consequence of the definition of the nilpotent
matrix N( j).

If an eigenvalue µ j is nonderogatory, i.e. q( j) = 1, the structure on W ( j) imposed
by (4.4) and that imposed by (4.7) are the same, but the latter is more restrictive if µ j

is derogatory. In Sect. 8, we shall see that, in the derogatory case, subgradients do not
necessarily satisfy the more restrictive block diagonal condition required for regular
subgradients.

The condition on the regular subgradients, derived from the Jordan form, can now
be related to the condition derived from the Schur form.

Corollary 4.2. Let Y be a regular subgradient of a spectral function f ◦ λ at X, and
assume (2.1), (2.2), (2.3), (2.4), (2.5) as well as (4.1), (4.2), (4.7), (4.8) all hold. Then

diag(W ) = diag(S) ∈ ∂̂ f(λ(X)),

with

diag(S( j j)) = θ( j)
1 e ∈ Cm( j)

, j = 1, . . . , p.

Proof. Since Y is regular, W ( j), like S( j j), is lower triangular. Therefore, by Corollary 4.1
and Lemma 2.2, we know there exists a permutation matrix Q satisfying

Q diag(J ) = diag(J ) and Q diag(W ) = diag(S).

This shows that diag(W ) = diag(S), since, from Theorem 4.2, any permutation matrix
Q satisfying Q diag(J ) = diag(J ) also satisfies Q diag(W ) = diag(W ). We know that
diag(S) ∈ ∂̂ f(λ(X)) from Theorem 3.1. The last statement is an immediate consequence.

5. Further decomposition of the spectral function

In order to state additional necessary conditions that subgradients must satisfy, we
assume the spectral function f ◦ λ can be decomposed further as

f ◦ λ = g ◦ hκ ◦ λ (5.1)

where g : Rn → [−∞,+∞] and hκ : Cn → Rn , with g invariant under permutations
of its argument components and hκ mapping each of its argument components by the
same complex-to-real function, i.e.,

(hκ)	(λ) = κ(λ	), 	 = 1, . . . , n (5.2)

where κ : C → R. For example, if g = max and κ = Re, the composite function is
the spectral abscissa, while if g = max and κ = mod, it is the spectral radius. Recall
from Sect. 1 that κ is C1 in the real sense at µ ∈ C if its derivative κ′ defined in (1.11)
is continuous at µ. A chain rule then gives the following:
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Theorem 5.1. Let (5.2) hold, where κ is C1 in the real sense at µ j , j = 1, . . . , p, and
let

K = diag
(
[κ′(λ1(X)), . . . , κ

′(λn(X))]T
)
.

Suppose that Kz = 0 implies z = 0 for all z ∈ ∂∞g(hκ(λ(X))), i.e. for all horizon
subgradients of g at hκ(λ(X)). (This is true, for example, if K is nonsingular, or if g is
convex and finite-valued.) Let Y be a subgradient or horizon subgradient of g ◦ hκ ◦ λ
at X, i.e.

Y ∈ ∂(g ◦ hκ ◦ λ)(X) or Y ∈ ∂∞(g ◦ hκ ◦ λ)(X)
respectively, with R = U∗XU upper triangular, S = U∗YU lower triangular, and
diag(R) = λ(X), for some unitary matrix U, as in Corollary 2.1. Then there exists

w ∈ ∂g(hκ(λ(X))) ⊆ Rn or w ∈ ∂∞g(hκ(λ(X))) ⊆ Rn

respectively, satisfying

diag(S) = Kw.

Proof. Applying Theorem 3.1 with f = g ◦ hκ , we find

diag(S) ∈ ∂(g ◦ hκ)(λ(X)) or diag(S) ∈ ∂∞(g ◦ hκ)(λ(X)).

The result therefore follows from applying the basic chain rule for subgradients [23,
Theorem 10.6] to g ◦ hκ .

An important special case is:

Corollary 5.1. Let the assumptions of Theorem 5.1 hold, with X and Y also satis-
fying (4.1), (4.2) and (4.4). Suppose that, for j = 1, . . . , p, κ′(µ j)  = 0 and µ j is
nonderogatory, so that (4.5) holds. Define

σ j = θ
( j)
1

κ′(µ j )
, j = 1, . . . , p (5.3)

and

σ = [σ1, . . . , σ1, . . . , σp, . . . , σp]T , (5.4)

each σ j being repeated m( j) times. Then

σ ∈ ∂g(hκ(λ(X))) ⊆ Rn or σ ∈ ∂∞g(hκ(λ(X))) ⊆ Rn (5.5)

respectively (according to whether Y is a subgradient or a horizon subgradient).

Proof. This is an immediate consequence of Corollary 4.1 and Theorem 5.1.

We obtain a similar result for regular subgradients without the nonderogatory as-
sumption:
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Theorem 5.2. Let the assumptions of Theorem 5.1 hold, with X and Y also satisfying
(4.1), (4.2) and (4.4) respectively. Assume also that Y is a regular subgradient, so that
(4.4) reduces to (4.7), (4.8). Suppose that κ′(µ j)  = 0, for j = 1, . . . , p, and define σ j
by (5.3) and the vector σ by (5.4). Then

σ ∈ ∂̂g(hκ(λ(X))) ⊆ Rn .

Proof. Applying Theorem 3.1 again with f = g ◦ hκ , we find

diag(S) ∈ ∂̂(g ◦ hκ)(λ(X)).

The result therefore follows from [23, Exercise 10.7], together with Corollary 4.2.

Theorem 5.2 gives a condition on the diagonal components of the matrices W ( j)
kk

in (4.8) that must hold if Y is to be a regular subgradient. We now give an additional
necessary condition on the subdiagonal components of the W ( j)

kk , again for the case
of regular subgradients. Recall that κ is C2 in the real sense at µ ∈ C if its second
derivative κ′′, defined in (1.12), is continuous at µ.

Theorem 5.3. Let (5.2) hold and suppose that κ is C2 in the real sense at µ j for
j = 1, . . . , p. Assume that κ′(µ j)  = 0, j = 1, . . . , p, and suppose also that g is
Lipschitz at hκ(λ(X)). Let X have the Jordan form (4.1), (4.2), and suppose that Y is
a regular subgradient of g ◦ hκ ◦ λ at X, so that conditions (4.7) and (4.8) hold. Then
a further necessary condition is that, for each j = 1, . . . , p with n( j) ≥ 2, we have〈

θ
( j)
2 , κ

′(µ j)
2
〉
≥ −σ jη j , (5.6)

where

σ j = θ
( j)
1

κ′(µ j)
and η j =

〈√−1κ′(µ j), κ
′′(µ j )

√−1κ′(µ j)
〉
. (5.7)

Proof. First note that σ j is real from Theorem 5.2, and η j is real by definition. Suppose
that (5.6) does not hold, for some eigenvalueµ j with n( j) ≥ 2. Let r be an integer such

that the row r + 1, column r component of the matrix W is in block W ( j)
kk , for some k

with m( j)
k ≥ 2, this component therefore having the value θ( j)

2 . Let Z = PVP−1 where
V has all zero components except

 vr,r vr,r+1

vr+1,r vr+1,r+1


 =


 δκ′(µ j) 0

−κ′(µ j)
2 δκ′(µ j )


 (5.8)

where

δ = − η j

2|κ′(µ j )|2 . (5.9)

Thus

〈Y, Z〉 = 〈W, V 〉 = −σ jη j −
〈
θ
( j)
2 , κ

′(µ j)
2
〉
, (5.10)
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which is positive by assumption. The only eigenvalues of X + tZ not equal to a corres-
ponding eigenvalue of X are eigenvalues of the 2 by 2 matrix

 µ j + tδκ′(µ j) 1

−tκ′(µ j)
2 µ j + tδκ′(µ j)


 .

These eigenvalues are

τ±(t) = µ j + tδκ′(µ)± √−1
√

tκ′(µ j). (5.11)

Since κ′(µ j )  = 0, we may apply Lemma 1.1, identifying
√

t with s, to conclude that

κ(τ±(t)) = κ(µ j)+ o(t). (5.12)

Since g is Lipschitz, we therefore have

lim inf
t↓0

(g ◦ hκ ◦ λ)(X + tZ)− (g ◦ hκ ◦ λ)(X)− 〈Y, tZ〉
‖tZ‖ = −〈Y, Z〉

‖Z‖ < 0,

and thus Y is not a regular subgradient of the spectral function g ◦ hκ ◦ λ.

Theorem 5.2 and Theorem 5.3 respectively give conditions on the main diagonal and
the subdiagonal of W that must hold if the associated matrix Y is a regular subgradient.
There is, in general, no restriction on the lower subdiagonal components of W ( j)

kk , i.e.

θ
( j)
3 , . . . , θ

( j)

m( j)
k

. We prove this in the case of the spectral abscissa in Sect. 7.

6. Spectral max functions

An important class of spectral functions consists of those that can be expressed in the
form (5.1), where g : Rn → R is the ordinary “max” function. We call these spectral
max functions.

Let us define the active set

A = { j : max(hκ(λ(X))) = κ(µ j)}. (6.1)

An eigenvalue µ j is said to be active if j ∈ A, and inactive otherwise. We now show
that if an eigenvalueµ j is inactive, the block W ( j) in (4.4) must be zero. This is obvious
for regular subgradients, but to prove this in general we need the following useful tool:1

Lemma 6.1 (Arnold). Let X have Jordan form (4.1), (4.2), and let Xi → X. Then
there exists Pi → P such that for i sufficiently large,

P−1
i Xi Pi = Li =




L(1)i
. . .

L(p)i


 (6.2)

where L( j)
i has dimension m( j) × m( j).

1 The original reference is [1, Theorem 4.4]. A detailed proof may be found in [3].
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Since Pi → P, we have Li → J , but Li is not, in general, the Jordan form of Xi .
This would not be possible because the Jordan form is not continuous. However, the
transformation that takes Li into Jordan form necessarily respects the block diagonal
structure in (6.2). Thus, the Jordan form of Xi is displayed by

Q−1
i P−1

i Xi Pi Qi (6.3)

where Qi and Q−1
i do not necessarily converge, but have the same block diagonal

structure as (6.2).
We are now ready to prove:

Theorem 6.1. Let (5.2) hold, where g is the max function. Define A as in (6.1). Let Y
be a subgradient or a horizon subgradient of g ◦ hκ ◦ λ at X, so that (4.4) holds. Then,
for 1 ≤ j ≤ p,

j  ∈ A⇒ W ( j) = 0. (6.4)

Proof. First suppose that Y is a regular subgradient. Suppose also that µ j is an inactive
eigenvalue, i.e. with j  ∈ A, and that W ( j)  = 0. Let

Z = PVP−1

with V chosen to have one nonzero entry, in its jth diagonal block, in the same position
as a nonzero entry of W ( j), so that 〈W, V 〉 is positive. Thus, for t ∈ R sufficiently small,
all eigenvalues of X + tZ are identical to corresponding eigenvalues of X, except the
eigenvalues corresponding to µ j . Therefore, by continuity of eigenvalues, g ◦ hκ ◦ λ is
identical at X + tZ and X, for sufficiently small t. This yields a contradiction of the
form (4.10).

Now suppose that Y is any subgradient, so that there is a sequence Xi → X and
Yi → Y with

Yi ∈ ∂̂(g ◦ hκ ◦ λ)(Xi).

By Lemma 6.1, there exists Pi → P such that (6.2) holds. Since the Jordan form of Xi
has the block diagonal form (6.3), Theorem 4.2 shows that

Wi = Q∗
i P∗

i Yi P−∗
i Q−∗

i

has a block diagonal structure that respects the block diagonal structure shown in
(6.2). Now suppose µ j is not an active eigenvalue of X. By eigenvalue continuity, the

eigenvalues of L( j)
i cannot be active eigenvalues of Xi for i sufficiently large. Therefore,

since Yi is regular, the corresponding block W ( j)
i must be zero, for i sufficiently large.

Since Wi and Qi both have a block diagonal structure consistent with (6.2), and since

Q−∗
i Wi Q∗

i = P∗
i Yi P−∗

i → W,

it follows that W ( j) = 0. The proof for horizon subgradients is identical.
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We now consider how the results of the previous section specialize to the case
of spectral max functions. The max function g is convex, so all its subgradients are
regular, and its only horizon subgradient is zero. Using the well known formula for the
subgradients of g, we therefore have, under the assumptions of Corollary 5.1 (where
we assume that all µ j are nonderogatory, in the case where Y is a subgradient) or
Theorem 5.2 (where we assume that Y is a regular subgradient), that the σ j defined in
(5.3) satisfy

σ j ∈ R, σ j ≥ 0,
∑
j∈A

m( j)σ j = 1, (6.5)

with

σ j = 0, for j  ∈ A. (6.6)

(In fact, (6.6) is a consequence of (5.3) and (6.4).) In particular, if A contains only one
index, say j , then

σ j = 1

m( j)
.

If we further assume that this eigenvalueµ j is simple (and therefore nonderogatory) the
only possible value for Y is

Y = κ′(µ j)uv
∗,

where v is the column of P associated with µ j (a right eigenvector of X) and u∗ is the
row of P−1 associated with µ j (a left eigenvector of X); note that u∗v = 1. In this case,
g ◦ hκ ◦ λ is differentiable at X, with gradient Y , as is well known.

Likewise, when Y is a horizon subgradient of a spectral max function, the assump-
tions of Corollary 5.1 imply that, instead of (6.5), we have

σ j = 0, j = 1, . . . , p. (6.7)

This follows because zero is the only horizon subgradient of the max function.
We can be more specific: if κ = Re, so that g ◦ hκ ◦ λ is the spectral abscissa, then

κ′(µ j) = 1, and so θ( j)
1 = σ j , j = 1, . . . , p. In this case, (6.5) reduces to

θ
( j)
1 ∈ R, θ

( j)
1 ≥ 0,

∑
j∈A

m( j)θ
( j)
1 = 1. (6.8)

and (6.7) reduces to

θ
( j)
1 = 0, j = 1, . . . , p. (6.9)

On the other hand, if κ = mod, so that g ◦ hκ ◦ λ is the spectral radius, then κ′(µ j) =
µ j/|µ j |, so

θ
( j)
1 = σ jµ j

|µ j | , j = 1, . . . , p.

Strictly speaking, in the spectral radius case, Corollary 5.1 and Theorem 5.2 do not
apply if any eigenvalueµ j is zero; however, in view of Theorem 6.1, it is easy to extend
them to cover this case as long as at least one eigenvalue is nonzero. The spectral radius
case where all eigenvalues are zero is exceptional.
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Now let us turn to Theorem 5.3. In the spectral abscissa case, with κ = Re, we have
κ′(µ) = 1 and κ′′(µ)ν = 0, so condition (5.6) reduces to

Re θ( j)
2 ≥ 0. (6.10)

(In this case, the proof of Theorem 5.3 simplifies considerably, since τ±(t) − µ j are
imaginary and therefore Lemma 1.1 is not needed.) In the spectral radius case, where
κ = mod, we have, for µ j  = 0,

κ′(µ j) = µ j/|µ j | and κ′′(µ j)

√−1µ j

|µ j | =

−(Im µ j )
3 − (Re µ j)

2(Im µ j)+ √−1(Im µ j)
2(Re µ j)+ √−1(Re µ j)

3

|µ j |4 ,

so η j = 1/|µ j |, and condition (5.6) reduces to〈
θ
( j)
2 , µ

2
j

〉
≥ −σ j |µ j |.

7. The regular subgradients of the spectral abscissa

In this section we specialize the discussion further to the spectral abscissa

α = g ◦ hκ ◦ λ, (7.1)

where g is the “max” function and hκ maps the eigenvalues to their real parts, i.e.
κ in (5.2) is the function Re. With this choice of spectral function, the active set of
eigenvalues at X is given by

A = { j : α(X) = Re µ j}. (7.2)

We shall show that the necessary conditions, derived in the previous sections, for Y to
be a regular subgradient of α at X, are also sufficient conditions; that is, these conditions
completely characterize ∂̂α(X).

Let Pn denote the space of polynomials in ζ of degree n or less. Define the abscissa
of a monic polynomial p ∈ Pn to be the maximum of the real parts of its roots:

a(p) = max{Re ζ : p(ζ) = 0},
and extend the definition of a to the linear spacePn by defining it to be∞ for polynomials
that are not monic. The spectral abscissa of a matrix is the abscissa of its characteristic
polynomial, i.e.,

α = a ◦�,
where � : Mn → Pn is defined by

�(X) = det(ζI − X).

Before we state the main theorem about regular subgradients of the spectral abscissa, we
need two results. The first of these concerns the directional derivative of the differentiable
map �.
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Lemma 7.1. Let X ∈ Mn and Z ∈ Mn be given, and assume X has Jordan form (4.1),
(4.2). Define the polynomials p(ζ) and q(ζ) by

p(ζ) = �(X) = det (ζI − X) =
p∏

j=1

(
ζ − µ j

)m( j)

, (7.3)

and

q(ζ) = �′(X; Z) = lim
t→0

�(X + tZ)−�(X)
t

. (7.4)

Define
V = P−1 Z P,

and let V ( j j) be the m( j) × m( j) diagonal block of V corresponding to the block J( j)

of J. (Note that V is not necessarily block diagonal.) Then

q(ζ) = −
p∑

j=1




p∏
k=1
k  = j

(ζ − µk)
m(k)




 n( j)∑
	=1

tr
((

N( j))	−1
V ( j j)

) (
ζ − µ j

)m( j)−	

 .

where N( j) is defined in (4.3).

Proof. The determinant of a matrix is a differentiable, complex-valued spectral function
whose derivative is well known. For a smooth matrix function M : R → Mn , we have2

d

dt
det (M(t))

∣∣∣∣
t=0

= det(M(0)) tr
(
(M(0))−1 d

dt
M(t)

∣∣∣∣
t=0

)

as long as M(0) is nonsingular [15, Chapter 9]. Since the derivative we are evaluating is
a polynomial in ζ , we may assume ζ is not an eigenvalue of X without loss of generality.
Therefore, we obtain

q(ζ) = −p(ζ) tr (ζI − X)−1 Z (7.5)

= −p(ζ) tr P (ζI − J)−1 P−1 Z (7.6)

= −p(ζ) tr (ζI − J)−1 V (7.7)

= −p(ζ)
p∑

j=1

tr
(
(ζ − µ j)I − N( j)

)−1
V ( j j). (7.8)

The proof is completed by using (7.3) and noting that

(
I − γN( j))−1 = I + γN( j) + · · · + γ n( j)−1(N( j))n( j)−1

for any scalar γ , since (N( j))n
( j) = 0.

2 Equivalently, via the ordinary chain rule, the complex gradient of det(M) is (det(M)M−1)∗, for any
nonsingular matrix M.



338 James V. Burke, Michael L. Overton

The next result concerns the subderivative of the abscissa map a. Recall that the
subderivative was defined in (1.8).

Theorem 7.1. Let p(ζ), q(ζ), V ( j j) and N( j) be defined as in Lemma 7.1. Then

da(p(ζ))(q(ζ)) = ∞ (7.9)

if any of the following conditions is violated for any j ∈ A:

Re tr
(
N( j)V ( j j)) ≤ 0, Im tr

(
N( j)V ( j j)) = 0, (7.10)

tr
((

N( j))	V ( j j)
)
= 0, 	 = 2, . . . , n( j) − 1. (7.11)

On the other hand, if (7.10) and (7.11) hold for all j ∈ A, then

da(p(ζ))(q(ζ))= max

{
Re tr V ( j j)

m( j)
: j ∈ A

}
. (7.12)

Proof. The proof is a consequence of [7, Corollary 1.7], using Lemma 7.1.

We are now in a position to present the main result of this section.

Theorem 7.2. Let X have Jordan form (4.1), (4.2). Then ∂̂α(X), the set of regular
subgradients of the spectral abscissa α at X, is the set of matrices Y satisfying (4.7),
(4.8), (6.4), (6.8) and (6.10).

Proof. That these conditions are necessary for Y to be a regular subgradient was proved
in Theorem 4.2, Theorem 5.2, Theorem 5.3, and Theorem 6.1. Now suppose that Y
satisfies these conditions. We must prove that Y is a regular subgradient, i.e., using
(1.9), that

〈Y, Z〉 ≤ dα(X)(Z), ∀Z ∈ Mn . (7.13)

We first apply the basic chain rule of [23, Theorem 10.6] to obtain the subderivative
inequality

dα(X)(Z) = d(a ◦�)(X)(Z) ≥ da(�(X))(∇�(X)Z),
where, following [23], we use ∇� to denote the Jacobian of the differentiable map �.
Let p(ζ) and q(ζ) be defined by (7.3) and (7.4). Since �(X) = p(ζ) and ∇�(X)Z =
�′(X; Z) = q(ζ), we have

dα(X)(Z) ≥ da(p(ζ))(q(ζ)). (7.14)

Using (4.7), (4.8), or equivalently (4.9), as well as (6.4), we have

〈Y, Z〉 = 〈W, V 〉 =
∑
j∈A

n( j)∑
	=1

Re
(
θ
( j)
	 tr

(
N( j))	−1

V ( j j)
)
. (7.15)

It follows from Theorem 7.1 that if any of (7.10), (7.11) are violated, then (7.9) must
hold, and so (7.14) shows that (7.13) holds trivially. On the other hand, suppose that
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(7.10), (7.11) hold for all j ∈ A, implying that (7.12) holds. Using these conditions,
together with (7.15), (6.8) and (6.10), we have

〈Y, Z〉 =∑
j∈A

(
θ
( j)
1 Re tr V ( j j) + Re θ( j)

2 Re tr
(
N( j)V ( j j)

))
≤∑

j∈Am( j)θ
( j)
1

Re tr V ( j j)

m( j)

≤ da(p(ζ))(q(ζ)).

Combining this with (7.14) gives (7.13), as desired.

It follows from Theorem 7.2 that if Y is a regular subgradient of α at X and µ j
is semisimple, then W ( j) must be a multiple of I . If all active eigenvalues of X are
semisimple, W must be diagonal. In particular, we have:

Corollary 7.1. Suppose X is the n by n zero matrix. Then the spectral abscissa α has
only one regular subgradient at X. Specifically,

∂̂α(0) =
{

1

n
I

}
.

This result was to some extent anticipated in [22, Theorem 4.3], though the result there is
weaker and stated in the spectral radius context (for a nonzero semisimple eigenvalue).
This stands in marked contrast to the well known result for the Hermitian case: see
Sect. 9.

If at least one of the active eigenvalues of X is not semisimple, i.e. has a Jordan
block of order greater than one, ∂̂α(X) is unbounded, since there is no restriction on the
values of θ( j)

2 , . . . , θ
( j)
n( j) for j ∈ A, except Re θ( j)

2 ≥ 0. More specifically, we have:

Corollary 7.2. Let X have Jordan form (4.1), (4.2) for some P. Then ∂̂α(X)∞, the
horizon cone of ∂̂α(X), is the set of matrices Y satisfying (4.7), (4.8), (6.4), (6.9) and
(6.10). If all active eigenvalues of X are semisimple, the only matrix in this set is Y = 0;
on the other hand, if at least one active eigenvalue of X is not semisimple, ∂̂α(X)∞ is
unbounded.

Proof. The proof follows immediately from the definition of the horizon cone in (1.7).

8. The subgradients and horizon subgradients of the spectral abscissa

In this section we consider all subgradients and horizon subgradients of the spectral
abscissa α, giving complete characterizations in the nonderogatory and semisimple
cases.

We begin with a corollary of results proved earlier:

Corollary 8.1. Let X satisfy (4.1), (4.2) for some P. A necessary condition for Y to
be a subgradient of the spectral abscissa α at X is that (4.4) and (6.4) hold, where
the eigenvalues of Y (equivalently of W) are all real, nonnegative, and sum to one.
Furthermore, a necessary condition for Y to be a horizon subgradient of α at X is that
(4.4) and (6.4) hold, and that Y (equivalently W) is nilpotent (all its eigenvalues are
zero).
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Proof. The first statement follows from Corollary 4.1, Theorem 5.1 and Theorem 6.1,
using the subdifferential of the max function. The second follows in the same way, since
the only horizon subgradient of the max function is zero.

To go further, we consider two cases separately: (1) all active eigenvalues of X are
nonderogatory, and (2) all active eigenvalues are semisimple.

In the nonderogatory case, Corollary 5.1 shows that if Y is a subgradient or horizon
subgradient, satisfying (4.4) and (4.5), then (6.8) must hold, thus characterizing the
diagonal components of W ( j). We now turn our attention to the subdiagonal condition
(6.10), showing that it applies to all subgradients and horizon subgradients, not just
regular subgradients, under the nonderogatory assumption. We conjecture that Theo-
rem 5.3 can be extended in this way for all spectral functions of the form g ◦ h ◦ λ, but,
to avoid unnecessary complication, we generalize it only for the spectral abscissa, with
active set defined by (7.2).

Theorem 8.1. Let X have Jordan form (4.1), (4.2), and suppose that all active eigen-
values of X are nonderogatory. Let Y be a subgradient or horizon subgradient of α at X,
satisfying (4.4) and (4.5). Then (6.10) holds for all j with m( j) ≥ 2.

Proof. First suppose that Y is a subgradient. Then there exist sequences Xi → X and
Yi ∈ ∂̂α(Xi) with Yi → Y . We wish to show that θ( j)

2 , the subdiagonal entry in the
Toeplitz matrix W ( j), satisfies (6.10) for all eigenvalues µ j with m( j) ≥ 2: suppose that
this is not the case for some j . Let r be an integer such that the row r + 1, column r
component of W is in block W ( j), this component therefore having the value θ( j)

2 , with

Re θ( j)
2 < 0.

By [1, Theorem 4.4], there exists a sequence Pi → P such that (6.2) holds. Consider
the sequence P−1

i Xi Pi → J . By applying Lemma A.2 in Appendix A to each diagonal
block of P−1

i Xi Pi separately, we see that there exists a sequence of unitary matrices
Ui → I such that

U∗
i P−1

i Xi PiUi = Ti → J,

where Ti is upper triangular for all i. Thus the eigenvalues of Xi appear on the diagonal
of Ti . Furthermore, there exists a sequence of diagonal matrices Di → I , each differing
from I only in the rth diagonal position, such that

D−1
i Ti Di = T̃ i,

with the row r, column r + 1 component of T̃ i exactly equal to one; this is possible
because the corresponding entry in J is one. Let

Zi = PiUi Di VD−1
i U∗

i P−1
i ,

where V has all zero components except that the row r + 1, column r entry is −1. We
have

〈Yi , Zi〉 →
〈
P∗YP−∗, V

〉 = 〈W, V 〉 = −Re θ( j)
2 > 0. (8.1)
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Now consider the eigenvalues of Xi + tZi , where t ∈ R+. Since

Xi + tZi = PiUi Di(T̃ i + tV )D−1
i U∗

i P−1
i ,

the only eigenvalues of Xi + tZi not equal to a corresponding eigenvalue of Xi are
eigenvalues of the 2 by 2 matrix 

 ν(1)i 1

−t ν
(2)
i


 ,

where ν(1)i and ν(2)i are respectively the rth and (r + 1)th diagonal entries of T̃ i , which
are eigenvalues of Xi . These eigenvalues are

τ±(t) = ν
(1)
i + ν(2)i

2
± 1

2

√(
ν
(1)
i − ν(2)i

)2 − 4t.

By considering a subsequence if necessary, we may assume that either (1) ν(1)i = ν
(2)
i

for all i, or (2) ν(1)i  = ν(2)i for all i. In the first case,

Re τ±(t) = Re ν(1)i

for all t ≥ 0 and for all i, and hence the spectral abscissa difference quotient

α(Xi + tZi)− α(Xi)

is zero for all t ≥ 0 and all i. In the second case, for any fixed i, we have

τ±(t) = ν
(1)
i + ν(2)i

2
±
(
ν
(1)
i − ν(2)i

2
− t

ν
(1)
i − ν(2)i

)
+ o(t).

Suppose without loss of generality that Re ν(1)i ≥ Re ν(2)i . Then the maximum of the
real parts of the two eigenvalues τ±(t) is

Re ν(1)i − t
Re ν(1)i − Re ν(2)i∣∣ν(1)i − ν(2)i

∣∣2 + o(t).

Consequently, in both cases (1) and (2), we have, for all i,

lim inf
t↓0

α(Xi + tZi)− α(Xi)

t
≤ 0.

Therefore, using (8.1) and choosing i sufficiently large,

lim inf
t↓0

α(Xi + tZi)− α(Xi)− 〈Yi , tZi〉
‖tZi‖ < 0.

Thus, Yi is not a regular subgradient of α at Xi , and we have our desired contradiction.
When Y is a horizon subgradient, the proof is almost identical. Instead of Yi → Y

we have siYi → Y , with si ↓ 0, so 〈Yi, Zi〉 in (8.1) must be multiplied by si . The
contradiction is then obtained exactly as before.
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We are now ready for the main result of this section, characterizing regularity of the
spectral abscissa. Recall from Sect. 1 that a function is subdifferentially regular at X if
all its subgradients at X are regular and all its horizon subgradients at X are contained
in the horizon cone of the set of regular subgradients.

Theorem 8.2. The spectral abscissa α is subdifferentially regular at X if and only if all
active eigenvalues of X are nonderogatory.

Proof. First suppose that all active eigenvalues of X are nonderogatory. Let X have
Jordan form (4.1), (4.2), and let Y be a subgradient ofα at X. Since all active eigenvalues
are nonderogatory, W in (4.4) satisfies (4.5) as well as (6.4). Corollary 5.1 shows that
(6.8) must hold, and Theorem 8.1 shows that (6.10) must also be satisfied. Furthermore,
Theorem 7.2 tells us that the conditions just described are exactly those characterizing
regular subgradients, so Y must be regular. This proves ∂α(X) = ∂̂α(X). If Y is a horizon
subgradient, the same conditions hold except that, instead of (6.8), we have (6.9). Thus
∂∞α(X) = ∂̂α(X)∞ (see Corollary 7.2), and subdifferential regularity is proved.

For the converse, suppose that X has an active derogatory eigenvalue µ j , so that
q( j) ≥ 2. Let βi be a real, positive sequence converging to zero, and define

Xi = P(J + βi E)P−1 (8.2)

where E is zero except in the m( j)
1 diagonal positions corresponding to the Jordan block

J( j)
1 , where the entries in E are one. The matrix Xi has only one active eigenvalue,

namely µ j + βi , with multiplicity m( j)
1 , and the expression on the right-hand side of

(8.2) is the Jordan form of Xi (although the diagonal entries of J + βi E may not be
lexicographically ordered). Consequently, from Theorem 7.2, the regular subgradients
of α at Xi include the matrix

Ẽ = 1

m( j)
1

P−∗EP∗.

Since this remains true for all βi > 0, Ẽ is a subgradient of α at X. However, Ẽ is
not a regular subgradient of α at X, because it does not satisfy (4.7), (4.8). (It satisfies
the block partitioning requirement, but not the condition that the diagonal entries be
the same across all blocks corresponding to µ j .) Therefore, α is not subdifferentially
regular at X.

Example 8.1. Let X be the Jordan block

X =

 0 1

0 0


 .

Theorem 7.2 shows that

∂̂α(X) =



 1/2 0

τ 1/2


 : Re τ ≥ 0


 .
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and therefore, by definition,

∂̂α(X)∞ =



 0 0

τ 0


 : Re τ ≥ 0


 .

It is instructive to consider a specific sequence

Xi =

 εi√−1 1

0 −εi
√−1


→ X

where εi > 0, εi → 0 as i → ∞. The matrix Xi has distinct eigenvalues, so its Jordan
form is diagonal, and does not converge to J . Both eigenvalues are active for all εi > 0.
It is easily verified, using the Jordan form of Xi and Theorem 7.2, that

∂̂α(Xi) =



 σ 0

(σ − 1
2 )

√−1/εi 1 − σ


 : σ ∈ [0, 1]


 . (8.3)

Let Yi ∈ ∂̂α(Xi), with σi being the corresponding value of σ in (8.3). If Yi → Y , then
its bottom left entry must converge to a limit: any imaginary limit is possible, but since
εi → 0, we must have σi → 1

2 . Thus, the subgradient Y is regular (an element of ∂̂α(X)).
On the other hand, if siYi → Y , with si ↓ 0, then the diagonal entries of Y are both
zero (Y is nilpotent), i.e., the horizon subgradient Y is an element of the recession cone
∂̂α(X)∞. Theorem 8.2 shows that these properties hold for every sequence Xi → X,
i.e., α is subdifferentially regular at X.

Theorem 8.2 also demonstrates that f ◦ λmay not be subdifferentially regular at X,
even if f is subdifferentially regular at λ(X), as is the case for the convex function
f = max Re. This is in contrast with the Hermitian case discussed in [18].

We now turn to semisimple eigenvalues, for which the subdifferential properties of
the spectral abscissa are quite different from the nonderogatory case.

Theorem 8.3. Let X have Jordan form (4.1), (4.2) for some P, and suppose that all
active eigenvalues of X are semisimple, so that J( j) = µ j I , for all j ∈ A. Then the set
of subgradients of the spectral abscissa at X consists of those matrices Y satisfying

P∗YP−∗ = W =



W (1)

. . .

W (p)


 ,

each W ( j) being m( j) × m( j), where W ( j) = 0 if j  ∈ A, and the eigenvalues of Y
(equivalently of W) are all real, nonnegative, and sum to one. Furthermore, the set of
horizon subgradients of α at X consists of the matrices Y satisfying the same block
condition on W, with W ( j) = 0 if j  ∈ A, and such that Y (equivalently W) is nilpotent
(all its eigenvalues are zero).
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Proof. That the conditions stated here are necessary for Y to be a subgradient has
already been established in Corollary 8.1; since all active eigenvalues are semisimple,
the nonzero W ( j)

rs in (4.4) are all scalars and hence are trivially Toeplitz. We need to
prove that the given conditions are also sufficient. Let Y satisfy these conditions. The
matrix W = P∗YP−∗ is block diagonal by assumption, with W ( j) = 0 for j  ∈ A,
and although W may not be diagonalizable, there exists a sequence Wi → W with Wi

diagonalizable, say
Wi = T−∗

i Di T
∗
i ,

where Ti is block diagonal and Di is diagonal, with T ( j)
i = I and D( j)

i = 0 for j  ∈ A.
By scaling and shifting Di , equivalently Wi , we may assume that the diagonal entries
of Di are real, nonnegative and sum to one, without changing the limit W . Now define

Xi = PTi (J + Ki) T−1
i P−1,

where Ki is diagonal with distinct diagonal entries, all having the same real part, and
converging to zero. Since the active blocks of J are multiples of the identity and Ti is
block diagonal, Xi → X if Ki is chosen to converge to zero sufficiently fast (relative to
‖Ti‖‖T−1

i ‖). Thus, by Theorem 7.2,

Yi = P−∗Wi P∗ = P−∗T−∗
i Di T

∗
i P∗ (8.4)

is a regular subgradient of α at Xi , for all i. Since Yi → Y , it follows that Y is
a subgradient of α at X. The proof for the horizon subgradients is almost identical:
now the eigenvalues of W are zero, so Di → 0, but we can assume its entries are
real, nonnegative, and sum to si , with si ↓ 0. The left-hand side of (8.4) must then be
multiplied by si ; then Yi is a regular subgradient as before, and since siYi → Y , the
latter is a horizon subgradient of α at X.

In particular, we have:

Corollary 8.2. Suppose X is the n by n zero matrix. Then the set of subgradients of the
spectral abscissa α at X is the set of all matrices whose eigenvalues are real, nonnegative
and sum to one, and the set of horizon subgradients is the set of all nilpotent matrices.

Note that nonzero horizon subgradients arise in both the nonderogatory and semisim-
ple cases, if any active eigenvalue of X has multiplicity greater than one.

9. The Hermitian case

Let Hn denote the Euclidean space of n × n Hermitian matrices, i.e. those matrices X
satisfying X∗ = X. It is well known that the eigenvalues of X ∈ Hn are real and that
the eigenvalue map λ is Lipschitz on Hn (see e.g. [12, Theorem II.6.10]). Variational
properties of λ on Hn have been extensively studied, especially in the recent work of
Lewis [18]. Indeed, the general results given here in Sects. 2 and 3 are direct extensions
of Lewis’ results. In this section we make some further remarks about how the results
given above specialize in the Hermitian case.

Let X = X∗. Then the Schur form of Sect. 2 and the Jordan form of Sect. 4 are the
same. More specifically, the following is true:
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– the eigenvalues µ j , j = 1, . . . , p, are real and semisimple, i.e. all m( j)
k equal one

– any unitary matrix U transforming X to Schur form R also transforms X to Jordan
form J ; we may therefore assume without loss of generality that P in (4.1) is unitary

– the Schur form R and the Jordan form J are the same, namely the diagonal matrix
Diag(λ(X))

Furthermore, since all eigenvalues are real, the spectral abscissa of X is the maximum
eigenvalue µ1, and hence the active set A defined in (7.2) is {1}; i.e., only µ1 is active.

Let
ω : Hn → R

be the maximum eigenvalue function on Hn . It is well known that ω is convex. Let us
define a set Y , depending on another setW , by

Y(W) =
{

Y : P∗YP =



W (1)

. . .

W (p)


 ,

W (1) ∈W, W ( j) = 0 for j = 2, . . . , p

}
. (9.1)

where, as earlier, each W ( j) is m( j) × m( j). Then, as is well known, e.g. [16], we have
for all X ∈ Hn ,

∂̂ω(X) = ∂ω(X) = Y(W), ∂∞ω(X) = {0} , (9.2)

whereW is the set of m(1) × m(1) positive semidefinite Hermitian matrices with trace
one.

It is instructive to investigate whether (9.2) can be recovered from our characteriza-
tion of the subgradients of the spectral abscissa α defined on Mn . Let Ĥn be the subspace
of Mn consisting of all Hermitian matrices, and let ι : Hn → Mn be the canonical
embedding of Hn into Mn , so that

ι(Hn) = Ĥn .

It is straightforward to show that the adjoint of ι is the linear operator which maps
a matrix to its Hermitian part, i.e.

ι∗Z = 1

2

(
Z + Z∗) , for Z ∈ Mn . (9.3)

Since

ω = α ◦ ι : Hn → R, (9.4)

we have

∂̂ω(X) = ∂ω(X) = ∂̂(α ◦ ι)(X) = ∂(α ◦ ι)(X) (9.5)

for all X ∈ Hn .
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Now let X ∈ Mn satisfy X = X∗. Since all eigenvalues of X are semisimple,
Theorem 8.3 shows that

∂α(X) = Y(W̃) (9.6)

where W̃ is the set of all (not necessarily Hermitian) m(1) × m(1) matrices whose
eigenvalues are real, nonnegative, and sum to one. However, from Theorem 7.2, only
one subgradient in ∂α(X) is regular, namely, when W (1) is a multiple of the identity.
Thus

∂̂α(X) = Y
({

1

m(1)
I

})
. (9.7)

We now apply the basic chain rule of [23, Theorem 10.6] to the composition α◦ ι. Since
X is Hermitian, we obtain

∂̂(α ◦ ι)(X) ⊇ ι∗∂̂α(X) (9.8)

and

∂(α ◦ ι)(X) ⊆ ι∗∂α(X). (9.9)

Comparing (9.2) with (9.7) and using (9.5) shows that, in fact, the inclusion (9.8) is
strict. On the other hand, comparison of (9.2) and (9.6) shows that the sets on the left
and right-hand side of (9.9) are the same (using (9.3)). Because α is not regular at X
(unless m(1) = 1), this equality condition could not be concluded from the chain rule.
This suggests that a version of the chain rule with weaker hypotheses could be useful in
this context. Similar remarks hold for the chain rule for the set of horizon subgradients.

10. Semistable programming

We conclude by giving an example of an important class of optimization problems that
can be treated by our analysis. Consider the problem:

max
X∈Mn

〈C, X〉 (10.1)

subject to 〈Ak, X〉 = bk, k = 1, . . . ,m

and α(X) ≤ 0, (10.2)

where C ∈ Mn , Ak ∈ Mn , k = 1, . . . ,m, and b ∈ Rm . We call this a semistable
program. The second constraint imposes the condition that all eigenvalues of X lie in
the left-half plane or on the imaginary axis. We call such matrices semistable. Semistable
programs have many potential applications in stability and control theory. If the domain
of the semistable program is restricted to the Hermitian matrices, the problem reduces
to a semidefinite program.

Semistable programs are, of course, not convex, and it is known that finding the global
maximum is NP-hard [2,21]. However, local optimality conditions may be addressed
by means of the analysis developed in this paper. Here, we give a first-order necessary
condition for local optimality. Other optimality conditions may also be derived but we
leave these for future work.
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Theorem 10.1 (First-order necessary conditions, Fritz John type). If a matrix X is
a local maximizer of (10.1)–(10.2), then there exists a scalar η ∈ R+, a matrix Y ∈ Mn

and a vector y ∈ Rm, not all zero, satisfying

ηC = Y +∑m
k=1 yk Ak, and (10.3)

Y ∈ pos ∂α(X) ∪ ∂∞α(X), (10.4)

where, for a nonempty ⊂ Mn,

pos  = {t Z : Z ∈  , t ∈ R+}.
Proof. The semistable program (10.1)–(10.2) is equivalent to the problem

max
X∈X

〈C, X〉 + τ(F(X))

where
F(X) = [〈A1, X〉 − b1, . . . , 〈Am, X〉 − bm]T ∈ Rm,

τ is the indicator function defined by, for x ∈ Rm ,

τ(x) =
{

0 , if x = 0,
+∞ , otherwise,

and
X = {X : α(X) ≤ 0}.

The theorem is now proved by applying the composite Lagrange multiplier rule [23,
Example 10.8 together with Proposition 10.3]. The proof uses the fact that 0 is never
an element of ∂α(X) (see Corollary 8.1.) There are two cases: one where the constraint
qualification described in [23, Example 10.8] holds, and one where it does not hold. The
conclusion follows in both cases, with η = 1 in the first case and η = 0 in the second
case.

The matrix Y is called the dual matrix. We leave for future work consideration
of the appropriate constraint qualification that would guarantee η > 0, allowing the
elimination of η and therefore the upgrading of the Fritz John condition to one of
Karush-Kuhn-Tucker type.

Notice that since 0 ∈ ∂∞α(X) for all X, it is not necessary to exclude the case that
all eigenvalues of X have strictly negative real part. Such a matrix X is a local maximizer
in the trivial case that C lies in the range of the Ak, k = 1, . . . ,m. However, this case is
of little interest, since the spectral abscissa constraint (10.2) is not active. Accordingly,
let us change the definition of active set from (7.2) to one more suitable for semistable
programming, namely

A = { j : Re µ j = 0}. (10.5)

The two definitions are equivalent except in the trivial case that the spectral abscissa
constraint is inactive. We then have
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Theorem 10.2 (First-order necessary conditions, Fritz John type, details). Suppose
that a matrix X is a local maximizer of (10.1)–(10.2), with X having Jordan form (4.1),
(4.2). Then there exist a scalar η ∈ R+, a matrix Y ∈ Mn and a vector y ∈ Rm, not all
zero, satisfying (10.3), the Toeplitz block condition (4.4), and the active set condition
(6.4). Furthermore, the eigenvalues of Y (equivalently of W) are real and nonnegative.

Proof. This is a consequence of Theorem 10.1 and Corollary 8.1. Notice that the trace
condition on the sum of the eigenvalues no longer appears as a necessary condition; the
positive multiplier implicit in the “pos” operator has been absorbed into Y . In the trivial
case that (10.2) is inactive, we take Y = 0.

We now generalize the notion of complementarity, familiar from semidefinite pro-
gramming, to semistable programming.

Theorem 10.3 (Complementarity). Suppose that a matrix X is a local maximizer of
(10.1)–(10.2), and Y is a dual matrix whose existence is guaranteed by Theorem 10.2.
Then the eigenvalues of X are in the left-half plane, the eigenvalues of Y are on the
nonnegative real axis, and the eigenvalues of XY∗ are on the imaginary axis. More
specifically, there exist U unitary and P nonsingular such that

U∗XU = R =

 R11 R12

0 R22


 , U∗YU = S =


 S11 0

S21 0


 (10.6)

and

P−1 X P = J =

 J1 0

0 J2


 , P∗YP−∗ = W =


 W1 0

0 0


 (10.7)

with RS∗ = S∗R and JW∗ = W∗ J, where R11 and R22 are upper triangular, S11 is
lower triangular, and J consists of Jordan blocks, with the eigenvalues of R11 (and
of J1) on the imaginary axis, the eigenvalues of R22 (and of J2) strictly in the left-half
plane, and the eigenvalues of S11 (and of W1) on the nonnegative real axis.

Proof. The block partitioning corresponds to the active set partitioning, with the eigen-
values of R11 (and J1) being the active eigenvalues. The proof of (10.6) and (10.7)
follows from Corollary 2.1 and Theorem 10.2. The second diagonal block of S vanishes
because of Lemma 2.2 and Corollary 4.1: (4.6) implies (2.6), identifying S j j with the

second diagonal block of S and S̃
j j

with the second diagonal block of W , which is zero
(by Theorem 10.2).

The eigenvalues of JW∗ and of XY∗ are the same as those of RS∗, namely, its
diagonal entries, since RS∗ is upper triangular. These eigenvalues are the pairwise
products (diag(R))	diag(S))	, 	 = 1, . . . , n. Thus we get imaginary eigenvalues for
the first diagonal block (imaginary times real) and, more specifically, zero eigenvalues
for the second diagonal block (complex times zero).
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If X and Y are both Hermitian positive semidefinite, the statement that XY has
imaginary eigenvalues is equivalent to the statement XY = 0. More specifically, both
(10.6) and (10.7) reduce to

U∗XU = ! =

 0 0

0 !2


 , U∗YU =  =


  1 0

0 0




with U unitary and !2 diagonal, real and strictly negative, and  1 diagonal, real, and
nonnegative. Thus, Theorem 10.3 generalizes the well known notion of complementarity
in semidefinite programming.
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A. The Schur factorization

The lemmas presented here are variations on standard results for the Schur factoriza-
tion [9, Sect. 2.3]. They are surely known, but we were unable to find them in the
literature.

Lemma A.1. Suppose A ∈ Mn and B ∈ Mn commute, i.e. AB = BA. Then there exists
a unitary matrix U ∈ Mn such that both U∗AU and U∗BU are upper triangular and
the eigenvalues of A appear on the diagonal of U∗AU in any prescribed order.

Proof. We begin by showing that every eigenvalue of A has an associated eigenvector
that is also an eigenvector for B. Letµ be an eigenvalue of A and set Eµ = Null (µI−A).
For any v ∈ Eµ, we have

ABv = BAv = µBv

so that Bv ∈ Eµ. Therefore, Eµ is a B–invariant subspace. Consequently, by [9, p. 51],
there is an eigenvector of B in Eµ.

This fact can now be used in conjunction with the proofs of Theorems 2.3.1 and
2.3.3 in [9] to establish the result.

The other result that we need concerns the continuity of the Schur factorization of
a perturbation of a Jordan block.

Lemma A.2. Let J ∈ Mn be an upper Jordan block, i.e., a single block of the form J( j)
k

in (4.2). For all ε > 0, there exists δ > 0 such that, if ‖E‖ < δ, there exists a unitary
matrix U with ‖U − I‖ < ε and U∗(J + E)U upper triangular.

Proof. This proof is due to A.S. Lewis; it is more elementary than our original proof.
Suppose that the result does not hold. Then there exists ε > 0 and Ei → 0 such that, for
each i, if U is unitary with U∗(J + Ei)U upper triangular, then ‖U − I‖ ≥ ε. Choose
Ui unitary such that U∗

i (J + Ei)Ui is upper triangular for all i. By compactness, we
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can assume without loss of generality that Ui converges to a limit U , which must be
unitary and such that U∗JU is upper triangular. Lemma A.3 (below) shows that U must
therefore be diagonal. Therefore, UU∗

i (J + Ei)UiU∗ is upper triangular for all i. This
is a contradiction, since UU∗

i → I .

Lemma A.3. Suppose that T = P−1 JP is upper triangular, where P is nonsingular
and J is an upper Jordan block as in Lemma A.2. Then P is also upper triangular. If P
is also unitary, it must be diagonal.

Proof. Since the diagonal of J is constant, we may take it to be zero without loss of
generality. Consequently, the eigenvalues of T are zero, and so T must be strictly upper
triangular. From JP = PT , we have

pi,k =
∑
j<k

pi−1, j t j,k for i > 1.

It follows by induction on k that pi,k = 0 for all i > k ≥ 1. Thus, P is upper triangular.
It is well known (and easily proved by induction) that a unitary triangular matrix must
be diagonal.
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