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is tangent to $S^{*} \mathbb{M}$ the cosphere bundle of $\mathbb{M}$. Its integral curves project to geodesics on $\mathbb{M}$. It is called the generator of the geodesic flow.
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- In the proofs we focus on the case $\mathbb{M}$ orientable surface; hence $L_{\varepsilon}=H_{1}-\varepsilon V^{2}, V$ generator of the circle action on the fibers of $S^{*} \mathbb{M}$.
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$$ $B(t)$ spherical vertical Brownian motion.

- When $\varepsilon \rightarrow 0$, the projection of $z(t)$ to $\mathbb{M}$ converges to the geodesic starting at $z(0)$.
- When $\varepsilon \rightarrow \infty$, the projection of $z\left(\varepsilon^{2} t\right)$ to $\mathbb{M}$ converges in law to a Brownian motion on $\mathbb{M}$.
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Figure: Projection of the kinetic Brownian motion on a 2-torus with $\varepsilon=1 / 10$. The trajectories are locally close to geodesics - but not globally. Simulation from Angst-Bailleul-Tardif.
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Figure: Projection of the kinetic Brownian motion on a 2-torus with $\varepsilon=1$. The trajectories become random. Simulation from Angst-Bailleul-Tardif.

## Numerical simulation



Figure: Projection of the kinetic Brownian motion on a 2-torus with $\varepsilon=10$. The trajectories look completely random. Simulation from Angst-Bailleul-Tardif.
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On certain anisotropic Sobolev spaces $\mathcal{H}$,

$$
H_{1}: \mathcal{H} \rightarrow \mathcal{H} \text { is Fredholm of index } 0,
$$

with discrete spectrum given by $\left\{\lambda_{k}\right\}$. Equivalently, the $\lambda_{k}$ 's are the poles of the meromorphic continuation of $\left(H_{1}-\lambda\right)^{-1}$. It relies on work of Baladi, Liverani, Gouëzel-Liverani, Baladi-Tsujii, Faure-Sjöstrand, Dyatlov-Zworski.
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Recall that $L_{\varepsilon}=H_{1}-\varepsilon \Delta_{\mathbb{S}}$ generates the kinetic Brownian motion. It is hypoelliptic operator with discrete spectrum.

## Theorem

If $\mathbb{M}$ is negatively curved and $\varepsilon \rightarrow 0^{+}$the $L^{2}$-eigenvalues of $L_{\varepsilon}$ converge to the Pollicott-Ruelle resonances of $H_{1}$ on compact sets.

## Remarks:

- The $L^{2}$-spectrum of $H_{1}$ is $i \mathbb{R}$ but the accumulation points of the spectrum of $H_{1}-\varepsilon \Delta_{\mathbb{S}}$ form a discrete set!
- Dyatlov-Zworski proved the theorem when $\Delta_{\mathbb{S}}$ is replaced by an elliptic operator. Here $H_{1}-\varepsilon \Delta_{\mathbb{S}}$ is only hypoelliptic.
- The convergence is in fact stronger: spectral projections are smooth; eigenvalues of $L_{\varepsilon}$ admit complete expansions in powers of $\varepsilon$; convergence to complex conjugates as $\varepsilon \rightarrow 0^{-}$.
- The Po-Ru resonances were intially defined as dynamical objects: they quantify the decay of correlations. We interpret them here as spectral and probabilistic objects.
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Computations in normal coordinates show
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To compare $\varepsilon V^{2} u$ with $L_{\varepsilon} u$ for small $\varepsilon$ we need to study the behavior of $C_{\varepsilon}$ as $\varepsilon \rightarrow 0$.
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Conclusion: $\left.\left.\varepsilon^{2 / 3}| | \varepsilon H_{2}\right|^{2 / 3} u\right|_{L^{2}} \leq C|P u|_{L^{2}}$, which implies the optimal subelliptic estimate $\varepsilon^{2 / 3}|u|_{H_{\varepsilon}^{2 / 3}} \leq C\left|\varepsilon L_{\varepsilon} u\right|_{L^{2}}+\ldots$.

## Maximal hypoellipticity for $L_{\varepsilon}=H_{1}-\varepsilon V^{2}$

The subelliptic estimate $\varepsilon^{2 / 3}|u|_{H_{\varepsilon}^{2 / 3}} \leq C|P u|_{L^{2}}+\ldots$ and standard manipulations yields the hypoelliptic estimate
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\begin{align*}
& \left|\rho_{1}\left(\varepsilon^{2} \Delta\right) \varepsilon V^{2} u\right|_{L^{2}} \leq C\left|\rho_{2}\left(\varepsilon^{2} \Delta\right)\left(L_{\varepsilon}-\lambda\right) u\right|_{L^{2}}+O\left(\varepsilon^{\infty}\right)|u|_{L^{2}}, \\
& 0 \notin \operatorname{supp}\left(\rho_{1}\right), \rho_{2}=1 \text { on } \operatorname{supp}\left(\rho_{1}\right), \rho_{1}=\rho_{2}=1 \text { near } \infty . \tag{1}
\end{align*}
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It remains to show that $\left(L_{\varepsilon}-\lambda\right)^{-1}$ continues meromorphically on the same spaces as $\left(H_{1}-\lambda\right)^{-1}$.
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Based on the splitting (2), Faure-Sjöstrand and Dyatlov-Zworski constructed semiclassical weighted Sobolev spaces $\mathcal{H}$ such that if $0 \leq Q$ is a suitable absorbing potential near the zero section, $|\lambda| \leq R$,

$$
u \in \mathcal{H} \Rightarrow|u|_{\mathcal{H}} \leq C\left|\left(H_{1}+Q-\lambda\right) u\right|_{\mathcal{H}}, \quad 0<Q \in \Psi_{h}^{0}, 0 \in \mathrm{El}_{h}(Q) .
$$

This and an adjoint inequality implies that $\left(H_{1}-\lambda\right)^{-1}: \mathcal{H} \rightarrow \mathcal{H}$, holomorphic and well defined for $\operatorname{Re} \lambda<0$, extends meromorphically to $\{|\lambda| \leq R\}$.
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Thanks for your attention!

