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SOLVABILITY OF PARABOLIC ANDERSON EQUATION WITH

FRACTIONAL GAUSSIAN NOISE

ZHEN-QING CHEN AND YAOZHONG HU

ABSTRACT. This paper provides necessary as well as sufficient conditions on the Hurst

parameters so that the continuous time parabolic Anderson model ∂ u
∂ t

= 1
2

∂ 2u

∂ x2 + uẆ on

[0,∞)×R
d with d ≥ 1 has a unique random field solution, where W(t,x) is a fractional

Brownian sheet on [0,∞)×R
d and formally Ẇ = ∂ d+1

∂ t∂ x1···∂ xd
W(t,x). When the noise W(t,x)

is white in time, our condition is both necessary and sufficient when the initial data u(0,x)
is bounded between two positive constants. When the noise is fractional in time with

Hurst parameter H0 > 1/2, our sufficient condition, which improves the known results in

literature, is different from the necessary one.

1. INTRODUCTION

Let d ≥ 1. In this paper we are interested in the following stochastic heat equation

(Parabolic Anderson model) for u = u(t,x) with t ≥ 0 and x = (x1, · · · ,xd) ∈ R
d :

∂u

∂ t
=

1

2

∂ 2u

∂x2
+ uẆ on (0,∞)×R

d, (1.1)

where W =
{

W (t,x); t ∈ [0,∞), x ∈ R
d
}

is a centered Gaussian process defined on some

complete probability space (Ω,F ,P) with the covariance given by

E [W (s,x)W (t,y)] = RH0
(s, t)

d

∏
i=1

RHi
(xi,yi), s, t ≥ 0, x,y ∈ R

d , (1.2)

where 1
2
≤ H0 < 1 and 0 < Hi < 1 for i = 1, · · · ,d, and where for β > 0,

Rβ (a,b) :=
1

2

(
|a|2β + |b|2β −|a− b|2β

)
for all a,b ∈ R . (1.3)

Here we use := as a way of definition. That is, W (t,x) = W (t,x1, · · · ,xd) is a frac-

tional Brownian motion of Hurst parameter H0 ≥ 1/2 in time variable and is a fractional

Brownian motion with Hurst parameter H = (H1, · · · ,Hd) in space variables, and formally

Ẇ (t,x) = ∂ d+1W
∂ t∂x1···∂xd

. Note that R1/2(s, t) = s∧ t and so ∂ 2

∂ s∂ t
R1/2(s, t) = δ{0}(s− t) in the

distributional sense, where δ{0} is the Dirac measure on R concentrated at the origin 0.

One dimensional Brownian motion has covariance function R1/2 so it has Hurst parameter

1/2. For fractional Brownian motions, the smaller the Hurst parameters are, the rougher

their sample paths. The precise meaning of the (random field) solution to (1.1) will be

given later in Definition 3.1. The product uẆ in the above equation is in the sense of
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Wick, which means that in Equation (3.1) of the definition of the random field solution the

stochastic integral is understood as the Ito-Skorohod integral.

The equation (1.1) is one of the simplest stochastic partial differential equations and

describes a heat propagation through a random medium. It has a close connection with

KPZ equation through the Hopf-Cole transform. Equation (1.1) has been studied by many

authors. We refer the reader to a recent survey [7] and references therein.

Throughout the paper, we assume that the Hurst parameter H0 in time is always greater

than or equal to 1/2. But some of the spatial Hurst parameters Hi in (1.1) can be less than

1/2 while others are greater than or equal to 1/2. Let d∗ denote the total number of Hi

whose value is strictly less than 1/2. Without loss of generality and for the simplification

of notation we can assume that Hk < 1/2 for 1 ≤ k ≤ d∗ and and Hk ≥ 1/2 for d∗ < k ≤ d

for some d∗ ∈ {0,1, · · · ,d}. Let

H∗ = H1 + · · ·+Hd∗ and H∗ = H1 + · · ·+Hd.

It is known that when H0 ≥ 1/2 and Hi > 1/2 for all 1 ≤ i ≤ d, the equation (1.1) has a

unique random field solution when H∗ > d−1 (see [10, Example 2.6]; see also [4] for more

general Gaussian noises that is white in time, including the fractional Brownian noise with

H0 = 1/2 and all the spatial Hurst parameters being greater than 1/2). When H0 = 1/2

and d∗ = d, it is a folklore that d must be 1 for (1.1) to be solvable with bounded initial

value. It is shown in [8, 9] that when d = 1, H0 = 1/2 and 1/4 < H∗ < 1/2, the equation

(1.1) has a unique random field solution.

Xia Chen considered fractional Gaussian noise W that has H0 ∈ [1/2,1) but some of

Hi ∈ (0,1), 1 ≤ i ≤ d, are greater than or equal to 1/2 while others are allowed to be less

than 1/2. He showed [2, Theorems 1.2 and 1.3] that when

{
2(d−H∗)+ (d∗− 2H∗)< 2 when H0 = 1/2,

H∗ > d − 1 and 4(1−H0)+ 2(d−H∗)+ (d∗− 2H∗)< 4 when H0 > 1/2 ,
(1.4)

the SPDE (1.1) has a unique global random field solution in L2(Ω,F ,P) for any initial

value u0(x) that is bounded. He also showed that, for d ≥ 2, when

H0 > 1/2, H∗ = d− 1 and 4(1−H0)+ (d∗− 2H∗)< 2 , (1.5)

the SPDE (1.1) has a unique local random field solution in L2(Ω,F ,P) for any initial

value u0(x) that is bounded. An interesting and challenging problem is whether the above

conditions are also necessary. As we shall see, the answer will be no and when H0 = 1/2

we give a necessary and sufficient condition for the existence of solution to (1.1), and when

H0 > 1/2, we improve the sufficient condition (1.4) as well as give a necessary condition.

The following are the two main results of this paper, by considering H0 = 1/2 and

1/2 < H0 < 1 separately. See Definition 3.1 for the precise definition of global and local

solution to (1.1). Our main results show that the condition H∗ > d − 1 is sufficient for

the existence of global random field solution to (1.1) when d ≥ 2 and H0 ∈ [1/2,1), and

is also necessary for the existence of local random field solution to (1.1) when H0 = 1/2.

We further show that when H0 ∈ (1/2,1) and d ≥ 2, there exists a unique local solution in

the critical case H∗ = d− 1. Our necessary condition for the case of H0 > 1/2 is different

from the sufficient condition but it involve H∗ and H0 only; we do not need to separate

the rougher ones (those with Hi < 1/2) from the smoother ones (those with Hi ≥ 1/2) in

spatial Hurst parameters.

Theorem 1.1. Suppose H0 = 1/2; that is, the noise W is white in time.
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(i) Suppose the initial condition satisfies |u0(x)| ≤C for some constant C > 0. If
{

H∗ > 1/4 when d = 1,

H∗ > d − 1 when d ≥ 2,
(1.6)

then the equation (1.1) has a unique (global) random field solution in L2(Ω,F ,P)
with u(0,x) = u0(x). Moreover, in this case, there is a positive constant CH > 0 so

that

E [u(t,x)p]≤CH exp

(
CHt p

H∗−d+2
H∗−d+1

)
for any t ≥ 0 and p ≥ 2 . (1.7)

(ii) Let the initial condition satisfy u0(x) ≥ c (or u0(x) ≤ −c) for some positive con-

stant c > 0. If the equation (1.1) has a local solution in L2(Ω,F ,P), then (1.6)

must be satisfied.

Remark 1.2. (i) In the case of H0 = 1/2, the condition (1.4) is equivalent to (1.6)

when d = 1 and is stronger than (1.6) when d ≥ 2 since d∗−2H∗ > 0 when d∗ ≥ 1

and d∗− 2H∗ = 0 when d∗ = 0.

(ii) Since 0 < Hi < 1 for all 1 ≤ i =≤ d and 1 ≤ Hi < 1/2 for 1 ≤ i ≤ d∗, we have

H∗ < d∗
2
+(d − d∗), that is, H∗ < d − (d∗/2). Thus, Condition (1.6) implies that

d− (d∗/2)> d− 1, or d∗ < 2. Thus under condition (1.6), d∗ can only be 0 or 1.

Theorem 1.3. Suppose H0 > 1/2.

(i) Let d ≥ 1. Suppose the initial condition satisfies |u0(x)| ≤ C for some constant

C > 0. If {
H∗ > 3

4
−H0 when d = 1,

H∗ > d− 1 when d ≥ 2,
(1.8)

then the equation (1.1) has a unique (global) random field solution in L2(Ω,F ,P)
with u(0,x) = u0(x). Moreover, in this case, there is a positive constant CH,d > 0

so that

E [u(t,x)p]≤C exp

[
CHt

H∗−d+2H0
H∗−d+1 p

H∗−d+2
H∗−d+1

]
for any t ≥ 0 and p ≥ 2 . (1.9)

Moreover, if

d ≥ 2 and H∗ = d− 1, (1.10)

the equation (1.1) has a unique local random field solution in L2(Ω,F ,P) with

u(0,x) = u0(x).

(ii) Let the initial condition satisfy u0(x) ≥ c for some positive constant c > 0. If the

equation (1.1) has a local solution in L2(Ω,F ,P), then

H∗+ 2H0 >

{
5/4 when d = 1,

(3d+ 2)/4 when d ≥ 2 .
(1.11)

Remark 1.4. (i) When d = 1 and H0 > 1/2, condition (1.4) is equivalent to H∗ >
3
4
−H0. Clearly, when H0 > 1/2, conditions (1.4) and (1.5) are stronger than

conditions (1.8) and (1.10), respectively, when d ≥ 2.

(ii) Condition (1.6) is the same as (1.8) if we take H0 = 1/2 there.

(iii) The necessity of the condition (1.6) when H0 = 1/2 and of the condition (1.11)

when H0 > 1/2 for the existence of solutions to SPDE (1.1) is new. There seems

no discussions about the necessary conditions for this equation before.
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(iv) Note that the sufficient condition and the necessary condition in Theorems 1.1 and

1.3 have different requirements on the initial value u(0,x) of u. It is easy to check

directly that, when 1/2 < H0 < 1, the sufficient condition (1.8) is strictly stronger

than the necessary condition (1.11).

(v) Estimate (1.9) coincides with the upper bound part of (6.1) of [10] when all Hurst

parameters are greater than 1/2 (by setting ηi = 2Hi − 2 and β = 2H0 − 2), so we

expect our bound (1.9) is sharp.

(vi) As we see from Remark 1.2(ii) that H∗ < d− (d∗/2). So condition (1.10) implies

that d∗ < 2, that is, either d∗ = 0 or d∗ = 1.

(vii) Again from the fact that H∗ < d−(d∗/2), we see that when d ≥ 2, condition (1.11)

implies d∗ < (d/2)+ 4H0 − 1 < (d + 6)/2. But this condition is not optimal. In

fact, when W is time indenpendent (which corresponds to the case H0 = 1) and

space white (which corresponds to the case H1 = · · · = Hd = 1/2), it is known

(see [6]) that the equation (1.1) has a global solution when d = 1 and has a local

solution but has no global solution when d = 2, and has no any local solution

when d ≥ 3. So our conjecture is that even when H0 > 1/2 and Hi ∈ [1/2,1) for

all 1 ≤ i ≤ d, to ensure the global unique solution we need d∗ ≤ 1 and to ensure

local solution we need d∗ ≤ 2.

In this paper, we do not discuss the solvability of (1.1) when the time Hurst parameter

H0 ∈ (0,1/2). We refer the interested reader to [1, 3, 13] and references therein for recent

development when H0 < 1/2. Let us also mention that for the additive noise (namely,

replace uẆ by Ẇ in (1.1), the necessary and sufficient condition is known ([12]) even for

more general Gaussian noise.

The rest of the paper is organized as follows. In Section 2, we recall some facts on

Gaussian random fields, stochastic integrals with respect to them and their properties that

will be used in this paper. The proofs of the sufficient part of Theorems 1.1 and 1.3 are

presented in Section 3, while the proof of the necessary part of these two theorems are

given in Section 4. In this paper, for a,b ∈ R, a∨b := max{a,b} and a∧b := min{a,b}.

2. PRELIMINARIES

The noise W can be viewed as a Brownian motion with values in an infinite dimensional

Hilbert space. One might thus think that the stochastic integration theory with respect to

W can be handled by classical theories (e.g. [5]). However, the spatial covariance function

of Ẇ , which is formally ∏d
i=1 Hi(2Hi − 1)|xi − yi|2Hi−2, is not locally integrable along the

diagonals as Hi < 1/2 for 1 ≤ i ≤ d∗. The stochastic integral with respect to W then needs

to be dealt with through other means. We recall briefly some key points needed in this

paper and we refer to [8, 9] for more details.

We start by introducing some basic notation on Fourier transforms. The space of

Schwartz functions is denoted by S . Its dual, the space of tempered distributions, is

denoted by S ′.
The Fourier transform of a function u ∈ S is defined by

û(ξ ) :=

∫

Rd
e−iξ xu(x)dx

so that the inverse Fourier transform is given by

ǔ(ξ ) := (2π)−d

∫

Rd
eiξ xu(x)dx = (2π)−d û(−ξ ).
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Let C∞
c ((0,∞)×R

d) denote the space of real-valued infinitely differentiable functions

with compact support on (0,∞)×R
d . The noise W can be described by a mean zero

Gaussian family {W (ϕ), ϕ ∈ C∞
c ((0,∞)×R

d)} defined on a complete probability space

(Ω,F ,P), whose covariance structure is given by

E [W (ϕ)W (ψ)] = c1,H

∫

R2
+×Rd

ϕ̂(s,ξ ) ψ̂(r,ξ )
d

∏
i=1

|ξi|1−2Hi γ0(s− r)dsdrdξ , (2.1)

where

γ0(s− r) = H0(2H0 − 1)|s− r|2H0−2. (2.2)

When H0 = 1/2, we replace γ0(s− r) by the Dirac delta function γ0(s− r) = δ{0}(s− r):

E [W (ϕ)W (ψ)] = c1,H

∫

R+×Rd
ϕ̂(s,ξ ) ψ̂(s,ξ )

d

∏
i=1

|ξi|1−2Hi dsdξ , (2.3)

where the Fourier transforms ϕ̂ and ψ̂ are understood as Fourier transforms in spatial

variables only and

c1,H =
1

(2π)d

d

∏
i=1

Γ(2Hi + 1)sin(πHi) . (2.4)

As above throughout the remaining part of the paper we will always replace γ0(s− r)
by δ{0}(s− r) when H0 = 1/2.

Let

H0 =

{
ϕ ∈ S : ‖ϕ‖H :=

(∫

R2
+×Rd

ϕ̂(s,ξ )ϕ̂(r,ξ )|ξ |1−2Hdξ γ0(s− r)dsdr

)1/2

< ∞

}
.

Since γ0(s− r) is a positive definite kernel it is well-known that ‖ · ‖H is a Hilbert norm

(in fact it is the L2 norm of the stochastic integral
∫
R+×Rd ϕ(s,x)W (ds,dx)). Let H be the

completion of H0 under the above norm ‖ · ‖H. Using this Hilbert norm we can define the

stochastic integration with respect to W .

Definition 2.1. For any t ≥ 0, let Ft be the σ -algebra generated by W up to time t. An

elementary process g is a process given by

g(s,x) =
n

∑
i=1

m

∑
j=1

Xi, j χ(ai,bi]
(s)χ(h j ,l j ]

(x), (2.5)

where n and m are finite positive integers, −∞ < a1 < b1 < · · · < an < bn < ∞, h j =

(h j1, · · · ,h jd) h jk < l jk , χ(h j ,l j ]
(x) = ∏d

k=1 χ(h jk,l jk ]
(xk), and Xi, j are Fai

-measurable ran-

dom variables for i = 1, . . . ,n. The integral of such a process with respect to W is defined

as
∫

R+×Rd
g(s,x)W (ds,dx) =

n

∑
i=1

m

∑
j=1

Xi, j W
(

χ(ai,bi]
⊗χ(h j ,l j ]

)
(2.6)

=
n

∑
i=1

m

∑
j=1

Xi, j

[
W (bi, l j)−W(ai, l j)−W(bi,h j)+W(ai,h j)

]
.

The following result can be found in [8] when d = 1.

Proposition 2.2. Let ΛH be the space of predictable processes g defined on R+×R
d such

that almost surely g ∈H and E[‖g‖2
H
]< ∞. Then, we have the following statements.

(i) The space of elementary processes of the form in Definition 2.1 is dense in ΛH .
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(ii) For g ∈ ΛH , the stochastic integral
∫
R+×Rd g(s,x)W (ds,dx) is defined as the L2(Ω)-

limit of
∫
R+×Rd gn(s,x)W (ds,dx) for any gn approximating g, and we have

E

[(∫

R+×Rd
g(s,x)W (ds,dx)

)2
]
= E

[
‖g‖2

H

]
. (2.7)

We can also define the multiple integral using the above definition.

In( f )(t) =

∫

0≤s1<···<sn≤t

∫

Rdn
f ((s1,x1), · · · ,(sn,xn))W (ds1,dx1) · · ·W (dsn,dxn)

=
1

n!

∫

([0,t]×Rd)n
f ((s1,x1), · · · ,(sn,xn))W (ds1,dx1) · · ·W (dsn,dxn) ,

(2.8)

where f ((s1,x1), · · · ,(sn,xn))∈H
⊗n is symmetric with respect to its n arguments. We have

E

[
(In( f )(t))2

]
=

1

n!

∫

[0,t]2n

∫

Rdn
f̂ ((s1,ξ1), · · · ,(sn,ξn)) f̂ ((r1,ξ1), · · · ,(rn,ξn))

n

∏
i=1

γ0(si − ri)
n

∏
i=1

d

∏
k=1

|ξik|1−2Hk dξ1 · · ·dξnds1 · · ·dsndr1 · · ·drn ,

=

∫
0≤s1<···<sn≤t

0≤r1,··· ,rn≤t

∫

Rdn
f̂ ((s1,ξ1), · · · ,(sn,ξn)) f̂ ((r1,ξ1), · · · ,(rn,ξn))

n

∏
i=1

γ0(si − ri)
n

∏
i=1

d

∏
k=1

|ξik|1−2Hk dξ1 · · ·dξndsdr , (2.9)

where f̂ is the Fourier transform with respect to n spatial variables x1, · · · ,xn; ξi =(ξi1, · · · ,ξid);
dξi = dξi1 · · ·dξid , ds = ds1 · · ·dsn, dr = dr1 · · ·drn. Notice that in (2.9) we do not force

an order for r1, · · · ,rn.

We also need the following lemma which can be found in [10, Lemma 4.5].

Lemma 2.3. Let α ∈ (−1+ε,1)m with ε > 0. Denote |α|=∑m
i=1 αi and Tm(t)= {(r1,r2, . . . ,rm)∈

R
m : 0 < r1 < · · ·< rm < t}. Then there is a constant κ , depending only on ε such that

Jm(t,α) :=
∫

Tm(t)

m

∏
i=1

(rσ(i)− ri−1)
αidr ≤ κmt |α |+m

Γ(|α|+m+ 1)
,

where by convention, r0 = 0.

3. NECESSARY CONDITION

In this section we shall prove part (ii), the necessary part, of Theorems 1.1 and 1.3,

namely, the necessity of (1.6) and (1.11), respectively.

First, we give the meaning of the (random field) solution to equation (1.1) in the follow-

ing definition.

Definition 3.1. A real-valued predictable stochastic process u = {u(t,x),0 ≤ t < ∞,x ∈
R

d} is said to be a (global) random field solution of (1.1) if

(i) for all t ∈ [0,∞) and x ∈ R
d , the process (s,y) 7→ pt−s(x− y)u(s,y)χ[0,t](s) is an

element of ΛH , where pt(x) = (2πt)−d/2 exp
(
− |x|2

2t

)
is the heat kernel on the real

line associated with 1
2
∆.
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(ii) for all t ∈ [0,∞) and x ∈ R
d we have

u(t,x) = pt ∗ u0(x)+
∫ t

0

∫

Rd
pt−s(x− y)u(s,y)W (ds,dy) a.s., (3.1)

where the stochastic integral is understood in the sense of Proposition 2.2.

A real-valued stochastic process u(t,x) is said to be a local (random field) solution of

(1.1) if there is some constant t0 > 0 so that u(t,x) is defined on [0, t0)×R
d and satisfies

all the above property for (t,x) ∈ [0, t0)×R
d .

We say a random field solution u(t,x) of (1.1) is in L2(Ω,F ,P) if E[u(t,x)2] < ∞ for

every t ≥ 0 and x ∈ R
d (for local solution, replace t ≥ 0 by t ∈ [0, t0)).

Repeatedly using this definition, we see that the solution of (1.1) has the following

Wiener chaos expansion

u(t,x) =
∞

∑
n=0

un(t,x), (3.2)

where

un(t,x) = In( f
(t,x)
n )(t) (3.3)

with

f
(t,x)
n := f

(t,x)
n (s1,x1, . . . ,sn,xn) = f

(t,x)
n ((s1,x1), . . . ,(sn,xn))

= pt−sn(x− xn)psn−sn−1
(xn − xn−1) · · · ps2−s1

(x2 − x1)ps1
u0(x1) , (3.4)

(see, for instance, formula (4.4) in [14] or formula (3.3) in [10]). The remainder in (3.2)

will go to zero since we can expand it first for finitely many terms to deduce E[u(t,x)2]≥
∑∞

n=0E

[
I2( f

(t,x)
n )(t)2

]
. On the other hand, u(t,x) defined by (3.2) is a solution as long as

it converges in L2.

By comparison, without loss of generality we assume u0(x) = 1 throughout the remain-

ing part of this paper. The Fourier transform of fn (with respect to the n (d dimensional)

spatial variables is

f̂n(t,x,s1,ξ1, · · · ,sn,ξn) =
n

∏
i=1

e−
1
2 (si+1−si)|ξi+···+ξ1|2e−ix(ξn+···+ξ1) , (3.5)

when 0 < s1 < · · · < sn < sn+1 = t, where we denote sn+1 = t (see [11, 3.13-3.14] or [9,

p.8]). In general, we have

f̂n(t,x,s1,ξ1, · · · ,sn,ξn) =
n

∏
i=1

e
− 1

2 (sσ(i+1)−sσ(i))|ξσ(i)+···+ξσ(1)|2 e−ix(ξn+···+ξ1) , (3.6)

where 0 < sσ(1) < · · ·< sσ(n) < sσ(n+1) = t.

We will need the following elementary lemma.

Lemma 3.2. Let ε > 0 and let 0 < α,β < 1 with α +β > 1. There is a constant c ≥ 1

independent of ε > 0 so that for all x ∈ (0,3ε),

c−1x1−(α+β ) ≤
∫ ε

0
u−α(u+ x)−β du ≤ cx1−(α+β ). (3.7)

Proof By a change of variable u = xv,
∫ ε

0
u−α(u+ x)−β du = x1−(α+β )

∫ ε/x

0
v−α(1+ v)−β dv.

The desired conclusion (3.7) follows from this.
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In the following, we use CH to denote a positive constant depending on H =(H1, · · · ,Hd)
as well as the dimension d ≥ 1, whose exact value is unimportant and may change from

line to line. For two non-negative functions f and g, notation f ≍ g means that there is a

constant c ≥ 1 so that c−1 f ≤ g ≤ c f on a specified common definition domain of f and g.

Proof of Part (ii) of Theorems 1.1 and 1.3. First, we consider the one dimensional case

d = 1 with H0 > 1/2. Denote H = H1.

Let us consider the second chaos in (3.2). From now on we denote In( f
t,0
2 ) = In( f

t,0
2 )(t).

E

[
I2( f

t,0
2 )2

]
=

1

2

∫
0≤s1<s2≤t

0≤r1<r2≤t

∫

R2
e−

1
2 (t−s2+t−r1)|ξ2+ξ1|2− 1

2 (s2−s1+r2−r1)|ξ1|2

|ξ1|1−2H |ξ2|1−2Hdξ1dξ2γ0(s2 − r2)γ0(s1 − r1)ds1ds2dr1dr2

+
1

2

∫
0≤s1<s2≤t

0≤r2<r1≤t

∫

R2
e−

1
2 (t−s2+t−r2)|ξ2+ξ1|2−

s2−s1
2 |ξ1|2−

r1−r2
2 |ξ2|2

|ξ1|1−2H |ξ2|1−2Hdξ1dξ2γ0(s2 − r2)γ0(s1 − r1)ds1ds2dr1dr2

≥ 1

2

∫
0≤s1≤s2≤t

0≤r1<r2≤t

g(s1,s2,r1,r2)γ0(s2 − r2)γ0(s1 − r1)dr1dr2ds1ds2 ,

(3.8)

where

g(s1,s2,r1,r2) =

∫

R2
e−

1
2 (t−s2+t−r1)|ξ2+ξ1|2− 1

2 (s2−s1+r2−r1)|ξ1|2 |ξ1|1−2H |ξ2|1−2Hdξ1dξ2.

Making substitution η1 = ξ1 and η2 = ξ1 + ξ2, we have for 0 < s1 < s2 < t and 0 < r1 <
r2 < t,

g(s1,s2,r1,r2) =

∫

R2
e−

1
2 (t−s2+t−r2)|η2|2− 1

2 (s2−s1+r2−r1)|η1|2 |η1|1−2H |η2 −η1|1−2Hdη1dη2

=
CH√

(t − s2 + t − r2)(s2 − s1 + s2 − s1)
E

[∣∣∣∣
X1√

s2 − s1 + r2 − r1

∣∣∣∣
1−2H

×
∣∣∣∣

X2√
t − s2 + t − r2

− X1√
s2 − s1 + r2 − r1

∣∣∣∣
1−2H

]
,

= CH(t − s2 + t − r2)
H−1(s2 − s1 + r2 − r1)

2H−3/2

×E

[∣∣X1(
√

s2 − s1 + r2 − r1X2 −
√

t − s2 + t − r2X1)
∣∣1−2H

]

= CH(t − s2 + t − r2)
H−1(s2 − s1 + r2 − r1)

2H−3/2(t − s1 + t − r1)
1/2−H

×E

[∣∣∣∣X1

(√
s2 − s1 + r2 − r1√
t − s1 + t − r1

X2 −
√

t − s2 + t − r2√
t − s1 + t − r1

X1

)∣∣∣∣
1−2H

]
,

(3.9)

where X1 and X2 are two independent standard Gaussian random variables. Denote

f (λ ) := E

[
|X1(λ X1 −

√
1−λ 2X2)|1−2H

]
, λ ∈ [0,1] .

We claim that

min
λ∈[0,1]

f (λ )> 0 for any 0 < H < 1. (3.10)
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First note that for a standard Gaussian random variable Z and a∈R, by the Hardy-Littlewood

(symmetric rearrangement) inequality,

E
[
|Z− a|1−2H

]
=

1√
2π

∫ ∞

−∞
|z− a|1−2He−|z|2/2dz

≤ 1√
2π

∫ ∞

−∞
|z|1−2He−|z|2/2dz = E

[
|Z|1−2H

]
. (3.11)

Taking conditional expectation on σ(X1) and then using (3.11), we have for any 0 <H < 1,

f (λ ) = E

[
|X1|1−2H

E

(
|λ X1 −

√
1−λ 2X2)|1−2H

∣∣σ(X1)
)]

≤ (1−λ 2)1/2−H
E
[
|X1|1−2H

]
E
[
|X2|1−2H

]
< ∞.

We conclude by the dominated convergence theorem that f (λ ) is a positive continuous

function on [0,1) with f (0) =
(
E
[
|X1|1−2H

])2 ∈ (0,∞). We need to consider the behavior

of f (λ ) near λ = 1.

When 0 < H < 3/4, f is a continuous function on [0,1] with f (1) = E
[
|X1|2−4H

]
∈

(0,∞) and so f is bounded between two positive constants on [0,1]. In particular, we have

(3.10). When 3/4 ≤ H < 1, by Fatou’s lemma,

liminf
λ→1−

f (λ )≥ f (1) = E

[
|X1|2(1−2H)

]
= ∞.

This establishes the claim (3.10) for all H ∈ [0,1]. Consequently, we have by (3.9) that for

any H ∈ (0,1), there is a constant CH > 0 so that

g(s1,s2,r1,r2)≥CH(t − s1 + t − r1)
1/2−H(t − s2 + t − r2)

H−1(s2 − s1 + r2 − r1)
2H−3/2 .

(3.12)

In order for E
[
I2( f

t,0
2 )(t)2

]
to be finite, by (3.8) and (3.12) the following integral must be

finite:

ϒ :=

∫
0≤s1<s2≤t

0≤r1<r2≤t

(t − s1 + t − r1)
1/2−H(t − s2 + t − r2)

H−1(s2 − s1 + r2 − r1)
2H−3/2

×|s2 − r2|2H0−2|s1 − r1|2H0−2dr1dr2ds1ds2 . (3.13)

It is obvious that

ϒ ≥
∫

0≤r1<s1<r2<s2≤t
(t − s1 + t − r1)

1/2−H(t − s2 + t − r2)
H−1(s2 − s1 + r2 − r1)

2H−3/2

×|s2 − r2|2H0−2|s1 − r1|2H0−2dr1dr2ds1ds2

≥
∫

0≤r1<s1<r2<s2≤t
(t − s2 + t − r2)

−1/2(s2 − s1 + r2 − r1)
2H−3/2

×|s2 − r2|2H0−2|s1 − r1|2H0−2dr1dr2ds1ds2 . (3.14)

Making substitution from r1,s1,r2 to u = s1 − r1, v = r2 − s1, w = s2 − r2, we have

ϒ ≥
∫

u,v,w>0,u+v+w<s2<t
(2t − 2s2 +w)−1/2(u+ 2v+w)2H−3/2w2H0−2u2H0−2dudvdwds2

≥
∫

v,w>0,v+w≤s2/2,s2<t

(∫ s2/2

0
(u+ 2v+w)2H−3/2u2H0−2du

)

×(2t − 2s2 + 1)−1/2w2H0−2dwdvds2

≥ c1

∫

v,w>0,v+w≤s2/2,s2<t
(2t − 2s2 + 1)−1/2(2v+w)2H0+2H−5/2w2H0−2dvdwds2
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≥ c1

∫

0<v≤s2/4,s2<t
(2t − 2s2 + 1)−1/2

(∫ s2/4

0
(2v+w)2H0+2H−5/2w2H0−2dw

)
dvds2

≥ c2
1

∫

0<v≤s2/4,s2<t
(2t − 2s2 + 1)−1/2v4H0+2H−7/2dvds2, (3.15)

where in the third and fifth inequality we used Lemma 3.2. So ϒ < ∞ implies the integral

in (3.15) is finite, which happens only when 4H0 + 2H− 7/2 >−1, that is,

4H0 + 2H > 5/2 . (3.16)

This proves Theorem 1.3(ii) when d = 1.

When H0 = 1/2, the equation (3.13) becomes

ϒ = 22H−2

∫

0<s1<s2≤t
(t − s1)

1/2−H(t − s2)
H−1(s2 − s1)

2H−3/2ds1ds2 . (3.17)

This integral is finite only when the exponent 2H − 3/2 of s2 − s1 in (3.17) is larger than

−1. This requires H > 1/4. Notice that by formally letting H0 = 1/2 in 4H0 + 2H > 5/2

one also obtains H > 1/4. This proves Theorem 1.1(ii) when d = 1.

Next we consider the case that the dimension d ≥ 2. We still consider the second chaos.

As for the one dimensional case we have

E
[
(I2( f2))

2
]

≥ 1

2

∫
0≤s1≤s2≤t

0≤r1≤r2≤t

∫

R2d
e−

1
2 (t−s2+t−r2)|ξ2+ξ1|2− 1

2 (s2−s1+r2−r1)|ξ1|2

×
d

∏
k=1

|ξ1k|1−2Hk |ξ2k|1−2Hk γ0(s1 − r1)γ0(s2 − r2)dξ1dξ2ds1ds2drdr2

=

∫
0≤s1≤s2≤t

0≤r1≤r2≤t

d

∏
k=1

gk(s1,s2,r1,r2)γ0(s1 − r1)γ0(s2 − r2)ds1ds2dr1dr2 ,

(3.18)

where

gk(s1,s2,r1,r2)=
∫

R2
e−

1
2 (t−s2+t−r2)|η2|2− 1

2 (s2−s1+r2−r1)|η1|2 |η1|1−2Hk |η2−η1|1−2Hk dη1dη2,

(3.19)

which can be estimated by using (3.12). Thus, we have

E
[
(I2( f2))

2
]

≥ C

∫
0≤s1≤s2≤t

0≤r1≤r2≤t

(t − s1 + t − r1)
d/2−H∗

(t − s2 + t − r2)
H∗−d

×(s2 − s1 + r2 − r1)
2H∗−3d/2|s1 − r1|2H0−2|s2 − r2|2H0−2ds1ds2dr1dr2

(3.20)

With the same argument as for (3.15), we see that the above integral is finite only if

2H∗− 3d

2
+ 4H0 − 2 >−1 .

This proves part (ii), the necessary part, of Theorem 1.3 for d ≥ 2.

When H0 = 1/2, the inequality (3.20) becomes

E
[
(I2( f2))

2
]

≥ C

∫

0≤s1≤s2≤t
(t − s1)

d/2−H∗
(t − s2)

H∗−d(s2 − s1)
2H∗−3d/2ds1ds2

= C

∫ t

0
(t − s1)

d/2−H∗
[∫ t

s1

(t − s2)
H∗−d(s2 − s1)

2H∗−3d/2ds2

]
ds1
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= CB(H∗− d+ 1,2H∗− 3d

2
+ 1)

∫ t

0
(t − s1)

−d/2(t − s1)
2H∗− 3d

2 +1ds1

= CB(H∗− d+ 1,2H∗− 3d

2
+ 1)

∫ t

0
(t − s1)

2H∗−2d+1ds1, (3.21)

where B is the beta function and where we see that E
[
(I2( f2))

2
]
< ∞ if and only if when

2H∗ − 3d/2 > −1 and H∗ − d > −1. Note that for d ≥ 2, H∗ − d > −1 implies that

2H∗− 3d/2+ 1 = 2(H∗− d)+ (d/2)+ 1 > 0. This completes the proof of part (ii), the

necessary part, of Theorem 1.1 for d ≥ 2.

4. SUFFICIENT CONDITION

In this section, we prove part (i), the sufficient part, of Theorems 1.1 and 1.3. It suffices to

consider the case that d ≥ 2, as when d = 1 conditions (1.6) and (1.8) coincide with (1.4)

so the result for d = 1 follows from [2, Theorems 1.2 and 1.3].

Recall that we take u0(x) = 1 on R
d . Let un(t,x) be defined as in (3.3). We compute the

L2(Ω,F ,P) norm of each un(t,x). For n≥ 0, we have by (2.9) that for 0< s1 < · · ·< sn < t

and 0 < rσ(1) < · · ·< rσ(n) < t,

E
[
u2

n(t,x)
]

=

∫
0<s1<···<sn<t

0<r1,··· ,rn<t

∫

Rnd

n

∏
i=1

e
−(si+1−si+rσ(i+1)−rσ(i))|ξi+···+ξ1|2

d

∏
k=1

|ξik|1−2Hk dξ1 · · ·dξn

×
n

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn

=
∫

[0,t]2n

d

∏
k=1

gk(s1, · · · ,sn,r1, · · · ,rn)
n

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn , (4.1)

where sn+1 = rn+1 := t and

gk(s1, · · · ,sn,r1, · · · ,rn)

=

∫

Rn

n

∏
i=1

e
−(si+1−si+rσ(i+1)−rσ(i))|ξik+···+ξ1k|2 |ξik|1−2Hk dξ1k · · ·dξnk

=

∫

Rn

n

∏
i=1

e
−(si+1−si+rσ(i+1)−rσ(i))|ηi|2 |ηi −ηi−1|1−2Hk dη1 · · ·dηn , (4.2)

where η0 := 0. Denote ui = si+1 − si+ rσ(i+1)− rσ(i) for 1 ≤ i ≤ n. Let u0 = 1, X0 = 0, and

{X1, · · · ,Xn} be i.i.d standard Gaussian random variables. Then we can write for 0 < s1 <
s2 < · · ·< sn < t,

gk(s1, · · · ,sn,r1, · · · ,rn) = cn
Hk

(
n

∏
i=1

u
−1/2
i

)
E

[
n

∏
i=1

∣∣∣∣
Xi√
ui

− Xi−1√
ui−1

∣∣∣∣
1−2Hk

]

= cn
Hk

(
n

∏
i=1

u
−1/2
i

)(
n

∏
i=1

(uiui−1)
Hk−1/2

)
E

[
|X1|1−2Hk

n

∏
i=2

|√ui−1Xi −
√

uiXi−1|1−2Hk

]

= cn
Hk

uHk−1
n

(
n−1

∏
i=2

u
2Hk−3/2
i

)(
n

∏
i=2

(ui + ui−1)
1
2−Hk

)

×E

[
|X1|1−2Hk

n

∏
i=2

∣∣∣∣
√

ui−1

ui−1 + ui

Xi −
√

ui

ui−1 + ui

Xi−1

∣∣∣∣
1−2Hk

]
. (4.3)
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Denote λi =
√

ui−1

ui−1+ui
. The expectation (denoted by Ik,n) in (4.3) is bounded as follows.

Ik,n := E

[
|X1|1−2Hk

d∗

∏
i=2

∣∣∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣∣∣
1−2Hk

·
n

∏
i=d∗+1

∣∣∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣∣∣
1−2Hk

]

≤ Cd∗,Hk
E

[
|X1|1−2Hk

(
d∗

∏
i=2

(|Xi| ∨ |Xi−1)
1−2Hk

)(
n

∏
i=d∗+1

∣∣∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣∣∣
1−2Hk

)]

≤ Cd∗,Hk

(
d∗−1

∏
i=1

(
E

[
|Xi|1−2Hk

])
∨E

[
|Xi|2−4Hk

])

×E

[
|Xd∗ |1−2Hk

n

∏
i=d∗+1

∣∣∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣∣∣
1−2Hk

]

= Cd∗,Hk
E

[
|Xd∗ |1−2Hk

n

∏
i=d∗+1

∣∣∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣∣∣
1−2Hk

]
, (4.4)

with the convention that ∏n
i=m ai := 1 for m > n.

To bound the remaining expectation we use the following estimate for standard normal

random variable X from [15, Lemma A.1]: there is a constant C > 0 so that for any 0 <
α < 1, λ > 0 and b > 0,

E
[
|λ X + b|−α

]
≤C(λ ∨b)−α . (4.5)

By taking conditional expectation on the σ -field σ(Xd∗ , · · ·Xn−1) and using ((4.5),

E

[
|Xd∗ |1−2Hk

n

∏
i=d∗+1

∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣1−2Hk

]

= E

[
E

[
|Xd∗ |1−2Hk

n

∏
i=d∗+1

∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣1−2Hk

∣∣∣σ(Xd∗ , · · ·Xn−1)
]]

≤ CHk
E

[
|Xd∗ |1−2Hk

n−1

∏
i=d∗+1

∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣1−2Hk

((√
1−λ 2

n |Xn−1|
)
∨λn

)1−2Hk

]

≤ CHk
λ 1−2Hk

n E

[
|Xd∗ |1−2Hk

n−1

∏
i=d∗+1

∣∣λiXi −
√

1−λ 2
i Xi−1

∣∣1−2Hk

]

≤ ·· · ≤ Cn
Hk

n

∏
i=d∗+1

λ
1−2Hk
i .

Thus we have by (3.5)-(4.4) that

gk(s1, · · · ,sn,r1, · · · ,rn)

≤ cn
Hk

uHk−1
n

(
n−1

∏
i=1

u
2Hk−3/2
i

)(
n

∏
i=2

(ui + ui−1)
1
2−Hk

)
n

∏
i=d∗+1

λ
1−2Hk
i

= cn
Hk

uHk−1
n

(
n−1

∏
i=1

u
2Hk−3/2
i

)(
d∗

∏
i=2

(ui + ui−1)
1
2−Hk

)
n

∏
i=d∗+1

u
1
2−Hk

i−1 .

(4.6)
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Consequently,

g(s1, · · · ,sn,r1, · · · ,rn) =
d

∏
k=1

gk(s1, · · · ,sn,r1, · · · ,rn)

≤ cn
HuH−d

n

(
n−1

∏
i=1

u
2H− 3d

2
i

)(
d∗

∏
i=2

(ui + ui−1)
d
2 −H∗

)
n

∏
i=d∗+1

u
d
2 −H∗

i−1 .

(4.7)

(i) We first consider the case 1/2 < H0 < 1. When d ≥ 2 and H∗ > d − 1, we have

H∗ > d/2. We bound (ui + ui−1)
d
2 −H∗

in (4.7) by u
d
2 −H∗

i−1 . Therefore

g(s1, · · · ,sn,r1, · · · ,rn) ≤ cn
HuH∗−d

n

(
n−1

∏
i=1

u
2H∗− 3d

2
i

)(
d∗

∏
i=2

u
d
2 −H∗

i−1

)
n

∏
i=d∗+1

u
d
2 −H∗

i−1

= cn
H

n

∏
i=1

uH∗−d
i . (4.8)

It follows then

E
[
u2

n(t,x)
]

=

∫
0<s1<···<sn<t

0<r1,··· ,rn<t

g(s1, · · · ,sn,r1, · · · ,rn)
n

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn

≤ Cn
H

∫
0<s1<···<sn<t

0<r1,··· ,rn<t

n

∏
i=1

(si+1 − si + rσ(i+1)− rσ(i))
H∗−d

×
n

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn . (4.9)

We use (a+ b)−β ≤ a−β/2b−β/2 for all a,b,β > 0 to get

E
[
u2

n(t,x)
]

≤ Cn
H

∫
0<s1<···<sn<t

0<r1,··· ,rn<t

n

∏
i=1

(si+1 − si)
H∗−d

2

n

∏
i=1

(rσ(i+1)− rσ(i))
H∗−d

2

×
d

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn

=
Cn

H

n!

∫

[0,t]2n
h(s1, · · · ,sn)h(r1, · · · ,rn)

d

∏
i=1

γ0(si − ri)ds1dr1 · · ·dsndrn ,

(4.10)

where hn(s1, · · · ,sn) is the symmetric extension to [0, t]n of the function ∏n
i=1(si+1−si)

H∗−d
2

defined on 0 < s1 < · · · < sn < t. Using the multidimensional version of the Hardy-

Littlewood inequality (see e.g. [14, (2.4)]) we have

E
[
u2

n(t,x)
]

≤ Cn
H

n!

[∫

[0,t]n
h(s1, · · · ,sn)

1/H0ds1 · · ·dsn

]2H0

≤ Cn
H(n!)2H0−1

[∫

0<s1<···<sn<t

n

∏
i=1

(si+1 − si)
H∗−d
2H0 ds1 · · ·dsn

]2H0

.

(4.11)

When
H∗− d

2H0

>−1 , (4.12)
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we may use Lemma 2.3 to bound the above multiple integral to obtain

E
[
u2

n(t,x)
]

≤ Cn
H(n!)2H0−1


 Cn

d,H,H0

Γ
((

H∗−d
2H0

+ 1
)

n+ 1
)t

(H∗−d)n
2H0

+n




2H0

. (4.13)

For any p ∈ [2,∞), by hypercontractivity inequality ‖un(t,x)‖p ≤ (p−1)n/2‖un(t,x)‖2, we

have

‖un(t,x)‖p

≤ pn/2
(
E
[
u2

n(t,x)
])p/2

≤ C
n/2
H pn/2(n!)(H0−1/2)


 Cn

d,H,H0

Γ
((

H∗−d
2H0

+ 1
)

n+ 1
)t

(H∗−d)n
2H0

+n




H0

. (4.14)

When H∗ > d− 1, using Stirling’s formula for the gamma function that

Γ(z) =
√

2π/z(z/e)z (1+O(1/z)) as z → ∞, (4.15)

we have by (4.14)

‖un(t,x)‖p ≤
Cn

d,H,H0
pn/2

Γ((H∗− d+ 1)n/2+ 1)
t(H

∗−d+2H0)n/2 .

This implies by the asymptotic behaviour of the Mittag-Leffler function (e.g. [16, p.41,

Formula (1.8.10)]) that for all t > 0

∞

∑
n=0

‖un(t,x)‖p ≤
∞

∑
n=0

Cn
H,H0 ,d

pn/2t(H
∗−d+2H0)n/2

Γ(n(H∗− d+ 1)/2+ 1)

≤ C exp

[
CHt

H∗−d+2H0
H∗−d+1 p

1
H∗−d+1

]
< ∞. (4.16)

It follows that u(t,x) := ∑∞
n=0 un(t,x) converges in Lp(Ω,F ,P) for every p ∈ [2,∞), and

u(t,x) is a global random field solution to (1.1) with u(0,x) = 1 satisfying (1.9).

When H∗ = d−1, H∗ > d−2H0 as H0 > 1/2 and we have from (4.14) by the Stirling’s

formula (4.15) that

‖un(t,x)‖2 ≤Cn
d,H,H0

2n/2t(H
∗−d+2H0)n/2 exp(a0(H

∗− d+ 2H0)n) ,

where a0 := 1
2
(1+ log(2H0/(2H0 − 1)) > 0. Clearly there is some positive constant T0 =

T0(d,H,H0) so that ∑∞
n=0‖un(t,x)‖2 < ∞ for any t ∈ [0,T0). It follows that u(t,x) :=

∑∞
n=0 u(t,x) for (t,x) ∈ [0,T0)×R

d is a local random field solution to (1.1). This completes

the proof of part (i), the existence part, of Theorem 1.3.

(ii) When H0 = 1/2 and H∗ > d − 1, we replace γ0(s− r) in (4.9) by δ{0}(s− r). Thus

we have

E
[
un(t,x)

2
]

≤ Cn
H

∫

0<s1<···<sn<t

n

∏
i=1

(si+1 − si)
H∗−dds1 · · ·dsn

≤
Cn

H,d

Γ((H∗− d+ 1)n+ 1)
t(H

∗−d+1)n . (4.17)
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By a similar argument to that of (4.15), we have

∞

∑
n=0

‖un(t,x)‖p ≤
∞

∑
n=0

Cn
H,d pn/2t(H

∗−d+1)n/2

Γ(n(H∗− d+ 1)/2+ 1)
≤C exp

[
CH,dt p

1
H∗−d+1

]
< ∞ .

It follows that u(t,x) := ∑∞
n=0 un(t,x) converges in Lp(Ω,F ,P) for every p ∈ [2,∞), and

u(t,x) is a global random field solution to (1.1) with u(0,x) = 1 on R
d satisfying (1.7).

This completes the proof of part (i), the existence part, of Theorem 1.1.
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