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Abstract

In this paper, we consider the following symmetric Dirichlet forms on a metric measure
space (M,d, µ):

E(f, g) = E(c)(f, g) +

∫
M×M

(f(x)− f(y))(g(x)− g(y)) J(dx, dy),

where E(c) is a strongly local symmetric bilinear form and J(dx, dy) is a symmetric Random
measure on M ×M . Under general volume doubling condition on (M,d, µ) and some mild
assumptions on scaling functions, we establish stability results for upper bounds of heat kernel
(resp. two-sided heat kernel estimates) in terms of the jumping kernels, the cut-off Sobolev
inequalities, and the Faber-Krahn inequalities (resp. the Poincaré inequalities). We also
obtain characterizations of parabolic Harnack inequalities. Our results apply to symmetric
diffusions with jumps even when the underlying spaces have walk dimensions larger than 2.
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1 Introduction and main results

1.1 Setting and some history

Let (M,d, µ) be a metric measure space; that is, (M,d) is a locally compact separable metric
space, and µ is a positive Radon measure on M with full support. We assume that all balls are
relatively compact and assume for simplicity that µ(M) =∞ throughout the paper. Note that
we do not assume M to be connected nor (M,d) to be geodesic.

Consider a regular Dirichlet form (E ,F) on L2(M ;µ). The Beurling-Deny formula asserts
that such a form can be decomposed into the strongly local term, the pure-jump term and the
killing term (see [FOT, Theorem 4.5.2]). Throughout this paper, we consider the Dirichlet form
(E ,F) having both the strongly local term and the pure-jump term, and having no killing term.
That is,

E(f, g) = E(c)(f, g) +

∫
M×M\diag

(f(x)− f(y)(g(x)− g(y)) J(dx, dy)

= : E(c)(f, g) + E(j)(f, g), f, g ∈ F ,
(1.1)

where (E(c),F) is the strongly local part of (E ,F) (namely E(c)(f, g) = 0 for all f, g ∈ F having
(f − c)g = 0 µ-a.e. on M for some constant c ∈ R) and J(·, ·) is a symmetric Radon measure
M ×M \ diag; see [CF, Theorems 4.3.3 and 4.3.11]. Here and in what follows, we will always
take a quasi-continuous version when we pick a function on F (see [FOT, Theorem 2.1.3] for
the definition and existence of a quasi-continuous version of the element in F). In this paper,
we assume that neither E(c)(·, ·) nor J(·, ·) are identically zero.

Let (L,D(L)) be the L2-generator of (E ,F) on L2(M ;µ); namely, L is the self-adjoint
operator on L2(M ;µ) and D(L) is the domain. f ∈ D(L) if f ∈ F and there exists (unique)
u ∈ L2(M ;µ) such that

E(f, g) = −〈u, g〉 for all g ∈ F ,

where 〈·, ·〉 is the inner product in L2(M ;µ). We write Lf := u. Let {Pt}t≥0 be the associated
semigroup. Given a regular Dirichlet form (E ,F) on L2(M ;µ), there is an associated µ-symmetric
Hunt process X = {Xt, t ≥ 0; Px, x ∈ M \ N} where N ⊂ M is a properly exceptional set for
(E ,F), and the Hunt process is unique up to a properly exceptional set — see [FOT, Theorem
4.2.8] for details. We fix X and N , and write M0 = M \N . For any bounded Borel measurable
function f on M , we may set

Ptf(x) = Exf(Xt), x ∈M0.
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The heat kernel associated with the semigroup {Pt}t≥0 (if it exists) is a measurable function
p(t, x, y) : (0,∞)×M0 ×M0 → (0,∞) that satisfies the following:

Exf(Xt) = Ptf(x) =

∫
p(t, x, y)f(y)µ(dy) for all x ∈M0, f ∈ L∞(M ;µ), (1.2)

p(t, x, y) = p(t, y, x) for all t > 0, x, y ∈M0, (1.3)

p(s+ t, x, z) =

∫
p(s, x, y)p(t, y, z)µ(dy) for all s > 0, t > 0, x, z ∈M0. (1.4)

It is possible to regularize p(t, x, y) so that (1.2)–(1.4) hold for every point in M0, see [BBCK,
Theorem 3.1] and [GT, Section 2.2] for details. Note that in some arguments of our paper, we
can extend (without further mention) p(t, x, y) to all x, y ∈M by setting p(t, x, y) = 0 if either
x or y is outside M0.

There is a long history on the heat kernel estimates and related topics for strongly local
Dirichlet forms. Let us briefly mention some of the previous works which are related to our work.
For diffusions on manifolds, Grigor’yan [Gr1] and Saloff-Coste [Sa1] independently proved that
the following are equivalent: (i) Aronson-type Gaussian bounds for heat kernel, (ii) parabolic
Harnack equality, and (iii) VD and Poincaré inequality. The results are later extended to strongly
local Dirichlet forms on metric measure spaces in [BM, St1, St2] and to graphs in [De]. Detailed
heat kernel estimates are heavily related to the control of harmonic and parabolic functions,
and the origin of ideas and techniques used in this field goes back to the work by De Giorgi,
Nash, Moser and Aronson. For more details, see, for example, [Gr2, Sa2] and the references
therein. For anomalous diffusions on disordered media such as fractals (where the so-called walk
dimension being larger than 2), the above equivalence still holds but one needs to replace (i)
by (i’) sub-Gaussian bounds for heat kernel, (iii) by (iii’) VD, Poincaré inequality and a cut-off
Sobolev inequality; see [AB, BB2, BBK1, GHL].

For heat kernel estimates of symmetric jump processes in general metric measure spaces,
when α ∈ (0, 2) and the metric measure space M is a d-set, characterizations of α-stable-like
heat kernel estimates were obtained in [CK1] which are stable under rough isometries. This result
has later been extended to mixed stable-like processes in [CK2] under some growth condition
on the rate function φ such as ∫ r

0

s

φ(s)
ds ≤ c r2

φ(r)
for all r > 0 (1.5)

with some constant c > 0. For α-stable-like processes where φ(r) = rα, condition (1.5) cor-
responds exactly to 0 < α < 2. Some of the key methods used in [CK1] were inspired by
a previous work [BL] on random walks on integer lattice Zd. A long standing open problem
in this field is to find a characterization of heat kernel estimates, which is stable under rough
isometries, for α-stable-like processes even with α ≥ 2 when the underlying spaces have walk
dimensions larger than 2. This question has been resolved recently in [CKW1] under some mild
volume growth condition. Actually, in [CKW1] we obtained stability of two-sided heat kernel
estimates and upper bound heat kernel estimates for symmetric jump processes of mixed types
on general metric measure spaces. There are also recent work on stable-like jump processes with
Ahlfors d-set condition in the framework of metric measure spaces [GHH] and in the framework
of infinite connected locally finite graphs [MS]. The readers can further refer to [CKW2] for the
stability results of parabolic Harnack inequalities for symmetric pure jump Dirichlet forms, and
for [CKW3] for various characterizations of elliptic Harnack inequalities.
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In this paper, we consider symmetric regular Dirichlet forms that have both the strongly
local term and the pure-jump term. As mentioned above, we can also consider the corresponding
operators and Hunt processes (diffusions with jumps). We use the following example, which is a
special case of our much more general results, to illustrate the novelty and strength of our main
results.

Example 1.1. Let U ⊂ Rd be an unbounded global Lipschitz domain equipped with the Euclidean
distance. Let X = {Xt}t≥0 be a symmetric reflected diffusion with jumps on U associated with
the regular Dirichlet form (E ,W 1,2(U)) on L2(U ; dx) given by

E(u, v) =

∫
U
∇u(x) ·A(x)∇v(x) dx+

∫
U

∫
U

(u(x)− u(y))(v(x)− v(y))
c(x, y)

|x− y|d+α
dx dy, (1.6)

where A(x) = (aij(x))1≤i,j≤d is a measurable uniformly elliptic and bounded d× d matrix-valued
function on U , 0 < α < 2, and c(·, ·) is a symmetric measurable function on U × U that is
bounded between two positive constants. Its L2-infinitesimal generator is of the form

Lu(x) =

d∑
i,j=1

∂

∂xi

(
aij(x)

∂u(x)

∂xj

)
+ 2 lim

ε→0

∫
{y∈U : |y−x|>ε}

(u(y)− u(x))
c(x, y)

|x− y|d+α
dy

with “Neumann” boundary condition. Then HK(φc, φj) and PHI(φ) hold, where HK(φc, φj)
(reps. PHI(φ)) is the detailed two-sided heat kernel estimates defined in (1.30) (resp. the
parabolic Harnack inequality defined in (1.33)) with φc(r) = r2, φj(r) = rα and φ(r) = φc(r) ∧
φj(r).

To the best of our knowledge, even this result is new. When U = Rd, these results are first
obtained in [CK3]. See [CKKW2] for a different approach to this example without using the
stability results of this paper. The proof of Example 1.1 will be given in Section 7.

Although it is very natural and important to study heat kernels for symmetric Dirichlet
forms that have both the diffusive and jumping parts, there are very limited work in literature
on this topic. For a Lévy process X that is the independent sum of a Brownian motion W and
a symmetric α-stable process Y on Euclidean spaces, its transition density is the convolution
of the transition densities of W and Y . In [SV], heat kernel estimates are derived for X by
computing the convolution in four cases. In one of cases (the case of |x|2 < t < |x|α ≤ 1), the
upper and lower bounds do not match. Nevertheless, parabolic Harnack inequality for X can
be obtained from these estimates. In [CK3], sharp and comparable upper and lower bounds are
obtained for a large class of symmetric diffusions with mixture stable-like jumps on Euclidean
spaces. This sharp two-sided heat kernel estimates were new even for Lévy processes that are the
independent sum of Brownian motion and symmetric stable processes. The results of [CK3] have
been further extended to general metric measure spaces in [CKKW2] and to the cases where the
jumping kernels can have exponential decay. One of the difficulties in obtaining fine properties for
diffusions with jumps and associated operators is that it exhibits two different scales: the strongly
local terms part has a diffusion scaling r 7→ φc(r) while the pure jump part has a different type
of scaling r 7→ φj(r). On the other hand, as shown in [CKW2], in contrast to the cases of local
operators/diffusions, for symmetric pure-jump processes, parabolic Harnack inequalities are no
longer equivalent to (in fact weaker than) the two-sided heat kernel estimates. This discrepancy
is caused by the heavy tail of the jumping kernel. This heavy tail phenomenon is also one of
main sources of difficulties in analyzing non-local operators/jump processes. Diffusions with
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jumps are even more complex than pure jumps case studied in [CKW2], in fact Theorem 1.17
of this paper asserts that, with φ(r) := φc(r) ∧ φj(r),

HK−(φc, φj)⇐⇒ PHI(φ) + Jφj ;

see Definition 1.11(ii) and (1.17) for definitions of HK−(φc, φj) and Jφj , respectively. In the pure
jump case, it holds that

HK(φj)⇐⇒ PHI(φj) + Jφj ,≥

see [CKW2, Corollary 1.21]. Intuitively speaking, this discrepancy is due to the fact that the
scale corresponding to the small time behavior of diffusions with jumps is dominated by the
diffusive part and hence one can not recover information about the jumping scale function φj(r)
for r ≤ 1 from PHI(φ).

Due to the above difficulties and differences, obtaining the complete picture of heat kernel
estimates, and the stability of heat kernel estimates and parabolic Harnack inequalities for sym-
metric Dirichlet forms including both local and non-local terms/diffusions with jumps requires
new ideas. Our approach contains the following four key ingredients, and all of them are highly
non-trivial:

(i) We adopt the generalized capacity inequality formulation from the recent study on stable-
like jumps processes under the Ahlfors d-set condition in the framework of metric measure
spaces [GHH], and make use of the arguments depending on cut-off Sobolev inequality
from [AB, CKW1] to derive some useful analytical properties of Dirichlet forms consisting
of both strongly local terms and pure jumps terms. The generalized capacity condition
Gcap(φ) is clean to state but it is not known whether it is stable under rough isometry or
not, while the cut-off Sobolev inequality condition CS(φ) is lengthy to state but is clearly
stable under rough isometry.

(ii) We find a new self-improving argument for upper bounds for diffusions with jumps. The
advantage of this technique is that it not only can take care of different scales both from
the strongly local term part and the pure jump term, but also can treat the case that the
volume of balls is not uniformly comparable.

(iii) As mentioned above, different from the assertions for diffusions or symmetric pure jump
processes, in the present setting parabolic Harnack inequalities are not equivalent to two-
sided heat kernel estimates. Moreover, the parabolic Harnack inequalities alone can not
imply bounds (even upper bounds) of the jumping kernel. So, to obtain the characteri-
zations of parabolic Harnack inequalities for diffusions with jumps we shall consider the
weaker upper bounds of jumping kernels Jφ,≤ instead of the exact upper bounds of jump-
ing kernels Jφj ,≤. This indicates that only rough upper bounds of heat kernels UHKweak

together with NDL(φ) and UJS (see (4.10), Definitions 1.11(vi) and 1.16 for their defini-
tions) is involved in the characterization of parabolic Harnack inequalities; see Theorem
1.17.

(iv) Our results are obtained under some mild volume growth condition, called volume doubling
and reverse volume doubling conditions; see Definition 1.2 for details. This is much weaker
than the Ahlfors d-set condition and significant technical difficulties arise when working
under this setting.
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1.2 Functional inequalities and heat kernel estimates

In this paper, we are concerned with stable characterizations of both upper bounds and two-sided
estimates on heat kernel, as well as of parabolic Harnack inequalities, for symmetric Dirichlet
forms having both local and non-local terms on general metric measure spaces. To state our
results for heat kernel estimates precisely, we need a number of definitions; some of them are
taken from [CKW1]. Denote the ball centered at x with radius r by B(x, r) and µ(B(x, r)) by
V (x, r).

Definition 1.2. (i) We say that (M,d, µ) satisfies the volume doubling property (VD), if there
exists a constant Cµ ≥ 1 such that for all x ∈M and r > 0,

V (x, 2r) ≤ CµV (x, r). (1.7)

(ii) We say that (M,d, µ) satisfies the reverse volume doubling property (RVD), if there exist
constants lµ, cµ > 1 such that for all x ∈M and r > 0,

V (x, lµr) ≥ cµV (x, r). (1.8)

VD condition (1.7) (resp. RVD condition (1.8)) is equivalent to the second (resp. the first)
inequality in the following display:

c̃µ

(R
r

)d1
≤ V (x,R)

V (x, r)
≤ C̃µ

(R
r

)d2
for all x ∈M and R ≥ r > 0, (1.9)

where d1, d2, c̃µ and C̃µ are positive constants. Under RVD, µ(M) = ∞ if and only if M has
infinite diameter. If M is connected and unbounded, then VD implies RVD; see [GH, Proposition
5.1 and Corollary 5.3].

Let R+ := [0,∞), and φc : R+ → R+ (resp. φj : R+ → R+) be a strictly increasing
continuous function with φc(0) = 0 (resp. φj(0) = 0), φc(1) = 1 (resp. φj(1) = 1) and satisfying
that there exist constants c1,φc , c2,φc > 0 and β2,φc ≥ β1,φc > 1 (resp. c1,φj , c2,φj > 0 and
β2,φj ≥ β1,φj > 0) such that

c1,φc

(R
r

)β1,φc ≤ φc(R)

φc(r)
≤ c2,φc

(R
r

)β2,φc
for all 0 < r ≤ R.(

resp. c1,φj

(R
r

)β1,φj ≤ φj(R)

φj(r)
≤ c2,φj

(R
r

)β2,φj
for all 0 < r ≤ R.

) (1.10)

Note that (1.10) is equivalent to the existence of constants c3,φc , l0,φc > 1 such that

c−1
3,φc

φc(r) ≤ φc(l0,φcr) ≤ c3,φc φc(r) for all r > 0,

the same as φj(r). Throughout the paper, we assume that

φc(r) ≤ φj(r) for r ∈ (0, 1] and φc(r) ≥ φj(r) for r ∈ [1,∞). (1.11)

Since β1,φc > 1, by [BGT, Definition, p. 65; Definition, p. 66; Theorem 2.2.4 and its remark, p.
73], there exists a strictly increasing continuous function φ̄c(r) : R+ → R+ such that there are
constants c2 ≥ c1 > 0 so that

c1
φc(r)

r
≤ φ̄c(r) ≤ c2

φc(r)

r
for all r > 0. (1.12)
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By (1.10), β1,φc > 1 and (1.12), we have limr→0 φ̄c(r) = 0, limr→∞ φ̄c(r) = ∞, and there are
constants c1,φ̄c , c2,φ̄c > 0 such that

c1,φ̄c

(R
r

)β1,φc−1
≤ φ̄c(R)

φ̄c(r)
≤ c2,φ̄c

(R
r

)β2,φc−1
for all 0 < r ≤ R. (1.13)

Given φc and φj satisfying (1.11), we set

φ(r) := φc(r) ∧ φj(r) =

{
φc(r), r ∈ (0, 1],

φj(r), r ∈ [1,∞).
(1.14)

It is clear that φ(r) is a strictly increasing function on R+ with φ(0) = 0 and φ(1) = 1, and
satisfies that there exist constants c1,φ, c2,φ > 0 so that

c1,φ

(R
r

)β1,φ
≤ φ(R)

φ(r)
≤ c2,φ

(R
r

)β2,φ
for all 0 < r ≤ R, (1.15)

where β1,φ = β1,φc ∧ β1,φj and β2,φ = β2,φc ∨ β2,φj . Throughout this paper, without any mention
we will fix the notations for these three functions φc, φj and φ.

Definition 1.3. Let ψ : R+ → R+. We say condition Jψ holds if there exists a non-negative
symmetric function J(x, y) on M ×M so that for µ× µ-almost all x, y ∈M ,

J(dx, dy) = J(x, y)µ(dx)µ(dy), (1.16)

and
c1

V (x, d(x, y))ψ(d(x, y))
≤ J(x, y) ≤ c2

V (x, d(x, y))ψ(d(x, y))
. (1.17)

We say that Jψ,≤ (resp. Jψ,≥) if (1.16) holds and the upper bound (resp. lower bound) in (1.17)
holds.

Note that, without loss of generality, we may and do assume that in condition Jψ (Jψ,≥
and Jψ,≤, respectively) that (1.17) (and the corresponding inequality) holds for every x, y ∈M .
Note also that, under VD, the bounds in condition (1.17) are consistent with the symmetry of
J(x, y). See [CKW1, Remark 1.3] for more details.

Since φ(r) ≤ φj(r) for all r > 0, Jφj ,≤ implies Jφ,≤; that is, condition Jφ,≤ is weaker than
condition Jφj ,≤. We will frequently use this fact in the paper.

Definition 1.4. Let U ⊂ V be open sets of M with U ⊂ U ⊂ V , and κ ≥ 1. We say a
non-negative bounded measurable function ϕ is a κ-cut-off function for U ⊂ V , if ϕ ≥ 1 on U ,
ϕ = 0 on V c and 0 ≤ ϕ ≤ κ on M . Any 1-cut-off function is simply referred to as a cut-off
function.

It is obvious that for any κ-cut-off function ϕ for U ⊂ V , 1 ∧ ϕ is a cut-off function for
U ⊂ V .

Motivated by [GHH] for pure jump Dirichlet forms, we formulate the generalized capacity
condition for non-local Dirichlet forms that have diffusive parts. For this, we consider the
following function space

F ′b := {u+ a : u ∈ Fb, a ∈ R},

where Fb := F ∩ L∞(M ;µ).

7



Definition 1.5. We say that the generalized capacity inequality Gcap(φ) holds, if there exist
constants κ ≥ 1 and C > 0 such that for every 0 < r < R, any f ∈ F ′b and for almost all x0 ∈M ,
there is a κ-cut-off function ϕ ∈ Fb for B(x0, R) ⊂ B(x0, R+ r) so that

E(f2ϕ,ϕ) ≤ C

φ(r)

∫
B(x0,R+r)

f2 dµ.

Recall that for any subsets A ⊂ B, the relative capacity cap(A,B) is defined by

cap(A,B) = inf{E(ϕ,ϕ) : ϕ ∈ Fb is a cut-off function for A ⊂ B}.

Following [GHH, Definition 1.7], for any subsets A ⊂ B, f ∈ F ′b and a constant κ ≥ 1, we define

the generalized relative capacity cap
(κ)
f (A,B) by

cap
(κ)
f (A,B) = inf

{
E(f2ϕ,ϕ) : ϕ ∈ Fb is a κ-cut-off function for A ⊂ B

}
.

In particular, when f = 1 and κ = 1, cap
(κ)
f (A,B) = cap(A,B). As mentioned in [GHH,

Remarks 1.8 and 1.9], the quantity E(f2ϕ,ϕ) in the definition of the generalized capacity is
well defined, and the generalized capacity can take negative values. With this notation, the
generalized capacity inequality Gcap(φ) is equivalent to that there exist constants κ ≥ 1 and
C > 0 such that for every 0 < r < R, any u ∈ F ′b and almost all x0 ∈M so that

cap(κ)
u (B(x0, R), B(x0, R+ r)) ≤ C

φ(r)

∫
B(x0,R+r)

u2 dµ.

Denote by Cc(M) the space of continuous functions on M with compact support. It is well
known that for any f ∈ Fb, there exist unique positive Random measures Γ(f, f) and Γc(f, f)
on M so that for every g ∈ F ∩ Cc(M),∫

M
g dΓ(f, f) = E(f, fg)− 1

2
E(f2, g),

and ∫
M
g dΓc(f, f) = E(c)(f, fg)− 1

2
E(c)(f2, g).

The energy measures Γ(f, f) and Γc(f, f) can be uniquely extended to any f ∈ F as the
increasing limit of Γ(fn, fn) and Γc(fn, fn), respectively, where fn := ((−n) ∨ f) ∧ n. The
measure Γ(f, f) (resp. Γc(f, f)) is called the energy measure of f (which is also called the carré
du champ in the literature) for E (resp. its strongly local part E(c)).

To make use of the generalized capacity inequality Gcap(φ), we need to introduce a version
of a cut-off Sobolev inequality that controls the energy of cut-off functions.

Definition 1.6. We say that condition CS(φ) holds if there exist constants C0 ∈ (0, 1] and
C1, C2 > 0 such that for every 0 < r ≤ R, almost all x0 ∈ M and any f ∈ F , there exists a
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cut-off function ϕ ∈ Fb for B(x0, R) ⊂ B(x0, R+ r) so that the following holds:∫
B(x0,R+(1+C0)r)

f2 dΓ(ϕ,ϕ)

≤ C1

(∫
B(x0,R+r)

ϕ2 dΓc(f, f)

+

∫
B(x0,R+r)×B(x0,R+(1+C0)r)

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
+

C2

φ(r)

∫
B(x0,R+(1+C0)r)

f2 dµ.

(1.18)

Remark 1.7. (i) Clearly, unlike Gcap(φ), condition CS(φ) is stable under rough isometry.
CS(φ) is a combination of CSA(φ) for strongly local Dirichlet forms and CSJ(φ) for pure
jump Dirichlet forms. CSA(φ) was introduced in [AB] for strongly local Dirichlet forms as
a weaker version of the so called cut-off Sobolev inequality in [BB2, BBK1]; while CSJ(φ),
as a counterpart of CSA(φ) for pure jump Dirichlet form, was given in [CKW1]. As pointed
out in [CKW1, Remark 1.6(ii)], the main difference between CSJ(φ) and CSA(φ) is that
the integrals in the left hand side and in the second term of the right hand side of the
inequality (1.18) are over B(x0, R+ (1 +C0)r) instead of over B(x0, R+ r) for [AB]. Note
that the integral over B(x0, R + r)c is zero in the left hand side of (1.18) for the case of
strongly local Dirichlet forms. As we see in [CKW1] for the arguments of the stability of
heat kernel estimates for jump processes, it is important to enlarge the ball B(x0, R + r)
and integrate over B(x0, R + (1 + C0)r) rather than over B(x0, R + r). In the present
setting, we will deal with Dirichlet forms having both local and non-local parts (i.e., the
associated Hunt process have both the diffusive and jumping parts), and so it is natural
to use the formula similar to CSJ(φ) of [CKW1]. As supp [ϕ] ⊂ B(x0, R + r), we could
replace B(x0, R+ r) by B(x0, R+ (1 +C0)r) in the integral region of the first term on the
right hand side of (1.18).

(ii) Denote by Floc the space of functions locally in F ; that is, f ∈ Floc if and only if for any
relatively compact open set U ⊂M there exists g ∈ F such that f = g µ-a.e. on U . Since
each ball is relatively compact and (1.18) uses the property of f on B(x0, R + (1 + C0)r)
only, CS(φ) also holds for any f ∈ Floc.

(iii) As mentioned in [GHL, page 1492] and [CKW1, Remark 1.7], if the non-negative cut-off
function ϕ in CS(φ) can be chosen as a Lipschitz continuous function, then CS(φ) always
holds under VD, (1.10) and Jφ,≤. For example, this is the case that any geodesically
complete Riemannian manifold with φc(r) = r2 and φj(r) = rα with some α ∈ (0, 2). See
also Example 1.1.

For α > 0, define

Eα(f, g) = E(f, g) + α

∫
M
f(x)g(x)µ(dx) for f, g ∈ F .

We next introduce the Faber-Krahn inequality. For any open set D ⊂ M , let FD be the
E1-closure of F ∩ Cc(D) in F . Define

λ1(D) = inf
{
E(f, f) : f ∈ FD with ‖f‖2 = 1

}
, (1.19)

the bottom of the Dirichlet spectrum of the corresponding self-adjoint operator in D.
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Definition 1.8. We say that the Faber-Krahn inequality FK(φ) holds if there exist positive
constants C and ν such that for any ball B(x, r) and any open set D ⊂ B(x, r),

λ1(D) ≥ C

φ(r)
(V (x, r)/µ(D))ν . (1.20)

Since V (x, r) ≥ µ(D) for D ⊂ B(x, r), if (1.20) holds for some ν = ν0 > 0, it then holds for
every ν ∈ (0, ν0). So without loss of generality, we may and do assume 0 < ν < 1.

Definition 1.9. We say that the (weak) Poincaré inequality PI(φ) holds if there exist constants
C > 0 and κ ≥ 1 such that for any ball Br = B(x, r) with x ∈M and for any f ∈ Fb,∫

Br

(f − fBr)
2 dµ ≤ Cφ(r)

(∫
Bκr

Γc(f, f) +

∫
Bκr×Bκr

(f(y)− f(x))2 J(dx, dy)

)
, (1.21)

where Γc is the energy measure of local bilinear form of (E ,F), and fBr = 1
µ(Br)

∫
Br
f dµ is the

average value of f on Br.

If the integral on the right hand side of (1.21) is over Br ×Br (i.e. κ = 1), then it is called
strong Poincaré inequality. If the metric is geodesic, it is known that (weak) Poincaré inequality
implies strong Poincaré inequality (see for instance [Sa1, Section 5.3]), but in general they are
not the same. In this paper, we only use weak Poincaré inequality. Note also that the left hand
side of (1.21) is equal to infa∈R

∫
Br

(f − a)2 dµ.
Recall that X = {Xt}t≥0 is the Hunt process associated with the regular Dirichlet form

(E ,F) on L2(M ;µ) with properly exceptional set N , and M0 := M \ N . For a set A ⊂ M ,
define the exit time τA = inf{t > 0 : Xt /∈ A}.

Definition 1.10. (i) We say that Eφ holds if there is a constant c1 > 1 such that for all r > 0
and all x ∈M0,

c−1
1 φ(r) ≤ Ex[τB(x,r)] ≤ c1φ(r).

We say that Eφ,≤ (resp. Eφ,≥) holds if the upper bound (resp. lower bound) in the inequality
above holds.

(ii) We say EPφ,≤ holds if there is a constant c > 0 such that for all r, t > 0 and all x ∈M0,

Px(τB(x,r) ≤ t) ≤
ct

φ(r)
.

We say EPφ,≤,ε holds, if there exist constants ε, δ ∈ (0, 1) such that for any x0 ∈M and r > 0,

Px(τB(x0,r) ≤ δφ(r)) ≤ ε for all x ∈ B(x0, r/4) ∩M0.

It is clear that EPφ,≤ implies EPφ,≤,ε. It is also easy to see that, under (1.10), Eφ implies
EPφ,≤,ε; see Proposition 2.4 below.

We use φ−1
c (t) (resp. φ−1

j (t)) to denote the inverse function of the strictly increasing function
t 7→ φc(t) (resp. t 7→ φj(t)). Throughout the paper, we write f(s, x) ' g(s, x), if there
exist constants c1, c2 > 0 such that c1g(s, x) ≤ f(s, x) ≤ c2g(s, x) for the specified range of
the argument (s, x). Similarly, we write f(s, x) � g(s, x), if there exist constants ck > 0,
k = 1, · · · , 4, such that c1g(c2s, x) ≤ f(s, x) ≤ c3f(c4s, x) for the specified range of (s, x).
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We consider the following two-sided estimates of heat kernel for the local Dirichlet forms.
Define

p(c)(t, x, y) :=
1

V (x, φ−1
c (t))

exp

(
− sup

s>0

{
d(x, y)

s
− t

φc(s)

})
, t > 0, x, y ∈M0. (1.22)

This kernel arises in the two-sided estimates of heat kernel for strongly local Dirichlet forms; see
e.g. [AB]. In the literature (see [GT, HK]), there is another expression of two-sided heat kernel
estimates for the local Dirichlet forms given by

p(c)(t, x, y) =
1

V (x, φ−1
c (t))

exp

(
− d(x, y)

φ̄−1
c (t/d(x, y))

)
, t > 0, x, y ∈M0. (1.23)

Note that
m(t, r) :=

r

φ̄−1
c (t/r)

(1.24)

is the unique solution of

φ̄c

(
r

m(t, r)

)
=
t

r
, t, r > 0. (1.25)

We will show that (1.22) and (1.23) are equivalent to each other in our setting in the sense that
there are constants ck > 0, k = 1, · · · , 4, so that for p(c)(t, x, y) given by (1.22),

c1

V (x, φ−1
c (t))

exp

(
− c2d(x, y)

φ̄−1
c (t/d(x, y))

)
≤ p(c)(t, x, y)

≤ c3

V (x, φ−1
c (t))

exp

(
− c4d(x, y)

φ̄−1
c (t/d(x, y))

) (1.26)

for every t > 0 and x, y ∈ M0. See Lemma 2.2 and Corollary 2.3 for the proofs. On the other
hand, we note that, in all the literature we know, for example [BB1], [HK] and [GT, Page 1217–
1218], the lower bound in the estimate (1.23) (more explicitly, the lower bound of off-diagonal
estimate in (1.23)) was established under assumptions that include (M,d, µ) being connected
and satisfying the chain condition; that is, there exists a constant C > 0 such that, for any
x, y ∈M and for any n ∈ N, there exists a sequence {xi}ni=0 ⊂M such that x0 = x, xn = y and
d(xi, xi+1) ≤ Cd(x, y)/n for all i = 0, 1, · · · , n− 1.

In the following, we designate (1.23) as the expression of p(c)(t, x, y). Note that

d(x, y)

φ̄−1
c (t/d(x, y))

� 1 if and only if φc(d(x, y))/t � 1.

So for each fixed a > 0,

p(c)(t, x, y) ' 1/V (x, φ−1
c (t)) when d(x, y) ≤ aφ−1

c (t). (1.27)

Set

p(j)(t, x, y) :=
1

V (x, φ−1
j (t))

∧ t

V (x, d(x, y))φj(d(x, y))
. (1.28)

It is easy to see that for each fixed a > 0,

p(j)(t, x, y) ' 1

V (x, φ−1
j (t))

when d(x, y) ≤ aφ−1
j (t). (1.29)
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Definition 1.11. (i) We say that HK(φc, φj) holds if there exists a heat kernel p(t, x, y) of the
semigroup {Pt}t≥0 associated with (E ,F) and the following estimates hold for all t > 0
and all x, y ∈M0,

c1

( 1

V (x, φ−1
c (t))

∧ 1

V (x, φ−1
j (t))

∧
(
p(c)(c2t, x, y) + p(j)(t, x, y)

))
≤ p(t, x, y)

≤ c3

( 1

V (x, φ−1
c (t))

∧ 1

V (x, φ−1
j (t))

∧
(
p(c)(c4t, x, y) + p(j)(t, x, y)

))
,

(1.30)

where ck > 0, k = 1, · · · , 4, are constants independent of x, y ∈ M0 and t > 0. For
simplicity and by abusing the notation, we abbreviate the two-sided estimate (1.30) as

p(t, x, y) � 1

V (x, φ−1
c (t))

∧ 1

V (x, φ−1
j (t))

∧
(
p(c)(t, x, y) + p(j)(t, x, y)

)
.

(ii) We say HK−(φc, φj) holds if the upper bound in (1.30) holds but the lower bound is replaced
by the following: there are constants c0, c1 > 0 so that for all x, y ∈M0,

p(t, x, y) ≥ c0

(
1

V (x, φ−1(t))
1{d(x,y)≤c1φ−1(t)}

+
t

V (x, d(x, y))φj(d(x, y))
1{d(x,y)>c1φ−1(t)}

)
.

(1.31)

(iii) We say UHK(φc, φj) (resp. LHK(φc, φj)) holds if the upper bound (resp. the lower bound)
in (1.30) holds.

(iv) We say UHKD(φ) holds if there is a constant c > 0 such that for all t > 0 and all x ∈M0,

p(t, x, x) ≤ c

V (x, φ−1(t))
.

(v) We say a near-diagonal lower bound heat kernel estimate NL(φ) holds if there are constants
c1, c2 > 0 such that for all t > 0 and all x, y ∈M0 with d(x, y) ≤ c1φ

−1(t),

p(t, x, y) ≥ c2

V (x, φ−1(t))
.

(vi) Denote by (PDt )t≥0 the (Dirichlet) semigroups of (E ,FD), and by pD(t, x, y) the corre-
sponding (Dirichlet) heat kernel. We say that a near diagonal lower bounded estimate for
Dirichlet heat kernel NDL(φ) holds, if there exist ε ∈ (0, 1) and c1 > 0 such that for any
x0 ∈M , r > 0, 0 < t ≤ φ(εr) and B = B(x0, r),

pB(t, x, y) ≥ c1

V (x0, φ−1(t))
, x, y ∈ B(x0, εφ

−1(t)) ∩M0. (1.32)

Remark 1.12. We have five remarks about this definition.
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1

1

Figure 1: Dominant term in the heat kernel estimates HK(φc, φj) for p(t, x, y)

(i) Note that the scaling of HK(φc, φj) (also HK−(φc, φj), UHK(φc, φj) and LHK(φc, φj)) is
NOT completely determined by φ. Indeed, it also includes the information of φj(r) for
0 < r ≤ 1. Yet, we use this notation since φ gives us the space-time relation of the heat
kernel estimates. Furthermore, it follows from Theorem 1.17 that HK−(φc, φj) (and so
HK(φc, φj)) is stronger than PHI(φ), and, consequently, PHR(φ); see Definition 1.15(ii)
and Definition 5.1(i) for precise definitions. In particular, this implies that HK−(φc, φj)
and HK(φc, φj) hold for all x, y ∈M (not only for all x, y ∈M0).

(ii) Since φ(r) := φc(r) ∧ φj(r), φ−1(r) = φ−1
c (r) ∨ φ−1

j (r) and so

1

V (x, φ−1(t))
=

1

V (x, φ−1
c (t))

∧ 1

V (x, φ−1
j (t))

.

It follows from (1.27) and (1.29) that under HK−(φc, φj), for each fixed c > 0,

p(t, x, y) ' 1/V (x, φ−1(t)) when d(x, y) ≤ cφ−1(t).

In particular, NL(φ) holds under HK−(φc, φj), and so under HK(φc, φj). The off-diagonal
estimates of HK(φc, φj) is expressed by the factor p(c)(ckt, x, y)+p(j)(t, x, y). In particular,
HK(φc, φj) is equivalent to

p(t, x, y)

� 1

V (x, φ−1(t))
∧
(

t

V (x, d(x, y))φj(d(x, y))
+

1

V (x, φ−1
c (t))

exp

(
− d(x, y)

φ̄−1
c (t/d(x, y))

))
� 1

V (x, φ−1(t))
∧
(

1

V (x, d(x, y))

(
t

φj(d(x, y))
+ exp

(
− d(x, y)

φ̄−1
c (t/d(x, y))

)))
.

(iii) We can express HK(φc, φj) in the following way. For 0 < t ≤ 1,

p(t, x, y) �


1

V (x,φ−1
c (t))

, d(x, y) ≤ c1φ
−1
c (t),

t
V (x,d(x,y))φj(d(x,y)) + 1

V (x,φ−1
c (t))

exp
(
− d(x,y)

φ̄−1
c (t/d(x,y))

)
, d(x, y) ≥ c1φ

−1
c (t);

for t ≥ 1,

p(t, x, y) ' p(j)(t, x, y) '


1

V (x,φ−1
j (t))

, d(x, y) ≤ c2φ
−1
j (t),

t
V (x,d(x,y))φj(d(x,y)) , d(x, y) ≥ c2φ

−1
j (t).
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In particular, for t ≥ 1, heat kernel estimates are dominated by the non-local part of
Dirichlet form (E ,F). Furthermore, for 0 < t ≤ 1, we have the following more explicit
expression for HK(φc, φj):

p(t, x, y) �


1

V (x,φ−1
c (t))

, d(x, y) ≤ c1φ
−1
c (t),

1
V (x,φ−1

c (t))
exp

(
− d(x,y)

φ̄−1
c (t/d(x,y))

)
, c1φ

−1
c (t) ≤ d(x, y) ≤ t∗,

t
V (x,d(x,y))φj(d(x,y)) , d(x, y) ≥ t∗,

where t∗ satisfies that

c3φ
−1
c (t) log(β1,φc−1)/β2,φc (φ−1

c (t)/φ−1
j (t)) ≤ t∗ ≤ c4φ

−1
c (t) log(β2,φc−1)/β1,φc (φ−1

c (t)/φ−1
j (t)),

and β1,φc and β2,φc are given in (1.10). See the proof of Proposition 4.6 for more details.
Figure 1 indicates which term is the dominant one for the estimate of p(t, x, y) in each
region.

(iv) For any D ⊂ M , it holds for x, y ∈ M0 and t > 0 that p(t, x, y) ≥ pD(t, x, y), and so
NDL(φ) is stronger than NL(φ). Furthermore, under VD and (1.10) we can prove that
NL(φ) together with UHK(φc, φj) implies NDL(φ), see Lemma 5.7. We also note that,
under VD, V (x0, φ

−1(t)) in the definition of NDL(φ) can be replaced by either V (x, φ−1(t))
or V (y, φ−1(t)). Under (1.10), we may also replace φ(εr) and εφ−1(t) in the definition of
NDL(φ) by εφ(r) and φ−1(εt), respectively.

(v) If in the lower bound for the definition of HK−(φc, φj), we assume

p(t, x, y) ≥ c0

(
1

V (x, φ−1
c (t))

∧ p(j)(t, x, y)

)
instead of (1.31), then we only have

p(t, x, y) ≥ c2

(
1

V (x, φ−1
c (t))

∧ 1

V (x, φ−1
j (t))

)
=

c2

V (x, φ−1(t))
for d(x, y) ≤ c1φ

−1
j (t)

Note that as φ−1(t) = 1[0,1](t)φ
−1
c (t) + 1(1,∞)φ

−1
j (t) and φ−1

c (t) ≥ φ−1
j (t) on [0, 1], the

above inequality is weaker than NL(φ) (for instance when φc(r) = r2 and φj(r) = rα with
0 < α < 2).

We say (E ,F) is conservative if its associated Hunt process X has infinite lifetime. This is
equivalent to Pt1 = 1 a.e. on M0 for every t > 0. It follows from [CKW1, Proposition 3.1(ii)]
that VD and NL(φ) imply that (E ,F) is conservative.

Theorem 1.13. Assume that the metric measure space (M,d, µ) satisfies VD and RVD, and
that the scale functions φc and φj satisfy (1.10) and (1.11). Let φ := φc ∧φj. The following are
equivalent:

(i) HK−(φc, φj).

(ii) UHK(φc, φj), NL(φ) and Jφj .

(iii) UHKD(φ), NDL(φ) and Jφj .
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(iv) PI(φ), Jφj and Gcap(φ).

(v) PI(φ), Jφj and CS(φ).

If, additionally, (M,d, µ) is connected and satisfies the chain condition, then all the conditions
above are equivalent to:

(vi) HK(φc, φj).

In the process of establishing Theorem 1.13, we also obtain the following characterizations
for UHK(φc, φj).

Theorem 1.14. Assume that the metric measure space (M,d, µ) satisfies VD and RVD, and
that the scale functions φc and φj satisfy (1.10) and (1.11). Let φ := φc∧φj. Then the following
are equivalent:

(i) UHK(φc, φj) and (E ,F) is conservative.

(ii) UHKD(φ), Jφj ,≤ and Eφ.

(iii) FK(φ), Jφj ,≤ and Gcap(φ).

(iv) FK(φ), Jφj ,≤ and CS(φ).

The proof of Theorem 1.14 is given at the end of Section 4, while the proof of Theorem
1.13 is given at the end of Section 5. We point out that UHK(φc, φj) alone does not imply
the conservativeness of the associated Dirichlet form (E ,F). See [CKW1, Proposition 3.1 and
Remark 3.2] for more details. Under VD, RVD and (1.10), NDL(φ) implies Eφ (see Proposition
4.1(ii) below), and so (iii) in Theorem 1.13 is stronger than (ii) in Theorem 1.14. We also note
that RVD is only used in the implications of UHKD(φ) =⇒ FK(φ) and PI(φ) =⇒ FK(φ); see
Proposition 3.1 below. In particular, (iii) =⇒ (iv) =⇒ (i) in Theorem 1.14 holds true under
VD and (1.10). See Figure 2 below for various relations among UHK(φc, φj), HK−(φc, φj) and
HK(φc, φj).

We emphasize again that the connectedness and the chain condition of the underlying metric
measure space (M,d, µ) are only used to derive optimal lower bounds off-diagonal estimates
for heat kernel when the time is small (i.e., from HK−(φc, φj) to HK(φc, φj)), while for other
statements in the two main results above, the metric measure space (M,d, µ) is only assumed to
satisfy the general VD and RVD; that is, neither do we assume M to be connected nor (M,d)
to be geodesic. Furthermore, we do not assume the uniform comparability of volume of balls;
that is, we do not assume the existence of a non-decreasing function V on [0,∞) with V (0) = 0
so that µ(B(x, r)) � V (r) for all x ∈M and r > 0.

1.3 Parabolic Harnack inequalities

Let Z := {Vs, Xs}s≥0 be the space-time process corresponding to X, where Vs = V0 − s. The

augmented filtration generated by Z satisfying the usual conditions will be denoted by {F̃s; s ≥
0}. The law of the space-time process s 7→ Zs starting from (t, x) will be denoted by P(t,x). For
every open subset D of [0,∞)×M , define τD = inf{s > 0 : Zs /∈ D}.

Definition 1.15. (i) We say that a Borel measurable function u(t, x) on [0,∞)×M is parabolic
(or caloric) on D = (a, b) × B(x0, r) for the process X if there is a properly exceptional
set Nu associated with the process X so that for every relatively compact open subset U
of D, u(t, x) = E(t,x)u(ZτU ) for every (t, x) ∈ U ∩ ([0,∞)× (M\Nu)).
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Figure 2: Diagram for heat kernel estimates

(ii) We say that the parabolic Harnack inequality (PHI(φ)) holds for the process X, if there
exist constants 0 < C1 < C2 < C3 < C4, C5 > 1 and C6 > 0 such that for every x0 ∈ M ,
t0 ≥ 0, R > 0 and for every non-negative function u = u(t, x) on [0,∞) × M that is
parabolic on cylinder Q(t0, x0, φ(C4R), C5R) := (t0, t0 + φ(C4R))×B(x0, C5R),

ess supQ−u ≤ C6 ess inf Q+u, (1.33)

where Q− := (t0+φ(C1R), t0+φ(C2R))×B(x0, R) and Q+ := (t0+φ(C3R), t0+φ(C4R))×
B(x0, R).

The above PHI(φ) is called a weak parabolic Harnack inequality in [BGK], in the sense that
(1.33) holds for some C1, · · · , C5 > 0. It is called a parabolic Harnack inequality in [BGK] if
(1.33) holds for any choice of positive constants C1, · · · , C5 with C6 = C6(C1, . . . , C5) < ∞.
Since our underlying metric measure space may not be geodesic, one can not expect to deduce
parabolic Harnack inequalities from weak parabolic Harnack inequalities.

The following definition was initially introduced in [BBK2] in the setting of graphs. See
[CKK2] for the general setting of metric measure spaces.

Definition 1.16. We say that UJS holds if there is a non-negative symmetric function J(x, y)
on M ×M so that for µ×µ almost all x, y ∈M , (1.16) holds, and that there is a constant c > 0
such that for µ-a.e. x, y ∈M with x 6= y,

J(x, y) ≤ c

V (x, r)

∫
B(x,r)

J(z, y)µ(dz) for every 0 < r ≤ d(x, y)/2. (1.34)

The following are the main results for parabolic Harnack inequalities. See Section 6 and
Remark 4.9 for notations appeared in the statement.

Theorem 1.17. Suppose that the metric measure space (M,d, µ) satisfies VD and RVD, and
that the scale functions φc and φj satisfy (1.10) and (1.11). Let φ := φc∧φj. Then the following
statements are equivalent.
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(i) PHI(φ) .

(ii) UHKweak(φ) + NDL(φ) + UJS.

(iii) PHR(φ) + Eφ + UJS + Jφ,≤.

(iv) EHR + Eφ + UJS + Jφ,≤.

(v) PI(φ) + Jφ,≤ + Gcap(φ) + UJS.

(vi) PI(φ) + Jφ,≤ + CS(φ) + UJS.

Consequently, we have
HK−(φc, φj)⇐⇒ PHI(φ) + Jφj . (1.35)

If in additional, the metric measure space (M,d, µ) is connected and satisfies the chain condition,
then

HK(φc, φj)⇐⇒ PHI(φ) + Jφj . (1.36)

The equivalence between (i) and (ii) will be proved in Theorem 6.3, the equivalence between
(i), (iii) and (iv) will be established in Theorem 6.4, while the equivalence between (i), (v) and
(vi) will be given in Theorem 6.5. The last two assertions of Theorem 1.17 follow from the
equivalence between (i), (v) and Theorem 1.13.

We emphasize that, different from the purely non-local setting as studied in [CKW2], PHI(φ)
alone can only imply Jφ,≤ but not the stronger Jφj ,≤. See Example 7.1 for a counterexample.

The rest of the paper is organized as follows. In the next section, we present some preliminary
results about Gcap(φ). We show in Proposition 2.5 that Gcap(φ) along with Jφ,≤ yields CS(φ).
This immediately yields (iv) =⇒ (v) in Theorem 1.13 and (iii) =⇒ (iv) in Theorem 1.14.
Furthermore, CS(φ) enjoys the self-improving property, and enables us to make full use of the
ideas in [CKW1, CKW2]. For example, via them we can obtain the L1-mean value inequalities in
the present setting, which play a key tool to obtain Eφ. In Section 3, we investigate consequences
of UHK(φc, φj), and establish (i) =⇒ (iii) of Theorem 1.14. Section 4 is devoted to obtaining
UHK(φc, φj), which is the most difficult part of the paper. The crucial step is to apply rough
tail probability estimates to derive sharp UHK(φc, φj), which requires detailed analysis of the
roles of the local and non-local parts in different time and space regions. The proof of Theorem
1.14 is given at the end of Section 4. Section 5 is devoted to the two-sided heat kernel estimates
and the proof of Theorem 1.13. Various characterizations of PHI(φ) are given in Section 6. In
the last section, some examples are shown to illustrate the applications of our results, and a
counterexample is also given to indicate that alone PHI(φ) does not imply Jφj ,≤.

Throughout this paper, we will use c, with or without subscripts, to denote strictly positive
finite constants whose values are insignificant and may change from line to line. For p ∈ [1,∞],
we will use ‖f‖p to denote the Lp-norm in Lp(M ;µ). For a, b ∈ R+, a ∧ b =: min{a, b} and
a ∨ b =: max{a, b}. For B = B(x0, r) and a > 0, we use aB to denote the ball B(x0, ar), and
B̄ := {x ∈M : d(x, x0) ≤ r}. For any subset D of M , Dc denotes its complement in M .

2 Preliminaries

In this section, we mainly present some preliminary results about Gcap(φ). For our later use to
establish the characterizations of parabolic Harnack inequalities, we always assume that Jφ,≤ is
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satisfied in this section. Since φ(r) ≤ φj(r) for all r > 0, Jφ,≤ is weaker than Jφj ,≤, and so all
the results in this section still hold true with Jφ,≤ replaced by Jφj ,≤.

2.1 Properties of φc and φj

We recall the following statement from [CKW1].

Lemma 2.1. ([CKW1, Lemma 2.1]) Assume that VD and (1.10) hold. If Jφj ,≤ (resp. Jφ,≤)
holds, then there exists a constant c1 > 0 such that∫

B(x,r)c
J(x, y)µ(dy) ≤ c1

φj(r)
for every x ∈M and r > 0.

(
resp.

∫
B(x,r)c

J(x, y)µ(dy) ≤ c1

φ(r)
for every x ∈M and r > 0.

)
The following lemma is concerned with the exponential function in estimates for p(c)(t, x, y).

Lemma 2.2. Under (1.10), for any c0 > 0 there exists a constant C := C(c0) ≥ 1 so that for
any t, r > 0,

r

Cφ̄−1
c (t/r)

≤ sup
s>0

{
r

s
− c0t

φc(s)

}
≤ Cr

φ̄−1
c (t/r)

.

Proof. We fix c0 > 0 throughout the proof. Let c2 ≥ c1 > 0 be the positive constants in
(1.12). For any b > c0/c2 + 1 and t, r > 0,

sup
s>0

{
r

s
− c0t

φc(s)

}
≥ r

φ̄−1
c (bt/r)

− c0t

φc(φ̄
−1
c (bt/r))

≥ r

φ̄−1
c (bt/r)

− c0r

c2bφ̄
−1
c (bt/r)

=
(bc2 − c0)r

bc2φ̄
−1
c (bt/r)

≥ 1

c2,φ̄cb
1+1/(β1,φc−1)

r

φ̄−1
c (t/r)

,

where we used (1.12) in the second inequality and (1.13) in the last inequality. On the other
hand, for any 0 < a ≤ 1 and t, r > 0,

sup
s>0

{
r

s
− c0t

φc(s)

}
≤ sup

0<s≤aφ̄−1
c (t/r)

{
r

s
− c0t

φc(s)

}
+ sup
s>aφ̄−1

c (t/r)

{
r

s
− c0t

φc(s)

}
≤ sup

0<s≤aφ̄−1
c (t/r)

{
r

s
− c0rφ̄c(s/a)

φc(s)

}
+

r

aφ̄−1
c (t/r)

≤ sup
0<s≤aφ̄−1

c (t/r)

{
r

s

(
1− ac0c1φc(s/a)

φc(s)

)}
+

r

aφ̄−1
c (t/r)

≤ sup
0<s≤aφ̄−1

c (t/r)

{r
s

(
1− c0c1c1,φca

−β1,φc+1
)}

+
r

aφ̄−1
c (t/r)

,

where we used (1.12) in the third inequality and (1.10) in the last inequality. Taking a ∈ (0, 1]
such that a = a0 := (1 + (1/(c0c1c1,φc)))

−1/(β1,φc−1) in the inequality above, we find that

sup
s>0

{
r

s
− c0t

φc(s)

}
≤ r

a0φ̄
−1
c (t/r)

.
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The desired assertion follows from the above two conclusions. �

Corollary 2.3. Under (1.10), the expressions (1.22) and (1.23) for p(c)(t, x, y) are equivalent
in the sense that (1.26) holds.

Proof. This is a direct consequence of Lemma 2.2. �

2.2 EPφ,≤,ε =⇒ Gcap(φ) and Gcap(φ) + Jφ,≤ =⇒ CS(φ).

Recall that Γ(f, f) (resp. Γc(f, f)) is the energy measure of f for E (resp. its strongly local part
E(c)). For any f, g ∈ F , the signed measure Γ(f, g) is defined by

Γ(f, g) =
1

2

(
Γ(f + g, f + g)− Γ(f, f)− Γ(g, g)

)
.

Similar definition applies to Γc(f, g). The measure Γ(f, g) is symmetric and bilinear in (f, g).
The following Cauchy-Schwarz inequality holds:∣∣∣∣∫

M
fg dΓ(u, v)

∣∣∣∣ ≤(∫
M
f2 dΓ(u, u)

)1/2(∫
M
g2 dΓ(v, v)

)2

≤ 1

2λ

∫
M
f2 dΓ(u, u) +

λ

2

∫
M
g2 dΓ(v, v)

(2.1)

for all u, v ∈ F , bounded f, g on M , and λ > 0. When the Dirichlet form (E ,F) admits no
killings as the one given by (1.1),

E(f, g) = Γ(f, g)(M) for f, g ∈ F .

The following Leibniz and chain rules hold for the energy measure Γc for the strongly local
part E(c) of the Dirichlet form (E ,F): for all f, g, h ∈ Fb,

Γc(fg, h)(dx) = g(x)Γc(f, h)(dx) + f(x)Γc(g, h)(dx)

and
Γc(Φ(f), g)(dx) = Φ′(f)(x)Γc(f, g)(dx),

where Φ : R → R is any smooth function with Φ(0) = 0. The measure Γc has the strong local
property in the sense that if f is constant on a set F , then

Γc(f, f)(F ) = 0. (2.2)

see [CF, Theorem 4.3.8 and Exercise 4.3.12]. For f, g ∈ F , define

Γj(f, g)(dx) :=

∫
y∈M

(f(x)− f(y))(g(x)− g(y)) J(dx, dy).

It is easy to check that the following chain rule holds:∫
M
dΓj(fg, h) =

∫
M
f dΓj(g, h) +

∫
M
g dΓj(f, h) for f, g, h ∈ Fb.

See [CKS, Lemma 3.5 and Theorem 3.7] for more details.

The following proposition extends [GHH, Lemma 2.8] from strongly local Dirichet forms on
metric measure spaces to symmetric Dirichlet forms having both local and nonlocal terms on
general metric measure spaces.
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Proposition 2.4. Suppose that (1.10) holds. Then EPφ,≤,ε =⇒ Gcap(φ). Consequently,

EPφ,≤ =⇒ EPφ,≤,ε =⇒ Gcap(φ),

and
Eφ =⇒ EPφ,≤,ε =⇒ Gcap(φ).

Proof. The proof of EPφ,≤,ε =⇒ Gcap(φ) is the same as that of [GHH, Lemma 2.8]. We note
that while [GHH, Leamm 2.8] concerns with purely non-local Dirichlet forms, its proof does not
use any character of pure jump Dirichlet forms and works for general symmetric Dirichlet forms.
Clearly, EPφ,≤ implies EPφ,≤,ε. By the same proof as that of [CKW1, Lemma 4.16], we have
Eφ =⇒ EPφ,≤,ε. This establishes the last assertion. �

The next proposition extends [GHH, Lemma 2.4] from strongly local Dirichet forms on
metric measure spaces satisfying the d-set upper bound condition to symmetric Dirichlet forms
having both local and nonlocal terms on general metric measure spaces with VD condition. It
in particular gives the implication (iv) =⇒ (v) in Theorem 1.13 and (iii) =⇒ (iv) in Theorem
1.14.

Proposition 2.5. Under VD and (1.10),

Gcap(φ) and Jφ,≤ =⇒ CS(φ).

To prove Proposition 2.5, we need the following lemma.

Lemma 2.6. (i) For each f, g ∈ Fb and η > 0,

(1− η−1)

∫
f2dΓc(g, g) ≤

∫
dΓc(g, gf

2) + η

∫
g2dΓc(f, f).

(ii) For each f, g ∈ Fb, η > 0 and any subset D ⊂M ,

(1− η−1)

∫
D×D

f2(x)(g(x)− g(y))2 J(dx, dy)

≤
∫
D×D

(g(x)f2(x)− g(y)f2(y))(g(x)− g(y)) J(dx, dy)

+ η

∫
D×D

g2(x)(f(x)− f(y))2 J(dx, dy).

(2.3)

Proof. (2.3) has been proved in [CKW1, Lemma 3.5], and so we only need to show (i). For
any f, g ∈ Fb and η > 0, by Leibniz and chain rules and the Cauchy-Schwarz inequality (2.1),∫

dΓc(g, f
2g) =2

∫
gf dΓc(f, g) +

∫
f2 dΓc(g, g)

≥− η−1

∫
f2 dΓc(g, g)− η

∫
g2 dΓc(f, f) +

∫
f2 dΓc(g, g),

proving the assertion (i). �

20



Proof of Proposition 2.5. For fixed x0 ∈M , 0 < r ≤ R and C0 ∈ (0, 1], set B0 = B(x0, R),
B1 = B(x0, R + r/2), B2 = B(x0, R + r) and B3 = B(x0, R + (1 + C0)r). For any f ∈ F , by
Gcap(φ) there is a κ-cut-off function ϕ for B0 ⊂ B1 such that

E(f2ϕ,ϕ) ≤ C1

φ(r)

∫
B1

f2 dµ. (2.4)

Since ϕ = 0 on Bc
1, we have

E(f2ϕ,ϕ) = E(c)(f2ϕ,ϕ) + E(j)(f2ϕ,ϕ)

= E(c)(f2ϕ,ϕ)

+

(∫
B2×B2

+

∫
Bc2×B2

+

∫
B2×Bc2

)
(ϕ(x)− ϕ(y))(f2(x)ϕ(x)− f2(y)ϕ(y)) J(dx, dy)

≥
∫
B2

dΓc(f
2ϕ,ϕ) +

∫
B2×B2

(ϕ(x)− ϕ(y))(f2(x)ϕ(x)− f2(y)ϕ(y)) J(dx, dy).

This along with Lemma 2.6 with η = 2 and Gcap(φ) yields that∫
B2

f2 dΓc(ϕ,ϕ) +

∫
B2×B2

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)

≤ 2

(∫
B2

dΓc(f
2ϕ,ϕ) +

∫
B2×B2

(ϕ(x)− ϕ(y))(f2(x)ϕ(x)− f2(y)ϕ(y)) J(dx, dy)

)
+ 4

(∫
B2

ϕ2 dΓc(f, f) +

∫
B2×B2

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
≤ 2E(f2ϕ,ϕ) + 4

(∫
B2

ϕ2 dΓc(f, f) +

∫
B2×B2

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
≤ 2C1

φ(r)

∫
B1

f2 dµ+ 4

(∫
B2

ϕ2 dΓc(f, f) +

∫
B2×B2

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
.

Replacing [GHH, (2.4) on page 447] with the inequality above, and following the proof of [GHH,
Lemma 2.4] from [GHH, (2.4) on page 447] to the end, we can obtain that∫

B3

f2 dΓc(ϕ,ϕ) +

∫
B3×B3

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)

=

∫
B2

f2 dΓc(ϕ,ϕ) +

∫
B3×B3

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)

≤ C2

φ(r)

∫
B3

f2 dµ+ 4

(∫
B2

ϕ2 dΓc(f, f) +

∫
B2×B2

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
.

(Indeed, this can be seen by replacing B and Ω in the proof of [GHH, Lemma 2.4] with B2 and
B3, respectively.) We note that for the argument above, we used Lemma 2.1. Again by Lemma
2.1, we can further improve the inequality above into∫
B3

f2 dΓ(ϕ,ϕ) =

∫
B3

f2 dΓc(ϕ,ϕ) +

∫
B3×B3

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)

+

∫
B3×Bc3

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)
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≤
∫
B3

f2 dΓc(ϕ,ϕ) +

∫
B3×B3

f2(x)(ϕ(x)− ϕ(y))2 J(dx, dy)

+

∫
B1×Bc3

f2(x) J(dx, dy)

≤4

(∫
B2

ϕ2 dΓc(f, f) +

∫
B2×B2

ϕ2(x)(f(x)− f(y))2 J(dx, dy)

)
+

C3

φ(r)

∫
B3

f2 dµ.

This proves the desired assertion. �

2.3 ρ-truncated version of CS(φ)

To deal with processes with long rang jumps, we will frequently use the truncation. Fix ρ > 0
and define a bilinear form (E(ρ),F) by

E(ρ)(u, v) =E(c)(u, v) +

∫
M×M

(u(x)− u(y))(v(x)− v(y))1{d(x,y)≤ρ} J(dx, dy)

= : E(c)(u, v) + E(ρ)
j (u, v).

Clearly, the form E(ρ)(u, v) is well defined for u, v ∈ F , and E(ρ)(u, u) ≤ E(u, u) for all u ∈ F .
Assume that VD, (1.10) and Jφ,≤ hold. Then we have by Lemma 2.1 that for all u ∈ F ,

E(u, u)− E(ρ)(u, u) =

∫
M×M

(u(x)− u(y))21{d(x,y)>ρ} J(dx, dy)

≤ 4

∫
M
u2(x)µ(dx)

∫
B(x,ρ)c

J(x, y)µ(dy) ≤ c0‖u‖22
φ(ρ)

.

Thus E1(u, u) is equivalent to E(ρ)
1 (u, u) := E(ρ)(u, u) + ‖u‖22 for every u ∈ F . Hence (E(ρ),F)

is a regular Dirichlet form on L2(M ;µ). Throughout this paper, we call (E(ρ),F) ρ-truncated

Dirichlet form. The Hunt process associated with (E(ρ),F), denoted by (X
(ρ)
t )t≥0, can be iden-

tified in distribution with the Hunt process of the original Dirichlet form (E ,F) by removing
those jumps of size larger than ρ.

Define J(x, dy) = J(x, y)µ(dy). Let J (ρ)(dx, dy) = 1{d(x,y)≤ρ}J(dx, dy), J (ρ)(x, dy) =

1{d(x,y)≤ρ}J(x, dy), and Γ
(ρ)
j (f, g) be the carré du champ of the non-local part E(ρ)

j for the

ρ-truncated Dirichlet form (E(ρ),F); namely,

E(ρ)
j (f, g) =

∫
M
µ(dx)

∫
M

(f(x)− f(y))(g(x)− g(y)) J (ρ)(x, dy) =:

∫
M
dΓ

(ρ)
j (f, g).

We also set
Γ(ρ)(f, g) := Γc(f, g) + Γ

(ρ)
j (f, g).

Lemma 2.7. Under VD, (1.10) and Jφ,≤, if CS(φ) holds, then CS(ρ)(φ) holds too, i.e., there
exist constants C0 ∈ (0, 1] and C1, C2 > 0 such that for every 0 < r ≤ R, almost all x0 ∈ M
and any f ∈ F , there exists a cut-off function ϕ ∈ Fb for B(x0, R) ⊂ B(x0, R + r) so that the
following holds for all ρ ∈ (0,∞]:∫

B(x0,R+(1+C0)r)
f2 dΓ(ρ)(ϕ,ϕ)
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≤ C1

(∫
B(x0,R+r)

ϕ2 dΓc(f, f) +

∫
B(x0,R+r)×B(x0,R+(1+C0)r)

ϕ2(x)(f(x)− f(y))2 J (ρ)(dx, dy)

)

+
C2

φ(r ∧ ρ)

∫
B(x0,R+(1+C0)r)

f2 dµ.

Proof. The proof is based on Lemma 2.1, and we omit it here. See [CKW1, Proposition
2.3(1)]. �

We also note that, by the proof of [CKW1, Proposition 2.3(4)], under VD, (1.10) and Jφ,≤, if

CS(φ) (resp. CS(ρ)(φ)) holds for some C0 ∈ (0, 1], then for any C ′0 ∈ (C0, 1], there exist constants
C1, C2 > 0 (where C2 depends on C ′0) such that CS(φ) (resp. CS(ρ)(φ)) holds for C ′0.

Proposition 2.8. Assume that VD, (1.10) and Jφ,≤ hold. If CS(φ) holds, then there is a
constant c0 > 0 such that for every 0 < r ≤ R, ρ > 0 and almost all x ∈M ,

Cap(ρ)(B(x,R), B(x,R+ r)) ≤ c0
V (x,R+ r)

φ(r ∧ ρ)
.

In particular, we have

Cap(B(x,R), B(x,R+ r)) ≤ c0
V (x,R+ r)

φ(r)
. (2.5)

Proof. According to Lemma 2.7 and the remark below its proof, CS(ρ)(φ) holds for every
ρ > 0 and we may and do take C0 = 1 in (1.18). Fix x0 ∈ M and write Bs := B(x0, s) for
s ≥ 0. Let f ∈ F with 0 ≤ f ≤ 1 such that f |BR+2r

= 1 and f |BcR+3r
= 0. For any 0 < r ≤ R,

let ϕ ∈ Fb be the cut-off function for BR ⊂ BR+r associated with f in CS(ρ)(φ). Then for any
ρ > 0,

Cap(ρ)(BR, BR+r) ≤
∫
BR+2r

dΓ(ρ)(ϕ,ϕ) +

∫
BcR+2r

dΓ(ρ)(ϕ,ϕ)

=

∫
BR+2r

f2 dΓ(ρ)(ϕ,ϕ) +

∫
BcR+2r

dΓ(ρ)(ϕ,ϕ)

≤c1

(∫
BR+r

dΓc(f, f) +

∫
BR+r×BR+2r

(f(x)− f(y))2 J (ρ)(dx, dy)

)

+
c2

φ(r ∧ ρ)

∫
BR+2r

f2 dµ+

∫
BcR+2r

µ(dx)

∫
BR+r

ϕ2(y)J(x, y)µ(dy)

≤ 0 + 0 +
c2µ(BR+2r)

φ(r ∧ ρ)
+
c3µ(BR+r)

φ(r)

≤c4µ(BR+r)

φ(r ∧ ρ)
,

where we used CS(ρ)(φ) in the second inequality, and applied Lemma 2.1 and VD in the third
inequality.

Now let fρ be the potential whose E(ρ)-norm gives the capacity. Then the Cesàro mean of
a subsequence of fρ converges in E1-norm, say to f , and E(f, f) is no less than the capacity
corresponding to ρ =∞. So (2.5) is proved. �
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2.4 Self-improvement of CS(φ)

We next show that the leading constant in CS(ρ)(φ) is self-improving in the following sense.

Proposition 2.9. Suppose that VD, (1.10) and Jφ,≤ hold. If CS(ρ)(φ) holds, then there exists
a constant C0 ∈ (0, 1] so that for any ε > 0, there exists a constant c1(ε) > 0 such that for
every 0 < r ≤ R, almost all x0 ∈ M and any f ∈ F , there exists a cut-off function ϕ ∈ Fb for
B(x0, R) ⊂ B(x0, R+ r) so that the following holds for all ρ > 0:∫

B(x0,R+(1+C0)r)
f2 dΓ(ρ)(ϕ,ϕ)

≤ ε
(∫

B(x0,R+r)
ϕ2 dΓc(f, f)

+

∫
B(x0,R+r)×B(x0,R+(1+C0)r)

ϕ2(x)(f(x)− f(y))2 J (ρ)(dx, dy)

)
+

c1(ε)

φ(r ∧ ρ)

∫
B(x0,R+(1+C0)r)

f2 dµ.

(2.6)

Proof. By the remark before Proposition 2.8, we may and do assume that CS(ρ)(φ) holds
with C0 = 1. Fix x0 ∈ M , 0 < r ≤ R and f ∈ F . For s > 0, set Bs = B(x0, s). The goal
is to construct a cut-off function ϕ ∈ Fb for BR ⊂ BR+r so that (2.6) holds. Without loss of
generality, in the following we may and do assume that

∫
BR+2r

f2 dµ > 0; otherwise, (2.6) holds

trivially.
For λ > 0 whose exact value to be determined later, let

sn = c0re
−nλ/(2β2,φ),

where c0 := c0(λ) is chosen so that
∑∞

n=1 sn = r, and β2,φ := β2,φc ∨ β2,φj is given in (1.15). Set
r0 = 0 and

rn =

n∑
k=1

sk, n ≥ 1.

Clearly, R < R + r1 < R + r2 < · · · < R + r. For any n ≥ 0, define Un := BR+rn+1 \ BR+rn ,
and U∗n := BR+rn+1+sn+1 \BR+rn−sn+1 . Let θ > 0, whose value also to be determined later, and

define fθ := |f |+ θ. By CS(ρ)(φ) (with R = R+ rn, r = rn+1− rn = sn+1), there exists a cut-off
function ϕn for BR+rn ⊂ BR+rn+1 such that∫

BR+rn+1+sn+1

f2
θ dΓ(ρ)(ϕn, ϕn)

≤ C1

(∫
BR+rn+1

ϕ2
n dΓc(fθ, fθ) +

∫
BR+rn+1

×BR+rn+1+sn+1

ϕ2
n(x)(fθ(x)− fθ(y))2 J (ρ)(dx, dy)

)

+
C2

φ(sn+1 ∧ ρ)

∫
BR+rn+1+sn+1

f2
θ dµ,

where C1, C2 are positive constants independent of fθ and ϕn. Here, we mention that since
(E ,F) is a regular Dirichlet form on L2(M,µ), fθ ∈ Floc, and so, by Remark 1.7(ii), CS(ρ)(φ)
can be applied to fθ.

24



Let bn = e−nλ and define

ϕ =
∞∑
n=1

(bn−1 − bn)ϕn. (2.7)

Then ϕ is a cut-off function for BR ⊂ BR+r, because ϕ = 1 on BR and ϕ = 0 on Bc
R+r. Hence,

combining the proof of [AB, Lemma 5.1] with that of [CKW1, Proposition 2.4], we can verify
that the function ϕ defined by (2.7) satisfies (2.6) with C0 = 1 and ϕ ∈ Fb. (In particular, by
[AB, (5.7) in the proof of Lemma 5.1], we can insert the function ϕ2 in front of dΓc(f, f).) The
details are omitted here. �

As a direct consequence of Lemma 2.7 and Proposition 2.9, we have the following corollary.

Corollary 2.10. Suppose that VD, (1.10), Jφ,≤ and CS(φ) hold. Then there exists a constant
c1 > 0 such that for every 0 < r ≤ R, almost all x0 ∈ M and any f ∈ F , there exists a cut-off
function ϕ ∈ Fb for B(x0, R) ⊂ B(x0, R+ r) so that the following holds for all ρ ∈ (0,∞],∫

B(x0,R+2r)
f2 dΓ(ρ)(ϕ,ϕ)

≤ 1

8

(∫
B(x0,R+r)

ϕ2 dΓc(f, f) +

∫
B(x0,R+r)×B(x0,R+2r)

ϕ2(x)(f(x)− f(y))2 J (ρ)(dx, dy)

)
+

c1

φ(r ∧ ρ)

∫
B(x0,R+2r)

f2 dµ.

(2.8)

2.5 Consequences of CS(φ): Caccioppoli and L1-mean value inequalities

In this subsection, we establish mean value inequalities for subharmonic functions. For stability
results for heat kernel estimates, we only need mean value inequalities for the ρ-truncated
Dirichlet form (E(ρ),F), while the mean value inequalities for the original Dirichlet form (E ,F)
will be used as one of the key tools in the study of characterizations of parabolic Harnack
inequalities. We will first present these inequalities for subharmonic functions of the original
Dirichlet form (E ,F) and then indicate similar inequalities for subharmonic functions of the
ρ-truncated Dirichlet form (E(ρ),F).

Definition 2.11. Let D be an open subset of M .

(i) We say that a bounded nearly Borel measurable function u on M is E-subharmonic (resp.
E-harmonic, E-superharmonic) in D if u ∈ FDloc satisfies

E(u, ϕ) ≤ 0 (resp. = 0,≥ 0)

for any 0 ≤ ϕ ∈ FD.

(ii) A nearly Borel measurable function u on M is said to be subharmonic (resp. harmonic,
superharmonic) in D (with respect to the process X) if for any relatively compact sub-
set U ⊂ D, t 7→ u(Xt∧τU ) is a uniformly integrable submartingale (resp. martingale,
supermartingale) under Px for q.e. x ∈M .

The following result is established in [C, Theorem 2.11 and Lemma 2.3] first for harmonic
functions, and then extended in [ChK, Theorem 2.9] to subharmonic functions.
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Theorem 2.12. Let D be an open subset of M , and let u be a bounded function. Then u is
E-harmonic (resp. E-subharmonic) in D if and only if u is harmonic (resp. subharmonic) in D.

To establish the Caccioppoli inequality, we also need the following definition.

Definition 2.13. Let ψ : R+ → R+. For a Borel measurable function u on M , we define its
nonlocal tail in the ball B(x0, r) with respect to the function ψ by

Tailψ (u;x0, r) = ψ(r)

∫
B(x0,r)c

|u(z)|
V (x0, d(x0, z))ψ(d(x0, z))

µ(dz). (2.9)

Suppose that VD and (1.10) hold. By Lemma 2.1, both Tailφj (u;x0, r) and Tailφ (u;x0, r)
are finite if u is bounded.

We first show that CS(φ) enables us to prove a Caccioppoli inequality for E-subharmonic
functions.

Lemma 2.14. (Caccioppoli inequality) Suppose that VD, (1.10), CS(φ) and Jφ,≤ hold. For
x0 ∈ M and s > 0, let Bs = B(x0, s). For 0 < r < R, let u be an E-subharmonic function on
BR+r for the Dirichlet form (E ,F), and v := (u − θ)+ for θ > 0. Let ϕ be the cut-off function
for BR−r ⊂ BR associated with v in CS(φ). Then there exists a constant c > 0 independent of
x0, R, r and θ such that∫

BR+r

dΓ(vϕ, vϕ) ≤ c

φ(r)

[
1 +

1

θ

(
1 +

R

r

)d2+β2,φ−β1,φ
Tailφ (u;x0, R+ r)

]∫
BR+r

u2 dµ, (2.10)

where β1,φ and β2,φ are given in (1.15).

Proof. (i) Since u is E-subharmonic in BR+r for the Dirichlet form (E ,F) and ϕ2v ∈ FBR , we
have u ∈ F locBR+r

and E(u, ϕ2v) = E(c)(u, ϕ2v) + E(j)(u, ϕ2v) ≤ 0.

As u− v = u1{u≤θ} + θ1{u>θ} and v = 0 on {u ≤ θ}, we have by (2.2) that Γc(u− v, v) = 0
on M . Hence by the Leibniz and chain rules as well as the Cauchy-Schwarz inequality (2.1),

E(c)(u, ϕ2v) =

∫
M
ϕ2 dΓc(u, v) + 2

∫
M
ϕv dΓc(u, ϕ)

=

∫
M
ϕ2 dΓc(v, v) + 2

∫
M
ϕv dΓc(v, ϕ)

≥
∫
M
ϕ2 dΓc(v, v)−

(
4

∫
M
v2 dΓc(ϕ,ϕ) +

1

4

∫
M
ϕ2 dΓc(v, v)

)
≥ 3

4

∫
M
ϕ2 dΓc(v, v)− 4

∫
M
v2 dΓc(ϕ,ϕ)

=
3

4

∫
BR

ϕ2 dΓc(v, v)− 4

∫
BR

v2 dΓc(ϕ,ϕ).

On the other hand, by [CKW1, (4.5)], we have

E(j)(u, ϕ2v) ≥
∫
BR×BR+r

ϕ2(x)(v(x)− v(y))2 J(dx, dy)− 4

∫
BR+r

v2 dΓj(ϕ,ϕ)
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− c1

θφ(r)

[(
1 +

R

r

)d2+β2,φ−β1,φ
Tailφ (u;x0, R+ r)

] ∫
BR

u2 dµ.

Combining all the estimates above, we arrive at

0 ≤4

∫
BR+r

v2 dΓ(ϕ,ϕ)

− 3

4

(∫
BR

ϕ2 dΓc(v, v) +

∫
BR×BR+r

ϕ2(x)(v(x)− v(y))2 J(dx, dy)
)

+
c1

θφ(r)

[(
1 +

R

r

)d2+β2,φ−β1,φ
Tailφ (u;x0, R+ r)

] ∫
BR

u2 dµ.

(2.11)

(ii) It is easy to see from the Leibniz rule and the Cauchy-Schwarz inequality (2.1) that∫
BR+r

dΓc(vϕ, vϕ) ≤ 2

∫
BR+r

v2 dΓc(ϕ,ϕ) + 2

∫
BR+r

ϕ2 dΓc(v, v).

According to [CKW1, (4.6)],∫
BR+r

dΓj(vϕ, vϕ) ≤2

∫
BR+r

v2 dΓj(ϕ,ϕ) + 2

∫
BR×BR+r

ϕ2(x)(v(x)−v(y))2 J(dx, dy)

+
c2

φ(r)

∫
BR

u2 dµ.

Hence,∫
BR+r

dΓ(vϕ, vϕ) ≤2

∫
BR+r

v2 dΓ(ϕ,ϕ) + 2

∫
BR×BR+r

ϕ2(x)(v(x)−v(y))2 J(dx, dy)

+ 2

∫
BR

ϕ2 dΓc(v, v) +
c2

φ(r)

∫
BR

u2 dµ.

(2.12)

Combining (2.11) with (2.12), we have for a > 0,

a

∫
BR+r

dΓ(vϕ, vϕ)

≤ (2a+ 4)

∫
BR+r

v2 dΓ(ϕ,ϕ)

+

(
2a− 3

4

)(∫
BR

ϕ2 dΓc(v, v) +

∫
BR×BR+r

ϕ2(x)(v(x)−v(y))2 J(dx, dy)

)

+
c3(1 + a)

φ(r)

[
1 +

1

θ

(
1 +

R

r

)d2+β2,φ−β1,φ
Tailφ (u;x0, R+ r)

] ∫
BR

u2 dµ.

(2.13)

Next by using (2.8) for v with ρ =∞, we have∫
BR+r

v2 dΓ(ϕ,ϕ)

≤ 1

8

[∫
BR

ϕ2 dΓc(v, v) +

∫
BR×BR+r

ϕ2(x)(v(x)− v(y))2 J(dx, dy)

]
+

c0

φ(r)

∫
BR+r

v2 dµ
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≤ 1

8

[∫
BR

ϕ2 dΓc(v, v) +

∫
BR×BR+r

ϕ2(x)(v(x)− v(y))2 J(dx, dy)

]
+

c0

φ(r)

∫
BR+r

u2 dµ.

Plugging this into (2.13) with a = 1/9 (so that (4 + 2a)/8 + (2a− (3/4)) = 0), we obtain

1

9

∫
BR+r

dΓ(vϕ, vϕ) ≤ c4

φ(r)

[
1 +

1

θ

(
1 +

R

r

)d2+β2,φ−β1,φ
Tailφ (u;x0, R+ r)

] ∫
BR+r

u2 dµ,

which proves the desired assertion. �

Proposition 2.15. (L2-mean value inequality) Assume VD, (1.10), FK(φ), CS(φ) and Jφ,≤
hold. For x0 ∈M and R > 0, let u be a bounded E-subharmonic function in B(x0, R). Then for
any δ > 0,

ess supB(x0,R/2)u ≤ c1

((1 + δ−1)1/ν

V (x0, R)

∫
B(x0,R)

u2 dµ

)1/2

+ δTailφ (u;x0, R/2)

 ,
where ν is the constant appearing in the FK(φ) inequality (1.20), and c1 > 0 is a constant
independent of x0, R and δ. In particular, there is a constant c > 0 independent of x0 and R
so that

ess supB(x0,R/2)u ≤ c

( 1

V (x0, R)

∫
B(x0,R)

u2 dµ

)1/2

+ Tailφ (u;x0, R/2)

 .
Proof. With the aid of (2.10), one can see that the comparison results over balls as stated in
[CKW1, Lemma 4.8] still hold true. We can then follow the proof of [CKW1, Proposition 4.10]
line by the line to obtain the desired assertion. We omit details here. �

In the following, we consider L2 and L1 mean value inequalities for E-subharmonic functions
for truncated Dirichlet forms. In the truncated situation we can no longer use the nonlocal tail
of subharmonic functions. The remedy is to enlarge the integral regions in the right hand side of
the mean value inequalities. Since the proof is almost the same as these of [CKW1, Proposition
4.11 and Corollary 4.12] (with some necessary modifications as done in the proof of Lemma
2.14), we omit it here.

Proposition 2.16. (L2 and L1 mean value inequalities for ρ-truncated Dirichlet forms)
Assume VD, (1.10), FK(φ), CS(φ) and Jφ,≤ hold. There are positive constants c1, c2 > 0 so
that for x0 ∈ M , ρ,R > 0, and for any bounded E(ρ)-subharmonic function u on B(x0, R) for
the ρ-truncated Dirichlet form (E(ρ),F), we have

(i)

ess supB(x0,R/2)u
2 ≤ c1

V (x0, R)

(
1 +

ρ

R

)d2/ν (
1 +

R

ρ

)β2,φ/ν ∫
B(x0,R+ρ)

u2 dµ;

(ii)

ess supB(x0,R/2)u ≤
c2

V (x0, R)

(
1 +

ρ

R

)d2/ν(
1 +

R

ρ

)β2,φ/ν ∫
B(x0,R+ρ)

u dµ. (2.14)

Here, ν is the constant in FK(φ), d2 and β2,φ are the exponents in (1.9) from VD and (1.15)
respectively.
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3 Implications of heat kernel estimates

First we note that by the same proof of [CKW1, Proposition 7.6], we have the following.

Proposition 3.1. Under VD, RVD and (1.10),

UHKD(φ) =⇒ FK(φ) and PI(φ) =⇒ FK(φ).

Denote by ζ the lifetime of the Hunt process X associated with the regular Dirichlet form
(E ,F) on L2(M ;µ). We have the following two facts.

Proposition 3.2. (i) Under VD, NL(φ) =⇒ ζ =∞.

(ii) Assume that VD, (1.10), Eφ and Jφ,≤ hold. Then (E ,F) is conservative; that is, ζ =∞.

Proof. (i) is taken directly from [CKW1, Proposition 3.1(ii)], which holds for any symmetric
Markov process.

(ii) can be proved by exactly the same argument as that of [CKW1, Lemma 4.21]. The
details are omitted here. �

3.1 UHK(φc, φj) + (E ,F) is conservative =⇒ Jφj ,≤ and HK−(φc, φj) =⇒ Jφj

Proposition 3.3. Under VD and (1.10),

UHK(φc, φj) and (E ,F) is conservative =⇒ Jφj ,≤

and
HK−(φc, φj) =⇒ Jφj .

In particular, HK(φc, φj) =⇒ Jφj .

Proof. We only prove that case that HK−(φc, φj) =⇒ Jφj , and the other two cases can be

verified similarly. For t > 0, consider the bilinear form E(t)(f, g) := 〈f − Ptf, g〉/t. Since (E ,F)
is conservative by Proposition 3.2(i), we can write

E(t)(f, g) =
1

2t

∫
M

∫
M

(f(x)− f(y))(g(x)− g(y))p(t, x, y)µ(dx)µ(dy).

It is well known that limt→0 E(t)(f, g) = E(f, g) for all f, g ∈ F . Let A, B be disjoint compact
sets, and take f, g ∈ F such that supp f ⊂ A and supp g ⊂ B. Then in view of the strongly
local property of E(c)(f, g),

E(t)(f, g) = −1

t

∫
A

∫
B
f(x)g(y)p(t, x, y)µ(dy)µ(dx)

t→0−→ −
∫
A

∫
B
f(x)g(y) J(dx, dy).

Let r0 := d(A,B). For any 0 < t ≤ φc(r0), by VD, (1.10), (1.12) and (1.13),

sup
x∈A,y∈B

1

V (x, φ−1
c (t))

exp

(
−c1

d(x, y)

φ̄−1
c (t/d(x, y))

)
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≤ c2 sup
x∈A,y∈B

1

V (x, d(x, y))

(
d(x, y))

φ−1
c (t)

)d2
exp

(
−c3

(
φc(d(x, y))

t

)1/(β2,φc−1)
)

≤ c4 sup
x∈A,y∈B

1

V (x, d(x, y))

(
φc(d(x, y)))

t

)d2β2,φc
exp

(
−c3

(
φc(d(x, y))

t

)1/(β2,φc−1)
)

≤ c5 sup
x∈A,y∈B

1

V (x, d(x, y))
exp

(
−c3

2

(
φc(d(x, y))

t

)1/(β2,φc−1)
)

≤ c6 sup
x∈A

1

V (x, r0)
exp

(
−c3

2

(
φc(r0))

t

)1/(β2,φc−1)
)
,

where in the third inequality we used the fact that

rd2β2,φc ≤ c7 exp
(c3

2
r1/(β2,φc−1)

)
, r ≥ 1.

The inequality above yields that

lim
t→0

1

t

∫
A

∫
B
f(x)g(y)p(c)(t, x, y)µ(dy)µ(dx) = 0.

Hence, using HK−(φc, φj), we obtain∫
A

∫
B
f(x)g(y) J(dx, dy) �

∫
A

∫
B

f(x)g(y)

V (x, d(x, y))φj(d(x, y))
µ(dy)µ(dx)

for all f, g ∈ F such that supp f ⊂ A and supp g ⊂ B. Since A, B are arbitrary disjoint compact
sets, it follows that J(dx, dy) is absolutely continuous w.r.t. µ(dx)µ(dy), and Jφj holds. �

3.2 UHK(φc, φj) and (E ,F) is conservative =⇒ Gcap(φ)

In this subsection, we give the proof that UHK(φc, φj) and the conservativeness of (E ,F) imply
Gcap(φ).

We begin with the following lemma.

Lemma 3.4. Assume that VD, (1.10) and UHK(φc, φj) hold and that (E ,F) is conservative.
Then EPφ,≤ holds.

Proof. We first verify that there is a constant c1 > 0 such that for each t, r > 0 and for almost
all x ∈M , ∫

B(x,r)c
p(t, x, y)µ(dy) ≤ c1t

φ(r)
.

Indeed, we only need to consider the case that φ(r) > t; otherwise, the inequality above holds
trivially with c1 = 1. According to UHK(φc, φj), VD, (1.10), (1.12) and (1.13), for any t, r > 0
with φ(r) > t and almost all x ∈M ,∫

B(x,r)c
p(t, x, y)µ(dy)

30



=
∞∑
i=0

∫
B(x,2i+1r)\B(x,2ir)

p(t, x, y)µ(dy)

≤
∞∑
i=0

c2V (x, 2i+1r)

V (x, φ−1
c (t))

exp

(
− c32ir

φ̄−1
c (t/(2ir))

)
+
∞∑
i=0

c2tV (x, 2i+1r)

V (x, 2ir)φj(2ir)

≤ c4

∞∑
i=0

(
2ir

φ−1
c (t)

)d2
exp

(
− c52ir

φ̄−1
c (t/r)

)
+

c4t

φj(r)

∞∑
i=0

2
−iβ1,φj

≤ c6

∞∑
i=0

(
2i
(
φc(r)

t

)1/β1,φc
)d2

exp

(
−c72i

(
φc(r)

t

)1/(β2,φc−1)
)

+
c6t

φj(r)

≤ c6

∞∑
i=0

(
2i(β2,φc−1)φc(r)

t

)d2(1+1/(β2,φc−1))

exp

(
−c7

(
2i(β2,φc−1)φc(r)

t

)1/(β2,φc−1)
)

+
c6t

φj(r)

≤ c8

∞∑
i=0

exp

(
−c7

2

(
2i(β2,φc−1)φc(r)

t

)1/(β2,φc−1)
)

+
c6t

φj(r)

≤ c9t

(
1

φc(r)
+

1

φj(r)

)
≤ c10t

φ(r)
,

where in the arguments above we used φc(r)∧φj(r) = φ(r) for all r > 0, in the second inequality
we used the fact that φ̄c(r) is increasing on (0,∞), in the fourth inequality we used the fact that
β1,φc > 1, and in the fifth and the sixth inequalities we used the facts that there is a constant
c11 > 0 such that

sd2(1+1/(β2,φc−1)) ≤ c11 exp
(c7

2
s1/(β2,φc−1)

)
, s ≥ 1

and
∞∑
i=0

exp
(
− c7

2
(2is)1/(β2,φc−1)

)
≤ c11/s, s ≥ 1,

respectively.
Now, since (E ,F) is conservative, by the strong Markov property, for any each t, r > 0 and

for almost all x ∈M ,

Px(τB(x,r) ≤ t) = Px(τB(x,r) ≤ t,X2t ∈ B(x, r/2)c) + Px(τB(x,r) ≤ t,X2t ∈ B(x, r/2))

≤ Px(X2t ∈ B(x, r/2)c) + sup
z /∈B(x,r)c,s≤t

Pz(X2t−s ∈ B(z, r/2)c)

≤ c13t

φ(r)
,

which yields EPφ,≤. (Note that the conservativeness of (E ,F) is used in the equality above.
Indeed, without the conservativeness, there must be an extra term Px(τB(x,r) ≤ t, ζ ≤ 2t) in the
right hand side of the above equality, where ζ is the lifetime of X.) �

Proposition 3.5. Suppose that VD, (1.10) and UHK(φc, φj) hold, and that (E ,F) is conserva-
tive. Then Gcap(φ) holds.

Proof. According to Lemma 3.4, EPφ,≤ hold true. Thus the desired assertion follows from
Proposition 2.4. �
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4 Implications of FK(φ), NDL(φ), CS(φ) and Jφj ,≤

4.1 NDL(φ) =⇒ PI(φ) + Eφ

Proposition 4.1. Assume that VD and (1.10) hold.

(i) NDL(φ) =⇒ PI(φ) + Eφ,≥.

(ii) If in addition RVD holds, then NDL(φ) =⇒ Eφ.

Proof. The proof is the same as that of [CKW2, Proposition 3.5], so it is omitted. �

4.2 FK(φ) + Jφ,≤ + CS(φ) =⇒ Eφ and FK(φ) + Jφ,≤ + Eφ =⇒ UHKD(φ)

The next two propositions can be proved by following the arguments in [CKW1], which are
based on the probabilistic ideas and are valid for general symmetric Dirichlet forms.

Proposition 4.2. Assume VD, (1.10), FK(φ), Jφ,≤ and CS(φ) hold. Then Eφ holds.

Proof. According to [CKW1, Lemma 4.14], Eφ,≤ holds under VD, (1.10) and FK(φ). On
the other hand, by Proposition 2.16, we have the L1-mean value inequality (2.14) under the
assumptions of Proposition 4.2. Then by the proofs of [CKW1, Lemmas 4.15, 4.16 and 4.17],
we obtain Eφ,≥. �

Proposition 4.3. Suppose that VD, (1.10), FK(φ), Eφ and Jφ,≤ hold. Then UHKD(φ) is
satisfied, i.e., there is a constant c > 0 such that for all x ∈M0 and t > 0,

p(t, x, x) ≤ c

V (x, φ−1(t))
.

Proof. The proof is the same as that for [CKW1, Theorem 4.25], and so we omit the details
here. �

4.3 UHKD(φ) + Jφj ,≤ + Eφ =⇒ UHK(φc, φj)

First we have the following by the proof of [CKW1, Lemma 5.2].

Lemma 4.4. Under VD and (1.10), if UHKD(φ), Jφ,≤ and Eφ hold, then the ρ-truncated
Dirichlet form (E(ρ),F) has the heat kernel q(ρ)(t, x, y), and it satisfies that for any t > 0 and
all x, y ∈M0,

q(ρ)(t, x, y) ≤ c1

(
1

V (x, φ−1(t))
+

1

V (y, φ−1(t))

)
exp

(
c2

t

φ(ρ)
− c3

d(x, y)

ρ

)
,

where c1, c2, c3 are positive constants independent of ρ. Consequently, for any t > 0 and all
x, y ∈M0,

q(ρ)(t, x, y) ≤ c4

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
exp

(
c2

t

φ(ρ)
− c3

d(x, y)

ρ

)
.
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From now till the end of this subsection, we will assume that Jφj ,≤ is satisfied. Note that
since φ(r) ≤ φj(r) for all r > 0, condition Jφj ,≤ implies Jφ,≤.

Recall that there is close relation between p(t, x, y) and q(ρ)(t, x, y) via Meyer’s decomposi-
tion, e.g. see [CKW1, Section 7.2]. In particular, according to [CKW1, (4.34) and Proposition
4.24 (and its proof)], for any t, ρ > 0 and all x, y ∈M0,

p(t, x, y) ≤ q(ρ)(t, x, y) +
c1t

V (x, ρ)φj(ρ)
exp

(
c1t

φ(ρ)

)
, (4.1)

where c1 is independent of t, ρ > 0 and x, y ∈M0.
The following lemma is essentially taken from [BKKL, Lemma 4.3], which is partly motivated

by the proof of [CKW1, Proposition 5.3]. For the sake of the completeness and for further
applications, we spell out its proof here.

Lemma 4.5. Assume that VD, (1.10), UHKD(φ), Jφj ,≤ and Eφ hold. Let f : R+×R+ → R+ be
a measurable function such that t 7→ f(r, t) is non-increasing for all r > 0, and that r 7→ f(r, t)
is non-decreasing for all t > 0. Suppose that the following hold:

(i) For each b > 0, supt>0 f(bφ−1(t), t) <∞.

(ii) There exist constants η ∈ (0, β1,φj ] and a1, c1 > 0 such that for all x ∈M0 and r, t > 0,∫
B(x,r)c

p(t, x, y)µ(dy) ≤ c1

(
φ−1
j (t)

r

)η
+ c1 exp (−a1f(r, t)) .

Then there exist constants k, c0 > 0 such that for all x, y ∈M0 and t > 0,

p(t, x, y) ≤ c0t

V (x, d(x, y))φj(d(x, y))
+

c0

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
exp (−a1kf(d(x, y)/(16k), t)) .

Furthermore, the conclusion still holds true for any t ∈ (0, T ] or t ∈ [T,∞) with some T > 0, if
assumptions (i) and (ii) above are restricted on the corresponding time interval.

Proof. We only consider the case that t ∈ (0,∞), since the other cases can be treated similarly.
We first note that, by Eφ and Jφj ,≤, the Dirichlet form (E ,F) is conservative by Proposition
3.2(ii). For fixed x0 ∈ M , set Bs := B(x0, s) for all s > 0. By the conservativeness of the
Dirichlet form (E ,F), the strong Markov property, assumption (ii) and the fact that t 7→ f(r, t)
is non-increasing, we have that for any x ∈ Br/4 ∩M0 and t ≥ 0,

Px(τBr ≤ t) ≤ c1

(
φ−1
j (t)

r

)η
+ c1 exp (−a1f(r/4, t)) ;

see the end of the proof for Lemma 3.4. For any ρ > 0 and any subset D ⊂ M , denote by

τ
(ρ)
D = inf{t > 0 : X

(ρ)
t /∈ D}, where (X

(ρ)
t )t≥0 is the symmetric Hunt process associated with

the ρ-truncated Dirichlet form (E(ρ),F). By [CKW1, Lemma 7.8], Jφj ,≤ and Lemma 2.1, we
have that for all x ∈ Br/4 ∩M0 and r > 0,

Px(τ
(r)
Br
≤ t) ≤ c1

(
φ−1
j (t)

r

)η
+ c1 exp (−a1f(r/4, t)) +

c2t

φj(r)
=: Φ(r, t).
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This together with [CKW1, Lemma 7.1] yields that for all t > 0, x ∈M0 and k ≥ 1,∫
B(x,2kr)c

q(ρ)(t, x, y)µ(dy) ≤ Φ(r, t)k. (4.2)

Let k = [(β2,φj + 2d2)/η] + 1. For any x, y ∈ M0 and t > 0 with 4kφ−1(t) ≥ d(x, y),
it follows from the assumption that r 7→ f(r, t) is non-decreasing and assumption (i) that
f(d(x, y)/(16k), t) ≤ f(φ−1(t)/4, t) ≤ A < ∞. Thus, for any x, y ∈ M0 and t > 0 with
4kφ−1(t) ≥ d(x, y), according to UHKD(φ) and VD,

p(t, x, y) ≤c3

(
1

V (x, φ−1(t))
+

1

V (y, φ−1(t))

)
≤ c4e

a1kA

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
exp (−a1kf(d(x, y)/(16k), t)) .

Next we consider the case that x, y ∈M0 and t > 0 with 4kφ−1(t) ≤ d(x, y). Letting r = d(x, y)
and ρ = r/(4k), it holds

q(ρ)(t, x, y) =

∫
M
q(ρ)(t/2, x, z)q(ρ)(t/2, z, y)µ(dz)

≤

(∫
B(x,r/2)c

+

∫
B(y,r/2)c

)
q(ρ)(t/2, x, z)q(ρ)(t/2, z, y)µ(dz)

≤ c5

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
Φ(ρ, t/2)k.

Here, the last inequality follows from (4.2) and VD as well as

q(ρ)(t, x, z) ≤ c0

V (x, φ−1(t))
ec0t/φ(ρ) ≤ c0e

c0

V (x, φ−1(t))
, x, z ∈M0, t > 0 with φ−1(t) ≤ ρ,

which follows from [CKW1, Lemma 5.1] (based on UHKD(φ) and Eφ) and [CKW1, Lemma 7.8]
(based on Jφj ,≤ and the fact that φj(r) ≥ φ(r) for all r > 0). Since ρ ≥ φ−1(t) ≥ φ−1

j (t) and
kβ1,φj ≥ kη ≥ β2,φj + 2d2, by (1.10),(
φ−1
j (t)

ρ

)ηk
+

(
t

φj(ρ)

)k
≤ c6

(φ−1
j (t)

ρ

)β2,φj+2d2

+

(
φ−1
j (t)

ρ

)kβ1,φj ≤ c7

(
φ−1
j (t)

ρ

)β2,φj+2d2

.

Thus for all x, y ∈M0 and t, ρ > 0 with ρ ≥ φ−1(t) ≥ φ−1
j (t),

1

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2 (φ−1
j (t)

ρ

)ηk
+

(
t

φj(ρ)

)k
≤ c7

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2 (φ−1
j (t)

ρ

)β2,φj+2d2

≤ c8

V (x, ρ)

(
ρ

φ−1
j (t)

)2d2 (
φ−1
j (t)

ρ

)β2,φj+2d2

≤ c9t

V (x, φ−1
j (t))φj(d(x, y))

,
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where the second inequality follows from VD and the fact that ρ ≥ φ−1(t) ≥ φ−1
j (t), while in

the last inequality we used (1.10). Hence, for any x, y ∈M0 and t > 0 with 4kφ−1(t) ≤ d(x, y),

q(ρ)(t, x, y)

≤ c10

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2(φ−1
j (t)

ρ

)ηk
+

(
t

φj(ρ)

)k
+ exp (−a1kf(ρ/4, t))


≤ c11t

V (x, d(x, y))φj(d(x, y))
+

c11

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
exp (−a1kf(d(x, y)/(16k), t)) .

The desired assertion now follows from (4.1), Jφj ,≤ and Lemma 2.1. �

Proposition 4.6. Under VD and (1.10), if UHKD(φ), Jφj ,≤ and Eφ hold, then we have
UHK(φc, φj).

To prove Proposition 4.6, we will use Lemma 4.5 and need the following lemma.

Lemma 4.7. Assume that VD, (1.10), UHKD(φ), Jφj ,≤ and Eφ hold. Then there exist constants
a, c > 0 and N ∈ N such that for all x, y ∈M0 and t > 0,

p(t, x, y) ≤ ct

V (x, d(x, y))φj(d(x, y))
+

c

V (x, φ−1(t))
exp

(
−ad(x, y)1/N

φ−1(t)1/N

)
.

Proof. We claim that there exist a1, c1 > 0 such that for all x ∈M0 and t, r > 0∫
B(x,r)c

p(t, x, y)µ(dy) ≤ c1

(
φ−1
j (t)

r

)η
+ c1 exp

(
− a1r

1/N

φ−1(t)1/N

)
, (4.3)

where η = β1,φj − ((d2 + β1,φj )/N) ∈ (0, β1,φj ] (by taking N large enough). If (4.3) holds, then

the assertion follows from Lemma 4.5 by taking f(r, t) = (r/φ−1(t))1/N .
When r ≤ φ−1(t), (4.3) holds trivially with c1 = ea1 . So it suffices to consider the case that

r ≥ φ−1(t). According to (4.1) and Lemma 4.4, for any t, ρ > 0 and x, y ∈M0,

p(t, x, y) ≤ c2

V (x, φ−1(t))

(
1 +

d(x, y)

φ−1(t)

)d2
exp

(
c2t

φ(ρ)
− c3d(x, y)

ρ

)
+

c2t

V (x, ρ)φj(ρ)
exp

(
c2t

φ(ρ)

)
.

Take α ∈ (d2/(d2 + β1,φj ), 1), and define

ρn := ρn(r, t) = 2nαr1−1/Nφ−1(t)1/N , n ∈ N ∪ {0}.

Since r ≥ φ−1(t), φ−1(t) ≤ ρn ≤ 2nαr for all n ∈ N ∪ {0}. In particular, t ≤ φ(ρn) for all
n ∈ N ∪ {0}. Thus, for any x ∈M0 and t, r > 0,∫

B(x,r)c
p(t, x, y)µ(dy) =

∞∑
n=0

∫
B(x,2n+1r)\B(x,2nr)

p(t, x, y)µ(dy)

≤ c2e
c2

V (x, φ−1(t))

∞∑
n=0

(
1 +

2n+1r

φ−1(t)

)d2
exp

(
−c32nr

ρn

)
V (x, 2n+1r)
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+ c2e
c2t

∞∑
n=0

V (x, 2n+1r)

V (x, ρn)φj(ρn)

=: I1 + I2.

On the one hand, by the definition of ρn and VD,

I1 =
c2e

c2

V (x, φ−1(t))

∞∑
n=0

(
1 +

2n+1r

φ−1(t)

)d2
exp

(
−c32n(1−α)

(
r

φ−1(t)

)1/N
)
V (x, 2n+1r)

≤ c4

∞∑
n=0

(
1 +

2n+1r

φ−1(t)

)2d2

exp

(
−c32n(1−α)

(
r

φ−1(t)

)1/N
)

≤ c5

∞∑
n=0

exp

(
−c3

2
2n(1−α)

(
r

φ−1(t)

)1/N
)
≤ c6 exp

(
−c7

(
r

φ−1(t)

)1/N
)
,

where in the second inequality we used the fact that there is a constant c8 > 0 such that for all
n ≥ 1 and s ≥ 1, (

1 + 2n+1s
)2d2 ≤ c8 exp

(c3

2
2n(1−α)s1/N

)
.

On the other hand, according to VD and (1.10),

I2 ≤ c9

∞∑
n=0

(
2nr

ρn

)d2 (φ−1
j (t)

ρn

)β1,φj

≤ c10

∞∑
n=0

2
n((1−α)d2−αβ1,φj )

(
φ−1
j (t)

r

)β1,φj−((d2+β1,φj )/N)

≤ c11

(
φ−1
j (t)

r

)η
,

where the first and the second inequalities follow from the facts that φ(t) ≤ φj(t) and so φ−1(t) ≥
φ−1
j (t), and in the last inequality we used η = β1,φj−((d2+β1,φj )/N) and α ∈ (d2/(d2+β1,φj ), 1).

Combining estimates for I1 and I2, we obtain (4.3). The proof is complete. �

Now, we give the

Proof of Proposition 4.6. The proof is split into two cases.
(1) We first consider the case that t ≥ 1. By UHKD(φ), we only need to check the case that

x, y ∈M0 and t ≥ 1 with d(x, y) ≥ φ−1
j (t). First, according to Lemma 4.7, there exist constants

a, c > 0 and N ∈ N such that for all x, y ∈M0 and t ≥ 1,

p(t, x, y) ≤ ct

V (x, d(x, y))φj(d(x, y))
+

c

V (x, φ−1
j (t))

exp

(
−ad(x, y)1/N

φ−1
j (t)1/N

)
.

Furthermore, we find by VD and (1.10) that

1

V (x, φ−1
j (t))

exp

(
−ad(x, y)1/N

φ−1
j (t)1/N

)
≤ c1

V (x, d(x, y))

(
d(x, y)

φ−1
j (t)

)d2
exp

(
−ad(x, y)1/N

φ−1
j (t)1/N

)

≤ c2

V (x, d(x, y))
exp

(
−a

2

d(x, y)1/N

φ−1
j (t)1/N

)
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≤ c3

V (x, d(x, y))

(
φ−1
j (t)

d(x, y)

)β2,φj
≤ c3t

V (x, d(x, y))φj(d(x, y))
, (4.4)

where in the second and the third inequalities we used the facts that

rd2 ≤ c4e
ar1/N/2 and e−ar

1/N/2 ≤ c5r
−β2,φj for r ≥ 1,

respectively. Hence for all x, y ∈M0 and t ≥ 1 with d(x, y) ≥ φ−1
j (t),

p(t, x, y) ≤ c6t

V (x, d(x, y))φj(d(x, y))
.

We claim that for any t ≥ 1 and x, y ∈M0 with d(x, y) ≥ φ−1
j (t),

1

V (x, φ−1
c (t))

exp

(
−c7

d(x, y)

φ̄−1
c (t/d(x, y))

)
≤ c11t

V (x, d(x, y))φj(d(x, y))
.

Indeed, since φc(t) ≥ φj(t) for all t ≥ 1, for any t ≥ 1 and x, y ∈M0 with d(x, y) ≥ φ−1
j (t),

1

V (x, φ−1
c (t))

exp

(
−c7

d(x, y)

φ̄−1
c (t/d(x, y))

)
≤ c8

V (x, d(x, y))

(
1 +

d(x, y)

φ−1
c (t)

)d2
exp

(
−c7

d(x, y)

φ̄−1
c (t/d(x, y))

)
≤ c8

V (x, d(x, y))

(
1 +

φc(d(x, y))

t

)d2/β1,φc
exp

(
−c9

(
φc(d(x, y))

t

)1/(β2,φc−1)
)

≤ c10

V (x, d(x, y))
exp

(
−c9

2

(
φc(d(x, y))

t

)1/(β2,φc−1)
)

≤ c10

V (x, d(x, y))
exp

(
−c9

2

(
φj(d(x, y))

t

)1/(β2,φc−1)
)

≤ c11t

V (x, d(x, y))φj(d(x, y))
,

where in the first inequality we used VD, the second inequality follows from (1.10), (1.12) and
(1.13), and in the third and the last inequalities we applied the following two inequalities

(1 + r)d2/β1,φc ≤ c12 exp
(c9

2
r1/(β2,φc−1)

)
, r ≥ 1

and
exp

(
−c9

2
r1/(β2,φc−1)

)
≤ c13r

−1, r ≥ 1,

respectively. This establishes UHK(φc, φj) for the case that t ≥ 1.
(2) We next consider the case of t ≤ 1. It suffices to consider the case when x, y ∈ M0 and

0 < t ≤ 1 with d(x, y) ≥ φ−1
c (t). By Lemma 4.5, it is enough to show that there exist constants

η ∈ (0, β1,φj ] and c1, c2 > 0 such that for any x ∈M0, 0 < t ≤ 1 and r > 0,∫
B(x,r)c

p(t, x, y)µ(dy) ≤ c1

(
φ−1
j (t)

r

)η
+ c1 exp

(
−c2

r

φ̄−1
c (t/r)

)
. (4.5)
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Indeed, by (4.5) and Lemma 4.5 with f(r, t) = r/φ̄−1
c (t/r), we have that for any x, y ∈M0 and

0 < t ≤ 1,

p(t, x, y) ≤ c3

(
t

V (x, d(x, y))φj(d(x, y))
+

1

V (x, φ−1
c (t))

exp

(
− c∗0d(x, y)

φ̄−1
c (t/d(x, y))

))
.

The desired assertion follows. In the following, we will prove (4.5). For this, we will consider
four different cases.

(i) If r ≤ C0φ
−1
c (t) for some constant C0 > 0 whose exact valued will be determined in the

step (ii) below, then by the non-decreasing property of φ̄c, (1.12) and (1.13),

exp

(
c2

r

φ̄−1
c (t/r)

)
≤ exp

(
c2

C0φ
−1
c (t)

φ̄−1
c (t/(C0φ

−1
c (t)))

)
≤ ec4 .

Hence, (4.5) holds trivially by taking c1 = ec4 .
(ii) Suppose that C0φ

−1
c (t) ≤ r ≤ r∗(t), where r∗(t) is to be determined later. For any

n ∈ N ∪ {0}, define

ρn = c∗2
nαφ̄−1

c

(
t

r

)
with d2/(d2 + β1,φj ) < α < 1, where c∗ is also determined later. Then by (4.1) and Lemma 4.4,
for any x, y ∈M0 with 2nr ≤ d(x, y) ≤ 2n+1r and 0 < t ≤ 1,

p(t, x, y) ≤ c1

V (x, φ−1
c (t))

(
1 +

2n+1r

φ−1
c (t)

)d2
exp

(
c1t

φ(ρn)
− c22nr

ρn

)
+

c1t

V (x, ρn)φj(ρn)
exp

(
c1t

φ(ρn)

)
≤ c3

V (x, φ−1
c (t))

(
1 +

2n+1r

φ−1
c (t)

)d2
exp

(
c1t

φc(ρn)
− c22nr

ρn

)
+

c3t

V (x, ρn)φj(ρn)
exp

(
c1t

φc(ρn)

)
,

where in the last inequality we used the fact that if ρn ≥ 1, then φ(ρn) = φj(ρn) ≥ φj(1) = 1 ≥ t
for all t ∈ (0, 1]. Hence, for any x ∈M0, 0 < t ≤ 1 and C0φ

−1
c (t) ≤ r ≤ r∗(t),∫

B(x,r)c
p(t, x, y)µ(dy)

=
∞∑
n=0

∫
B(x,2n+1r)\B(x,2nr)

p(t, x, y)µ(dy)

≤
∞∑
n=0

c4V (x, 2n+1r)

V (x, φ−1
c (t))

(
1 +

2n+1r

φ−1
c (t)

)d2
exp

(
c5t

c
β1,φc
∗ 2nαβ1,φcφc(φ̄

−1
c (t/r))

− c22n(1−α)r

c∗φ̄
−1
c (t/r)

)

+

∞∑
n=0

c4tV (x, 2n+1r)

V (x, ρn)φj(ρn)
exp

(
c5t

c
β1,φc
∗ 2nαβ1,φcφc(φ̄

−1
c (t/r))

)
=: I1 + I2,

where the inequality above follows from (1.10), and c1, · · · , c5 are independent of c∗. On the
one hand, by taking c∗ = (1 + (2c∗2c5/c2))1/(β1,φc−1) (with c∗2 being the constant c2 in (1.12)), we
find by VD and (1.12) that

I1 ≤c6

∞∑
n=0

(
2nr

φ−1
c (t)

)2d2

exp

(
−c72n(1−α) r

φ̄−1
c (t/r)

)
≤ c8 exp

(
−c9

r

φ̄−1
c (t/r)

)
.
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Here and in what follows, the constants will depend on c∗. On the other hand, according to VD
and (1.10) again,

I2 ≤ c10 exp

(
c11r

φ̄−1
c (t/r)

) ∞∑
n=0

(
2nr

ρn

)d2 φj(r)

φj(ρn)

t

φj(r)

≤ c12 exp

(
c11r

φ̄−1
c (t/r)

)(
r

φ̄−1
c (t/r)

)d2+β2,φj t

φj(r)

∞∑
n=0

2
n(d2−α(d2+β1,φj ))

≤ c13 exp

(
c14r

φ̄−1
c (t/r)

)
t

φj(r)
,

where in the last inequality we used the condition d2/(d2 + β1,φj ) < α < 1 and the fact that

r
d2+β2,φj ≤ c15e

r, r ≥ c16 > 0.

We note that the argument up to here is independent of the definition of r∗(t) and the choice
of the constant C0. Now, according to Lemma 4.8 below, we can find constants C0, c17 > 0 and
a unique r∗(t) ∈ (C0φ

−1
c (t),∞) such that

exp

(
2c14r

β1,φj φ̄
−1
c (t/r)

)
≤ c17r

φ−1
j (t)

, C0φ
−1
c (t) ≤ r ≤ r∗(t) (4.6)

and

exp

(
2c14r

β1,φj φ̄
−1
c (t/r)

)
≥ c17r

φ−1
j (t)

, r ≥ r∗(t),

as well as

exp

(
2c14r∗(t)

β1,φj φ̄
−1
c (t/r∗(t))

)
=
c17r∗(t)

φ−1
j (t)

. (4.7)

(Here, without loss of generality we may and do assume that 2c14 ≥ β1,φj .) Then due to (1.10)
again,

I2 ≤ c18

(
r

φ−1
j (t)

)β1,φj /2( t

φj(r)

)
≤ c19

(
φ−1
j (t)

r

)β1,φj /2
.

Putting I1 and I2 together, we obtain (4.5).
Next we estimate r∗(t) from above and below since they are needed in steps (iii) and (iv).

We first consider the lower bound for r∗(t). By (1.10), (1.12) and (1.13), we have

exp

(
2c14r

β1,φj φ̄
−1
c (t/r)

)
≤ exp

(
c20

(
r

φ−1
c (t)

)β2,φc/(β1,φc−1)
)
. (4.8)

Hence, (4.6) holds if

exp

(
c20

(
r

φ−1
c (t)

)β2,φc/(β1,φc−1)
)
≤ c17r

φ−1
j (t)

, C0φ
−1
c (t) ≤ r ≤ r∗(t);

namely,

log c17 + log
r

φ−1
c (t)

+ log
φ−1
c (t)

φ−1
j (t)

≥ c20

(
r

φ−1
c (t)

)β2,φc/(β1,φc−1)
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holds for all C0φ
−1
c (t) ≤ r ≤ r∗(t). Hence, we have

r∗(t) ≥ C1φ
−1
c (t) log(β1,φc−1)/β2,φc (φ−1

c (t)/φ−1
j (t))

for some constant C1 > 0 which is independent of t. For the upper bound of r∗(t), similar to
the argument for (4.8), we have

exp

(
2c14r

β1,φj φ̄
−1
c (t/r)

)
≥ exp

(
c21

(
r

φ−1
c (t)

)β1,φc/(β2,φc−1)
)
.

Hence, we have
r∗(t) ≤ C2φ

−1
c (t) log(β2,φc−1)/β1,φc (φ−1

c (t)/φ−1
j (t)),

where C2 > 0 is also independent of t.
(iii) Suppose that r ≥ r∗(t) := C3φ

−1
c (t) logN (φ−1

c (t)/φ−1
j (t)), where N ∈ N is given in

Lemma 4.7, and C3 > 0 is determined later. According to Lemma 4.7, there exist constants
a, c > 0 and N ∈ N such that for all x, y ∈M0 and 0 < t ≤ 1 with d(x, y) ≥ r∗(t),

p(t, x, y) ≤ ct

V (x, d(x, y))φj(d(x, y))
+

c

V (x, φ−1
c (t))

exp

(
−ad(x, y)1/N

φ−1
c (t)1/N

)

≤ ct

V (x, d(x, y))φj(d(x, y))
+

c1

V (x, d(x, y))

(
d(x, y)

φ−1
c (t)

)d2
exp

(
−ad(x, y)1/N

φ−1
c (t)1/N

)

≤ ct

V (x, d(x, y))φj(d(x, y))
+

c2

V (x, d(x, y))
exp

(
−a

2

d(x, y)1/N

φ−1
c (t)1/N

)
,

where in the second inequality we used VD and the last inequality follows from the fact that

rd2 ≤ c3e
ar1/N/2, r ≥ c4 > 0.

Without loss of generality, we may and do assume that N ≥ (β2,φc − 1)/β1,φc . In particular,
r∗(t) ≥ r∗(t) by the upper bond for r∗(t) mentioned at the end of step (ii) and also by choosing
C3 > 0 large enough in the definition of r∗(t) if necessary.

Next, suppose that there is a constant C3 > 0 in the definition of r∗(t) such that

exp

(
a

2

r1/N

φ−1
c (t)1/N

)
≥ c5φj(r)

t
, r ≥ r∗(t) (4.9)

holds for some c5 > 0. Then, for all x, y ∈M0 and 0 < t ≤ 1 with d(x, y) ≥ r∗(t), we have

p(t, x, y) ≤ c6t

V (x, d(x, y))φj(d(x, y))
.

Hence, by (1.10) and Lemma 2.1, for all x ∈M0, t ∈ (0, 1] and r ≥ r∗(t),

∫
B(x,r)c

p(t, x, y)µ(dy) ≤ c6

∫
B(x,r)c

t

V (x, d(x, y))φj(d(x, y))
µ(dy) ≤ c7t

φj(r)
≤ c8

(
φ−1
j (t)

r

)β1,φj
,

proving (4.5).

40



Finally, we verify that (4.9) indeed holds by using the idea of the argument for the lower
bound of r∗(t) in the end of step (ii). By (1.10),

c5φj(r)

t
≤ c9

(
r

φ−1
j (t)

)β2,φj
.

Hence (4.9) is a consequence of the following inequality

exp

(
a

2

r1/N

φ−1
c (t)1/N

)
≥ c9

(
r

φ−1
j (t)

)β2,φj
, r ≥ r∗(t);

that is,

a

2

(
r

φ−1
c (t)

)1/N

≥ log c9 + β2,φj log
r

φ−1
c (t)

+ β2,φj log
φ−1
c (t)

φ−1
j (t)

, r ≥ r∗(t).

The above inequality clearly is true by a suitable choice of C3 > 0 so that (4.9) holds true.
(iv) Let r ∈ [r∗(t), r

∗(t)]. For any x ∈ M0, 0 < t ≤ 1 and r ∈ [r∗(t), r
∗(t)], we find by the

conclusion in step (ii) that∫
B(x,r)c

p(t, x, y)µ(dy) ≤
∫
B(x,r∗(t))c

p(t, x, y)µ(dy)

≤ c1

(
φ−1
j (t)

r∗(t)

)β1,φj /2
+ c1 exp

(
−c2

r∗(t)

φ̄−1
c (t/r∗(t))

)
=: I1 + I2.

It follows from r∗(t) ≥ C1φ
−1
c (t) log(β1,φc−1)/β2,φc (φ−1

c (t)/φ−1
j (t)) and φ−1

j (t) ≤ φ−1
c (t) that

I1 ≤ c3

(
φ−1
j (t)

φ−1
c (t) log(β1,φc−1)/β2,φc (φ−1

c (t)/φ−1
j (t))

)β1,φj /2

≤ c3

(
φ−1
j (t)

φ−1
c (t) logN (φ−1

c (t)/φ−1
j (t))

)((β1,φc−1)β1,φj )/(2Nβ2,φc )

≤ c4

(
φ−1
j (t)

r

)((β1,φc−1)β1,φj )/(2Nβ2,φc )

.

On the other hand, without loss of generality we may and do assume that c2 ∈ (0, 1) in the
term I2. By (4.7) and the fact that we can assume in (4.7) that 2c14 ≥ β1,φj , there is a constant
θ ∈ (0, 1) such that

I2 ≤ c5

(
φ−1
j (t)

r∗(t)

)θ
≤ c6

(
φ−1
j (t)

φ−1
c (t) log(β1,φc−1)/β2,φc (φ−1

c (t)/φ−1
j (t))

)θ

≤ c7

(
φ−1
j (t)

φ−1
c (t) logN (φ−1

c (t)/φ−1
j (t))

)(θ(β1,φc−1))/(Nβ2,φc )

≤ c8

(
φ−1
j (t)

r

)(θ(β1,φc−1))/(Nβ2,φc )

.

Combining all the estimates above, we get (4.5) with

η = min{((β1,φc − 1)β1,φj )/(2Nβ2,φc), (θ(β1,φc − 1))/(Nβ2,φc)}.

This completes the proof. �

The following lemma has been used in the proof above.

41



Lemma 4.8. For any C∗ > 0, there exist constants C0, C
∗ > 0 such that

(i) for any t ∈ (0, 1] and r ≥ C0φ
−1
c (t), the function

r 7→ F1,t(r) :=
exp

(
C∗r/φ̄

−1
c (t/r)

)
r/φ̄−1

c (t/r)

is strictly increasing.

(ii) for any t ∈ (0, 1], there is a unique r∗(t) ∈ (C0φ
−1
c (t),∞) such that F1,t(r∗(t)) = F2,t(r∗(t)),

F1,t(r) < F2,t(r), r ∈ (C0φ
−1
c (t), r∗(t))

and
F1,t(r) > F2,t(r), r ∈ (r∗(t),∞),

where

F2,t(r) =
C∗φ̄−1

c (t/r)

φ−1
j (t)

.

Proof. (i) We know from (1.10) and (1.13) that, if r ≥ C0φ
−1
c (t) with C0 large enough, then

r

φ̄−1
c (t/r)

≥ c1

(
φc(r)

t

)1/(β2,φc−1)

≥ c2

(
r

φ−1
c (t)

)β1,φc/(β2,φc−1)

≥ c2C
β1,φc/(β2,φc−1)
0 ,

where the constants c1 and c2 are independent of C0. Note further that the function r 7→
r/φ̄−1

c (t/r) is strictly increasing due to the strictly increasing property of the function φ̄c(r) on
R+. Then the first required assertion follows from the fact that the function s 7→ s−1eC∗s is

strictly increasing on [c2C
β1,φc/(β2,φc−1)
0 ,∞), by choosing C0 (depending on C∗) large enough.

(ii) We fix t ∈ (0, 1]. As seen from (i) and its proof that the function F1,t(r) is strictly
increasing on [C0φ

−1
c (t),∞) with F1,t(∞) =∞. On the other hand, due to the strictly increasing

property of the function φ̄c(r) on R+ and (1.13), we know that the function F2,t(r) is strictly

decreasing on [C0φ
−1
c (t),∞) with F2,t(C0φ

−1
c (t)) = C∗φ̄−1

c (t/(C0φ
−1
c (t)))

φ−1
j (t)

and F2,t(∞) = 0.

Furthermore, according to (1.10) and (1.13) again, we can obtain that F1,t(C0φ
−1
c (t)) ≤ c3

and

F2,t(C0φ
−1
c (t)) =

C∗φ̄−1
c (t/(C0φ

−1
c (t)))

φ−1
j (t)

≥ C∗φ̄−1
c (t/(C0φ

−1
c (t))) ≥ C∗c4,

where c3, c4 are independent of C∗.
Combining with both conclusions above and taking C∗ = 2c3/c4, we then prove the second

desired assertion. �

Remark 4.9. Assume that VD, (1.10), UHKD(φ), Jφ,≤ and Eφ hold. By considering the cases
of d(x, y) ≤ φ−1(t) and d(x, y) ≥ φ−1(t) separately and using similar argument as those for
Lemma 4.7 for the second case, we have

1

V (x, φ−1(t))
exp

(
−ad(x, y)1/N

φ−1(t)1/N

)
≤ c1

(
1

V (x, φ−1(t))
∧ t

V (x, d(x, y))φ(d(x, y))

)
.
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Thus it follows from Lemma 4.7 and UHKD(φ) that

p(t, x, y) ≤ c2

(
1

V (x, φ−1(t))
∧ t

V (x, d(x, y))φ(d(x, y))

)
. (4.10)

Clearly, compared with UHK(φc, φj), (4.10) is far from the optimality. However, inequality
(4.10) is useful in the derivation of characterizations of parabolic Harnack inequalities in the
next section. For our later use, we say UHKweak(φ) holds if the heat kernel satisfies the upper
bound estimates (4.10).

Proof of Theorem 1.14. The (ii) =⇒ (i) part follows from Theorem 4.6 and Proposition
3.2(ii). By Propositions 3.1, 3.3 and 3.5, we get (i) =⇒ (iii). Clearly (iii) =⇒ (iv) by Proposition
2.5, while (iv) =⇒ (ii) follows from Propositions 4.2 and 4.3. This proves the theorem. �

5 Characterizations of two-sided heat kernel estimates

In this section, we will establish stable characterizations of two-sided heat kernel estimates.
Since we have obtained characterizations for UHK(φc, φj) in Theorem 1.14, we will mainly
be concerned with lower bound estimates for heat kernel in this section. We first need some
definitions.

Definition 5.1. (i) We say that the parabolic Hölder regularity (PHR(φ)) holds for the Markov
process X if there exist constants c > 0, θ ∈ (0, 1] and ε ∈ (0, 1) such that for every x0 ∈M ,
t0 ≥ 0, r > 0 and for every bounded measurable function u = u(t, x) that is caloric in
Q(t0, x0, φ(r), r), there is a properly exceptional set Nu ⊃ N so that

|u(s, x)− u(t, y)| ≤ c
(
φ−1(|s− t|) + d(x, y)

r

)θ
ess sup [t0,t0+φ(r)]×M |u| (5.1)

for every s, t ∈ (t0 + φ(r)− φ(εr), t0 + φ(r)) and x, y ∈ B(x0, εr) \ Nu.

(ii) We say that the elliptic Hölder regularity (EHR) holds for the process X, if there exist
constants c > 0, θ ∈ (0, 1] and ε ∈ (0, 1) such that for every x0 ∈ M , r > 0 and for every
bounded measurable function u on M that is harmonic in B(x0, r), there is a properly
exceptional set Nu ⊃ N so that

|u(x)− u(y)| ≤ c
(
d(x, y)

r

)θ
ess supM |u| (5.2)

for any x, y ∈ B(x0, εr) \ Nu.

Clearly PHR(φ) =⇒ EHR. Note that in the definition of PHR(φ) (resp. EHR) if the
inequality (5.1) (resp. (5.2)) holds for some ε ∈ (0, 1), then it holds for all ε ∈ (0, 1) (with
possibly different constant c). We take EHR for example. For every x0 ∈ M and r > 0, let u
be a bounded function on M such that it is harmonic in B(x0, r). Then for any ε′ ∈ (0, 1) and
x ∈ B(x0, ε

′r) \ Nu, u is harmonic on B(x, (1 − ε′)r). Applying (5.2) for u on B(x, (1 − ε′)r)),
we find that for any y ∈ B(x0, ε

′r) \ Nu with d(x, y) ≤ (1− ε′)εr,

|u(x)− u(y)| ≤ c
(
d(x, y)

r

)θ
ess sup z∈M |u(z)|.

This implies that for any x, y ∈ B(x0, ε
′r) \ Nu, (5.2) holds with c′ = c ∨ 2

[(1−ε′)ε]θ .
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5.1 PI(φ) + Jφj + CS(φ) =⇒ HK−(φc, φj)

Proposition 5.2. Let Br = B(x0, r) for some x0 ∈ M and r > 0. Assume that u ∈ FBRloc is a
bounded and superharmonic function in a ball BR such that u ≥ 0 on BR. If VD, (1.10), CS(φ)
and Jφ,≤ hold, then for any l > 0 and 0 < 2r ≤ R,∫

Br

dΓc(log(u+ l), log(u+ l)) +

∫
Br×Br

[
log
(u(x) + l

u(y) + l

)]2

J(dx, dy)

≤ c1V (x0, r)

φ(r)

(
1 +

φ(r)

φ(R)

Tailφ (u−;x0, R)

l

)
,

where Tailφ (u−;x0, R) is the nonlocal tail of u− with respect to φ(r) in B(x0, R) defined as (2.9),
and c1 is a constant independent of u, x0, r, R and l.

Proof. For pure jump Dirichlet forms, a similar statement is given in [CKW2, Proposition
4.11]. In the present setting, we need to take into account on Dirichlet forms with both local
and non-local terms. According to CS(φ), Jφ,≤ and Proposition 2.8, we can choose ϕ ∈ FB3r/2

related to Cap(Br, B3r/2) so that

E(ϕ,ϕ) ≤ 2Cap(Br, B3r/2) ≤ c1V (x0, r)

φ(r)
. (5.3)

Let u be a bounded superharmonic function in a ball BR. As ϕ2

u+l ∈ F
B3r/2 for any l > 0,

E
(
u,

ϕ2

u+ l

)
≥ 0. (5.4)

By the proof of [CKW2, Proposition 4.11],

E(j)

(
u,

ϕ2

u+ l

)
≤E(j)(ϕ,ϕ) +

c2V (x0, r)

φ(R)l
Tailφ (u−;x0, R)−

∫
Br×Br

[
log
(u(x) + l

u(y) + l

)]2

J(dx, dy).

That is,∫
Br×Br

[
log
(u(x) + l

u(y) + l

)]2

J(dx, dy) ≤E(j)(ϕ,ϕ) +
c2V (x0, r)

φ(R)l
Tail (u−;x0, R)− E(j)

(
u,

ϕ2

u+ l

)
.

On the other hand, by the Leibniz and chain rules and the Cauchy-Schwarz inequality (2.1),∫
ϕ2 dΓc(log(u+ l), log(u+ l))

= −
∫
ϕ2 dΓc

(
u+ l,

1

u+ l

)
= −

∫
ϕ2 dΓc

(
u,

1

u+ l

)
= −

∫
dΓc

(
u,

ϕ2

u+ l

)
+ 2

∫
ϕ

u+ l
dΓc(u, ϕ)

≤ −
∫
dΓc

(
u,

ϕ2

u+ l

)
+ 2

∫
dΓc(ϕ,ϕ) +

1

2

∫
ϕ2

(u+ l)2
dΓc(u, u)

= −
∫
dΓc

(
u,

ϕ2

u+ l

)
+ 2

∫
dΓc(ϕ,ϕ) +

1

2

∫
ϕ2 dΓc(log(u+ 1), log(u+ 1)).
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Namely, ∫
ϕ2 dΓc(log(u+ l), log(u+ l)) ≤ −2

∫
dΓc

(
u,

ϕ2

u+ l

)
+ 4

∫
dΓc(ϕ,ϕ).

Hence, ∫
Br

dΓc(log(u+ l), log(u+ l)) ≤ 4E(c)(ϕ,ϕ)− 2E(c)

(
u,

ϕ2

u+ l

)
.

Putting both estimates together, we conclude that∫
Br

dΓc(log(u+ l), log(u+ l)) +

∫
Br×Br

[
log
(u(x) + l

u(y) + l

)]2

J(dx, dy)

≤
∫
Br

dΓc(log(u+ l), log(u+ l)) + 2

∫
Br×Br

[
log
(u(x) + l

u(y) + l

)]2

J(dx, dy)

≤ 2E(j)(ϕ,ϕ) + 4E(c)(ϕ,ϕ) +
2c2V (x0, r)

φ(R)l
Tailφ (u−;x0, R)− 2E

(
u,

ϕ2

u+ l

)
≤ 4E(ϕ,ϕ) +

2c2V (x0, r)

φ(R)l
Tailφ (u−;x0, R)− 2E

(
u,

ϕ2

u+ l

)
≤ c5V (x0, r)

φ(r)

(
1 +

φ(r)

φ(R)

Tailφ (u−;x0, R)

l

)
,

where in the last inequality we used (5.3) and (5.4). The proof is complete. �

With Proposition 5.2, we can follow the arguments for [CKW2, Corollary 4.12 and Propisition
4.13] to obtain the following.

Proposition 5.3. Assume VD, RVD and (1.10). Then

PI(φ) + Jφ,≤ + CS(φ) =⇒ EHR.

Proposition 5.4. If VD, RVD, (1.10), PI(φ), Jφ,≤ and CS(φ) hold, then we have NDL(φ).

Proof. It follows from Proposition 4.2 that under VD, RVD and (1.10),

PI(φ) + Jφ,≤ + CS(φ) =⇒ Eφ,

where we also used the fact that PI(φ) implies FK(φ) by Proposition 3.1. With this and Propo-
sition 5.3, the desired assertion essentially follows from the proof of [CKW2, Proposition 4.9].
�

The following proposition establishes the (v) =⇒ (i) part in Theorem 1.13.

Proposition 5.5. Suppose VD, RVD, (1.10), PI(φ), Jφj and CS(φ) hold. Then we have
HK−(φc, φj).
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Proof. According to Proposition 5.4, we have NDL(φ). In particular, for any x, y ∈ M0 and
t > 0 with d(x, y) ≤ c0φ

−1(t) for some constant c0 > 0,

p(t, x, y) ≥ c1

V (x, φ−1(t))
.

On the other hand, under our assumptions, we can get from the arguments in step (ii) for the
proof of [CKW1, Proposition 5.4] that for all x, y ∈M0 and t > 0 with d(x, y) ≥ c0φ

−1(t),

p(t, x, y) ≥ c2t

V (x, d(x, y))φj(d(x, y))
.

This establishes the heat kernel lower bound (1.31) for HK−(φc, φj). The upper bound of
HK−(φc, φj) follows from Proposition 3.1 and the equivalence between (i) and (iv) of Theorem
1.14. �

5.2 From HK−(φc, φj) to HK(φc, φj)

To consider HK(φc, φj), we assume in addition that (M,d, µ) is connected and satisfies the
chain condition (see the end of Remark 1.12 (i)). We emphasize that the results in the previous
sections hold true without this additional assumption on the state space (M,d, µ).

Proposition 5.6. Suppose that (M,d, µ) is connected and satisfies the chain condition. Under
VD and (1.10), HK−(φc, φj) implies HK(φc, φj). In particular, if VD, RVD, (1.10), PI(φ), Jφj
and CS(φ) hold, then so does HK(φc, φj).

Proof. By HK−(φc, φj) and (1.27), we only need to verify the case that t ∈ (0, 1] and x, y ∈M0

with d(x, y) ≥ c0φ
−1
c (t) for some constant c0 > 0. The proof is based on the standard chaining

argument, e.g. see the proof of [BGK, Proposition 5.2(i)].
First we assume HK−(φc, φj) holds. Then, by Remark 1.12(ii), NL(φ) holds. Furthermore,

in view of Remark 1.12(iii), it suffices to consider the case that t ∈ [0, 1]. Now, fix t ∈ (0, 1]
and x, y ∈ M0. Let r = d(x, y). Since the space (M,d, µ) satisfies the chain condition, there
exists a constant C > 0 such that, for any x, y ∈ M and for any n ∈ N, there exists a sequence
{xi}ni=0 ⊂M such that x0 = x, xn = y and d(xi, xi+1) ≤ Cd(x, y)/n for all i = 0, 1, · · · , n−1. In
the following, we set n = m := m(t, r), where m(t, r) is defined by (1.24). Define rn = Cr/(3n).
In particular, by (1.25), (1.12) and (1.10), rn � φ−1

c (t/n). By NL(φ), for all zi ∈ B(xi, rn) and
0 ≤ i ≤ n+ 1,

p(t/n, zi, zi+1) ≥ c1

V (zi, φ
−1
c (t/n))

.

Hence,

p(t, x, y)

≥
∫
B(z1,rn)

p(t/n, x, z1)µ(dz1)

∫
B(z2,rn)

p(t/n, z1, z2)µ(dz2) · · ·
∫
B(zn−1,rn)

p(t/n, zn−1, y)µ(dzn−1)

≥ c2

V (x, φ−1
c (t/n))

cn3 ≥
c4

V (x, φ−1
c (t))

nd1/β2,φc cn3 ≥
c5

V (x, φ−1
c (t))

cn6 ,

where the constants c3, c6 ∈ (0, 1), and in the third inequality we used VD and (1.10). That is,
we arrive at a lower bound of p(t, x, y) with the form given in (1.23), thanks to VD and (1.10)
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again. This gives HK(φc, φj) and hence the first assertion of this theorem. The last assertion
follows from the first one, Proposition 5.4 and the fact that NDL(φ) implies NL(φ). �

We need the following simple lemma for the proof of Theorem 1.13, which holds without the
connectedness and the chain condition on the state space (M,d, µ).

Lemma 5.7. Under VD and (1.10), UHK(φc, φj) and NL(φ) together imply NDL(φ).

Proof. We will use the ideas of the argument in [BGK, Subsection 4.1] and the proof of
[BBK2, Lemma 3.2]. By carefully checking these proofs, to obtain the required assertion we
only need to verify that for any x ∈M0, t > 0 and r > 0 with r � φ−1(t),

sup
0≤s≤t

sup
y∈B(x,r),z∈B(x,2r)c

p(s, y, z) ≤ c1

V (x, φ−1(t))
.

According to VD, (1.10) and UHK(φc, φj), for any x ∈ M0, t ≥ 1 and r > 0 with r �
φ−1(t) = φ−1

j (t),

sup
0≤s≤t

sup
y∈B(x,r),z∈B(x,2r)c

p(s, y, z) ≤ sup
y∈B(x,r)

c2t

V (y, r)φj(r)
≤ c3

V (x, r)
≤ c4

V (x, φ−1(t))
.

On the other hand, also by VD, (1.10) and UHK(φc, φj), for any x ∈ M0, t ∈ (0, 1] and r > 0
with r � φ−1(t) = φ−1

c (t),

sup
0≤s≤t

sup
y∈B(x,r),z∈B(x,2r)c

p(s, y, z)

≤ sup
y∈B(x,r)

c5t

V (y, r)φj(r)
+ sup

0≤s≤t
sup

y∈B(x,r)

c5

V (y, φ−1
c (s))

exp

(
−c6

r

φ̄c(s/r)

)
≤ c7t

V (x, r)φc(r)
+

c7

V (x, φ−1
c (t))

sup
0≤s≤c∗φc(r)

(
r

φ−1
c (s)

)d2
exp

(
−c6

r

φ̄−1
c (s/r)

)

≤ c7t

V (x, r)φc(r)
+

c8

V (x, φ−1
c (t))

sup
0≤s≤c∗φc(r)

(
φc(r)

s

)d2/β1,φc
exp

(
−c9

(
φc(r)

s

)1/(β2,φc−1)
)

≤ c7t

V (x, r)φc(r)
+

c10

V (x, φ−1
c (t))

sup
0≤s≤c∗φc(r)

exp

(
−c11

(
φc(r)

s

)1/(β2,φc−1)
)

≤ c12

V (x, φ−1
c (t))

,

where in the second inequality we used the fact that φc(r) ≤ c0φj(r) for all r ∈ (0, r0] and some
r0 > 0, in the third inequality we applied (1.12) and (1.13), and the fourth inequality follows
from the following elementary inequality:

rd2/β1,φc ≤ c13 exp
(c9

2
r1/(β2,φc−1)

)
, r ≥ c14 > 0.

Combining both conclusions above, we get the desired conclusion. �
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We are now in a position to give the

Proof of Theorem 1.13. It is obvious that (i) =⇒ (ii), thanks to Proposition 3.3. (ii) =⇒ (iii)
follows from Lemma 5.7. By Proposition 4.1, under VD and (1.10), NDL(φ) implies PI(φ),
and NDL(φ) also implies Eφ under the additional assumption RVD. With these at hand, we
have (iii) =⇒ (iv) by the (ii) =⇒ (iii) part of Theorem 1.14 and Proposition 3.5. (iv) =⇒ (v)
has been proved in Proposition 2.5. Furthermore, by Proposition 5.5, (v) =⇒ (i). When the
space (M,d, µ) is connected and satisfies the chain condition, (v) =⇒ (vi) has been proven in
Proposition 5.6. Clearly, (vi) =⇒ (i). This completes the proof of the theorem. �

6 Characterizations of parabolic Harnack inequalities

The goal of this section is to present three different characterizations of parabolic Harnack
inequalities, see Theorems 6.3, 6.4 and 6.5.

By the arguments in [CKW2, Section 3.1], we have the following consequences of PHI(φ).
Note that, though [CKW2] is concerned with pure jump non-local Dirichlet forms, the arguments
in [CKW2, Section 3.1] works for general symmetric Dirichlet forms (E ,F) under the present
setting.

Proposition 6.1. Assume that VD, (1.10) and PHI(φ) hold. Then UHKD(φ) and NDL(φ), as
well as UJS, hold true. Consequently, PI(φ) and Eφ,≥ hold, and X := {Xt}t≥0 is conservative.
If furthermore RVD is satisfied, then we also have FK(φ) and Eφ,≤ (and so Eφ).

Proof. See [CKW2, Propositions 3.1, 3.2, 3.5 and 3.6] for the proof. �

We point out that PHI(φ) alone can not guarantee Jφj ,≤. Indeed, following the argument of
[CKW2, Corollary 3.4], under VD, (1.10), UJS and NDL(φ), since φ(r) ≤ φj(r) for all r > 0, we
can only obtain Jφ,≤, which is weaker than Jφj ,≤. See Example 7.1 for a concrete counterexample.
In spite of this, we still have the following statement.

Proposition 6.2. Assume that VD, (1.10), NDL(φ), Eφ,≤ and Jφ,≤ hold. For every δ ∈ (0, 1),
there exist positive constants C > 0 and γ ∈ (0, 1], where γ is independent of δ, so that for any
bounded caloric function u in Q(t0, x0, φ(r), r), there is a properly exceptional set Nu ⊃ N such
that

|u(s, x)− u(t, y)| ≤ C
(
φ−1(|s− t|) + d(x, y)

r

)γ
ess sup [t0,t0+φ(r)]×M |u|

for every s, t ∈ (t0 + φ(r) − φ(δr), t0 + φ(r)) and x, y ∈ B(x0, δr) \ Nu. In other words, under
VD and (1.10), NDL(φ) + Eφ,≤ + Jφ,≤ imply PHR(φ) and EHR. In particular, PHI(φ) implies
PHR(φ) and EHR.

Proof. The proof is the same as that of [CKW2, Proposition 3.8], so it is omitted. �

We next present characterizations of PHI(φ). Recall that in Remark 4.9 upper bound esti-
mate (4.10) of the heat kernel p(t, x, y) is named by UHKweak(φ).

Theorem 6.3. Assume that µ and φ satisfy VD, RVD and (1.10) respectively. Then the fol-
lowing holds

PHI(φ)⇐⇒ UHKweak(φ) + NDL(φ) + UJS.
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Proof. According to Proposition 6.1, we have the assertion that

PHI(φ) =⇒ UHKD(φ) + NDL(φ) + UJS + Eφ + Jφ,≤,

where we note that RVD is only used to prove PHI(φ) =⇒ Eφ,≤. Then by Remark 4.9, we get

PHI(φ) =⇒ UHKweak(φ) + NDL(φ) + UJS.

For UHKweak(φ) + NDL(φ) + UJS =⇒ PHI(φ), we can follow most of the arguments in
[CKW2, Subsection 4.1]. One different point is that in the proof of [CKW2, Lemma 4.1] (see the
arXiv version of the paper [CKW2]), we need to verify that under VD and (1.10), UHKweak(φ)
implies the following: for any x, y ∈M0 and t > 0 with d(x, y) � φ−1(t),

p(t, x, y) ≤ c1

V (x, φ−1(t))
.

Yet, this inequality is a direct consequence of (4.10). The proof is complete. �

The next characterization of PHI(φ) involves the property of exit times Eφ.

Theorem 6.4. Assume that µ and φ satisfy VD, RVD and (1.10) respectively. Then the fol-
lowing hold

PHI(φ)⇐⇒ PHR(φ) + Eφ + UJS + Jφ,≤

⇐⇒ EHR + Eφ + UJS + Jφ,≤.

Proof. According to Propositions 6.2 and 6.1, we have

PHI(φ) =⇒ PHR(φ) + Eφ + UJS + Jφ,≤ =⇒ EHR + Eφ + UJS + Jφ,≤.

For EHR + Eφ+ UJS + Jφ,≤ =⇒ PHI(φ), we mainly follow the arguments in [CKW2, Subsection
4.2]. In particular, the proof of [CKW2, Proposition 4.9] yields that EHR together with Eφ
imply NDL(φ). Then according to the argument of [CKW2, Proposition 3.5], FK(φ) holds,
thanks to RVD. By Proposition 4.3, under FK(φ), Eφ and Jφ,≤, UHKD(φ) holds true. This
along with Remark 4.9 yields that UHKweak(φ) holds. Combining all these with Theorem 6.3,
we have

EHR + Eφ + UJS + Jφ,≤ =⇒ PHI(φ).

The proof is complete. �

Finally, we turn to the stable analytic characterization of PHI(φ).

Theorem 6.5. Assume that µ and φ satisfy VD, RVD and (1.10) respectively. Then the fol-
lowing hold

PHI(φ)⇐⇒ PI(φ) + Jφ,≤ + Gcap(φ) + UJS

⇐⇒ PI(φ) + Jφ,≤ + CS(φ) + UJS.

49



Proof. By Proposition 4.2, Theorem 6.4 and Proposition 5.3,

PI(φ) + Jφ,≤ + CS(φ) + UJS =⇒ PHI(φ),

where we used Proposition 3.1 that PI(φ) implies FK(φ) under the additional assumption RVD.
It follows from Proposition 2.5 that

PI(φ) + Jφ,≤ + Gcap(φ) + UJS =⇒ PI(φ) + Jφ,≤ + CS(φ) + UJS.

Finally, according to Proposition 6.1 and Theorem 6.3, we have

PHI(φ) =⇒ NDL(φ) + UJS + Eφ + Jφ,≤ + UHKweak(φ).

This in particular implies that the Dirichlet form (E ,F) is conservative by Proposition 3.2(ii).
Furthermore, by the argument of [CKW2, Proposition 3.5], NDL(φ) =⇒ PI(φ). We note that,
from the proof of Lemma 3.4, we can see that UHKweak(φ) along with the fact (E ,F) is con-
servative implies EPφ,≤, which in turn gives us Gcap(φ) by Proposition 2.4. Thus, we prove
that

PHI(φ) =⇒ PI(φ) + Jφ,≤ + Gcap(φ) + UJS.

The proof is complete. �

Proof of Theorem 1.17. As noted earlier, the equivalence between (i) and (ii) of Theorem
1.17 has been proved in Theorem 6.3, while the equivalence between (i), (iii) and (iv) has been
established in Theorem 6.4. The equivalence between (i), (v) and (vi) follows from Theorem 6.3,
Theorem 6.4 and Theorem 6.5. The last assertion of Theorem 1.17 follows from the equivalence
between (i) and (v) of Theorem 1.17 and from Theorem 1.13. �

7 Examples/Applications

In this section, we give some examples/applications of our results.

Example 7.1. (PHI(φ) alone does not imply Jφj ,≤) Let M = Rd, and

J(x, y) �

{
1

|x−y|d+α |x− y| ≤ 1;
1

|x−y|d+β |x− y| ≥ 1,

where α, β ∈ (0, 2). We consider the following regular Dirichlet form

E(f, g) =

∫
Rd
∇f(x) ·A(x)∇g(x) dx+

∫∫
Rd×Rd

(f(x)− f(y))(g(x)− g(y))J(x, y) dx dy

and F = C1(Rd)
E1

, where A(x) is a measurable d × d matrix-valued function on Rd that is
uniformly elliptic and bounded. It has been proven in [CK3, Theorem 1.4] that HK(φc, φj)
holds with φc(r) = r2 and φj(r) = rα1{r≤1} + rβ1{r≥1}. Hence by (1.36), PHI(φ) holds with

φ(r) = φc(r) ∧ φi(r) = rβ ∧ r2.

Since PHI(φ) holds regardless of the choice of α ∈ (0, 2), PHI(φ) alone can not imply the upper
bound of the jumping kernel.
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Example 1.1 (continued) Here we provide proof of Example 1.1.
First, consider a reflected Brownian motion {Bt}t≥0 on U . It is known that its heat ker-

nel enjoys Aronson-type Gaussian bounds, see for instance [GSC, Theorem 2.31]. (In fact, as
discussed in [GSC, Theorem 2.31], similar results hold for reflected Brownian motions on in-
ner uniform domains in Harnack-type Dirichlet spaces, so the results in this example can be
extended to that framework.) In particular, according to [GSC, Theorem 2.31], we know that
the following Poincaré inequality for the strongly local part of (E ,W 1,2(U)) given by (1.6), i.e.,
there exist constants C1 > 0 and κ1 ≥ 1 such that for any ball Br := B(x, r) with x ∈ U and
r > 0 and for any f ∈W 1,2(U) ∩Bb(U),∫

Br

(f − fBr)
2 dµ ≤ C1r

2

(∫
Bκ1r

∇f(z) ·A(z)∇f(z) dz

)
.

On the other hand, for (E ,W 1,2(U)) given by (1.6), it is obvious that condition Jφj holds with
φj(r) = rα, which in turn yields that there exist constants C2 > 0 and κ2 ≥ 1 such that for any
ball Br = B(x, r) with x ∈ U and r > 0 and for any f ∈W 1,2(U) ∩Bb(U),∫

Br

(f − fBr)
2 dµ ≤ C2r

α

(∫
Bκ2r

∫
Bκ2r

(f(y)− f(z))2

d(y, z)d+α
c(y, z) dy dz

)
.

Hence, we have, for any ball Br = B(x, r) with x ∈ U and r > 0 and for any f ∈W 1,2(U)∩Bb(U),∫
Br

(f − fBr)
2 dµ

≤ C0(r2 ∧ rα)

(∫
Bκ0r

∇f(z) ·A(z)∇f(z) dz +

∫
Bκ0r

∫
Bκ0r

(f(y)− f(z))2

d(y, z)d+α
c(y, z) dy dz

)

with C0 = C1 ∨ C2 and κ0 = κ1 ∨ κ2. That is, PI(φ) holds with φ(r) = r2 ∧ rα. Note further
that, in the present setting CS(φ) holds trivially, as mentioned in Remark 1.7 (iii). Therefore,
it immediately follows from our stability theorem (Theorem 1.13) that the heat kernel for the
Dirichlet form (1.6) enjoys the estimates HK(φc, φj), hence PHI(φ) as well.

An alternative way to prove Example 1.1 is to use subordination of Brownian motion and
use the transferring method to be discussed below.

The stability results in Theorems 1.13, 1.14 and 1.17 allow us to obtain heat kernel estimates
and parabolic Harnack inequalities for a large class of symmetric diffusions with jumps using
“transferring method”; that is, by first establishing heat kernel estimates and parabolic Harnack
inequalities for a particular diffusion with jumps with nice jumping kernel J(x, y), we then use
Theorems 1.13, 1.14 and 1.17 to obtain heat kernel estimates and parabolic Harnack inequalities
for other symmetric jump processes whose strongly local parts along the diagonal are comparable
to that of the original process and whose jumping kernels are comparable to J(x, y). Examples
for the pure jump case have been given in [CKW1, Section 6.1] and [CKW2, Section 5].

In the following, we illustrate this method for symmetric Dirichlet forms (1.1) on a d-sets M
on which there exists a diffusion whose heat kernel enjoys (sub-)Gaussian estimates as in (7.1).

Example 7.2. (Diffusion with jumps on d-set.) Let (M,d, µ) be an Alfhors d-regular
set. Suppose that there is a µ-symmetric diffusion {Zt; t ≥ 0;Px, x ∈ M} on M such that it
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has a transition density function q(t, x, y) with respect to the measure µ that has the following
two-sided estimates:

q(t, x, y) � t−d/β exp

(
−
(
d(x, y)β

t

)1/(β−1)
)
, t > 0, x, y ∈M (7.1)

for some β ≥ 2. Denote by (Ē , F̄) the corresponding Dirichlet form. A prototype is a Brownian
motion on the D-dimensional unbounded Sierpiński gasket; see for instance [BP]. In this case,
d = log(D + 1)/ log 2 is the Hausdorff dimension of the gasket, and β = log(D + 3)/ log 2 is
called the walk dimension in (7.1).

Take any α ∈ (0, β), and a symmetric strongly local regular Dirichlet form (E(c), F̄) in
L2(M ;µ) with the property that E(c)(f, f) � Ē(f, f) for all f ∈ F̄ . Consider the following
regular Dirichlet form (E , F̄) in L2(M ;µ) defined by

E(u, v) = E(c)(u, v) +

∫
M

∫
M

(u(x)− u(y))(v(x)− v(y))
c(x, y)

d(x, y)d+α
µ(dx)µ(dy), (7.2)

where c(·, ·) is a symmetric measurable function on M×M that is bounded between two positive
constants. Define φc(r) = rβ, φj(r) = rα and φ(r) = φc(r) ∧ φj(r) = rβ ∧ rα. We claim that
(E , F̄) enjoys HK(φc, φj) and PHI(φ).

Below we prove this using subordination and the transferring method. First, let {ξt}t≥0

be a γ-stable subordinator with non-zero drift, independent of {Zt}t≥0, such that its Laplace
exponent φ̄ is given by

E[exp(−λξt)] = exp(−tφ̄(λ)), λ, t > 0 (7.3)

with φ̄(λ) = λ+λγ for γ := α/β ∈ (0, 1). The process {Xt}t≥0 defined by Xt = Zξt for any t ≥ 0
is called a γ-stable subordinated process with drift. Let {ηt(u) : t > 0, u ≥ 0} be the transition
density of {ξt}t≥0, and ν(z) be the Lévy density of {ξt}t≥0. Let p(t, x, y) be the heat kernel of
{Xt}t≥0, and J(x, y) be the jumping density of {Xt}t≥0. Then, it is known that

p(t, x, y) =

∫ ∞
0

q(u, x, y)ηt(u) du, t > 0, x, y ∈M,

J(x, y) =

∫ ∞
0

q(u, x, y)ν(u) du, x, y ∈M.

By [CKW1, Section 6.1], we know that

J(x, y) ' 1

d(x, y)d+βγ
=

1

d(x, y)d+α
, x, y ∈M.

Namely, Jφj holds with φj(r) = rα.

On the other hand, by the definition of {ξt}t≥0, ηt(u) = η
(γ)
t (u−t), where η

(γ)
t (u) corresponds

to the transition density of the standard γ-stable subordinator (without drift). Then,

p(t, x, y) =

∫ ∞
0

q(u, x, y)η
(γ)
t (u− t) du =

∫ ∞
t

q(u, x, y)η
(γ)
t (u− t) du

=

∫ ∞
0

q(u+ t, x, y)η
(γ)
t (u) du =

∫
M
q(t, x, z)

∫ ∞
0

q(u, z, y)η
(γ)
t (u) duµ(dz)

=:

∫
M
q(t, x, z)q(γ)(t, z, y)µ(dz),
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where {q(γ)(t, x, y) : t > 0, x, y ∈ M} is the heat kernel corresponding to the standard γ-stable
subordination of the process Z. In particular, according to [CKW1, Section 6.1],

q(γ)(t, x, y) ' t−d/α ∧ t

d(x, y)d+α
, t > 0, x, y ∈M.

Furthermore, by standard calculations (see the proof of [SV, Theorem 2.13] for the case that
β = 2, γ = α/2 and M = Rd), one can check that p(t, x, y) enjoys the form of (1.30) with
V (x, r) ' rd, φc(r) = rβ and φj(r) = rα. This is, the heat kernel for {Xt}t≥0 enjoys HK(φc, φj)
(hence PHI(φ) as well) with φ(r) = rβ ∧ rα.

Let Y = {Yt, t ≥ 0;PYx , x ∈ M} be the Hunt process associated with the regular Dirichlet
form (E , F̄) in L2(M ;µ) given by (7.2). Clearly, Jφj holds and so does PI(φ) for (E , F̄) by the
same argument as in Example 1.1. Note that if two local Dirichlet forms are comparable, then
their energy measures are also comparable (see for instance [FOT, Section 3.2]). Hence we see
that CS(φ) holds for the process Y because it holds for {Xt}t≥0. Now thanks to Theorem 1.13,
we obtain HK(φc, φj), and consequently PHI(φ) for the Hunt process Y , or equivalently, for the
Dirichlet form (E , F̄) in L2(M ;µ).

It is desirable to prove Example 7.2 directly (i.e. without using the subordination) from the
stability results of the diffusion and the jump process as we did in Example 1.1. However, it is
highly non-trivial to verify CS(φ) when β > 2. Indeed, in that case the cut-off functions for the
diffusion and the jump process may be different and we cannot simply sum up two forms.

We end this section a remark on two possible extensions of Example 7.2.

Remark 7.3. (i) We can start from more general symmetric diffusions on general measure
metric spaces. For example, let (M,d, µ) be a metric measure space as in the setting of this
paper that is connected and also satisfies VD and the chain condition. Assume that there is a
µ-symmetric conservative diffusion process {Zt} whose heat kernel enjoys (1.22). This includes
symmetric diffusions on certain fractal-like manifolds; see [CKW1, Section 6.1].

(ii) We can also consider more general subordinator. For instance, let {ξt}t≥0 be a subor-
dinator with non-zero drift such that its Laplace exponent φ̄ defined by (7.3) has the following
form

φ̄(λ) = bλ+ φ0(λ),

where b > 0, and φ0(r) satisfies (1.15) with β1,φ0 , β2,φ0 ∈ (0, 1), and the associated Lévy measure
ν(dz) of φ0(r) has a density function ν(z) with respect to the Lebesgue measure such that the
function t 7→ tν(t) is non-increasing on (0,∞). Under these assumptions, two-sided estimates for
the transition density of the subordinator corresponding to φ0(r) recently have been obtained in
[CKKW1, Theorem 4.4]. Thus, with aid of [CKKW1, Theorem 4.4], the argument of Example
7.2 could be workable for this larger class of subordinators.
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