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## Preface

The celebrated limit theorem of DeMoivre and Laplace concerns the convergence of the law of simple random walk on the integers, properly rescaled, to Gauss law. It serves as the starting point of many of probability theory's most important developments. In 1963, Ulf Grenander published a little book [31] titled Probabilities on Algebraic Structures, which, among other things, spelled out the natural problem of extending basic limit theorems to the case when addition of numbers is replaced by a more general group law. When taken literally, such extensions face several major difficulties that are easy to explain.

The most natural extensions of simple random on the integers are random walks on countable groups (in particular, finitely generated groups). On the one hand, the classical limit theorems of probability theory are based on the the fact that proper rescaling allows us to approximate the real axis (or Euclidean space of dimension $d$ ) by finer and finer embeddings of the integers (or the square lattice of dimension $d$ ). On the other hand, it is relatively rare that a finitely generated group embeds into a Lie group, and even rarer that such an embedding can be done at smaller and smaller scales. Indeed, limits obtained though "rescaling" typically inherit an invariance property under the considered rescaling and this applies to both the underlying limit space and the limit stochastic process. Very few connected Lie groups admit rescaling structures of any sort as only certain nilpotent groups do (see, e.g., Theorem 2.1.2 in [36]).

Triangular arrays provide an ingenious way to state results that contain classical limit theorems on abelian groups as special cases and circumvent the difficulties just explained. The tread-off is that such results are not directly applicable to the study of random walks on finitely generated groups unless one finds a way to "rescale" those random walks into a proper triangular array, which bring us back to the previous difficulties.

The most basic example of a non-abelian discrete random walk for which limit theorems through rescaling have been obtained is simple random walk on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ of 3 by 3 upper triangular matrices with diagonal entries equal to 1. This group is generated by the four matrices

$$
s_{1}^{ \pm 1}=\left(\begin{array}{ccc}
1 & \pm 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad s_{2}^{ \pm 1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \pm 1 \\
0 & 0 & 1
\end{array}\right)
$$

because

$$
s_{3}=s_{1}^{-1} s_{2}^{-1} s_{1} s_{2}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

The (lazy) simple random walk on this group (associated with the symmetric generating set $S=\left\{e, s_{1}^{ \pm 1}, s_{2}^{ \pm 1}\right\}$ where $e$ stands for the identity matrix) is driven by the probability measure

$$
\mu=\frac{1}{5} \mathbb{1}_{S} .
$$

If $\left(\xi_{i}\right)_{1}^{\infty}$ is an i.i.d. sequence of matrices distributed according to $\mu$, then, at time $n$, the position of this random walk started at the identity is the matrix $\xi_{1} \xi_{2} \ldots \xi_{n}$.

What makes it easy to state limit theorems in this case is the combination of the following two facts:

1. The discrete Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ embeds as a subgroup of the real Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$;
2. The maps

$$
\delta_{t}:\left(\begin{array}{lll}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right) \mapsto\left(\begin{array}{ccc}
1 & t x & t^{2} z \\
0 & 1 & t y \\
0 & 0 & 1
\end{array}\right), \quad t>0
$$

form a group of group automorphisms of $\mathbb{H}_{3}((R)$.
Sophisticated versions of the classical limit theorems for this example follow (functional limit theorem, local limit theorem, Edgeworth expansions), see [3, 12, 23, 38, $50,52,53$ ] and the references therein. Some of these works treat random walks of finite range or having finite moments of high order on finitely generated nilpotent groups in much greater generality and involve the consideration of more complicated scaling mechanisms.

This monograph is concerned with the extensions of these ideas in the context of stable-like random walks. The simplest family of examples of such walks on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ is obtained by considering the measures

$$
\mu_{\boldsymbol{\alpha}}=\frac{1}{3} \sum_{1=1}^{3} \sum_{k \in \mathbb{Z}} \frac{c_{\alpha_{i}}}{(1+|k|)^{1+\alpha_{i}}} \mathbb{1}_{s_{i}^{k}} \quad \text { with } \boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in(0,2)^{3} .
$$

In words, the walk associated with one of these measures on $\mathbb{H}_{3}(\mathbb{Z})$, takes random long-range steps along each of the one dimensional subgroups of $\mathbb{H}_{3}(\mathbb{Z})$ associated with the matrices $s_{1}, s_{2}, s_{3}$. In the direction of $s_{i}$, these random long-range steps are stable-like with index $\alpha_{i} \in(0,2)$. Obviously, the rescaling mechanism used to study such a walk must be properly adapted to its structural parameters (i.e., to $\boldsymbol{\alpha}=$ $\left.\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)\right)$. One interesting phenomenon is that the limit group structure supporting
the corresponding limit process also depends on these parameters. Namely, in this case, it is $\mathbb{H}_{3}(\mathbb{R})$ when $1 / \alpha_{1}+1 / \alpha_{2} \leq 1 / \alpha_{3}$ and it is $\mathbb{R}^{3}$ otherwise.

The aim of the authors is to develop limit theorems for stable-like random walks in the context of torsion free finitely generated nilpotent groups, theorems that naturally cover these examples and many others.
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## Chapter 1 <br> Setting the stage


#### Abstract

In this opening chapter, we set the stage for later chapters by recalling the very general statements of some basic limit theorems in $\mathbb{R}^{n}$. Considering the simplest non abelian nilpotent group, the Heisenberg group, in its discrete and Lie versions, and using the abelian results, we provide a first glimpse at the form limit theorems have to take in this context when they involve stable-like long range random walks.


The aim of this work is to present limit theorems (of both functional and local types) for certain long jump random walks on nilpotent groups. Recall that a nilpotent group is a group $G$ with identity element $e$ that has a central series of finite length, that is, there is a finite sequence of normal subgroups so that

$$
\{e\}=K_{0} \triangleleft K_{1} \triangleleft \cdots \triangleleft K_{n}=G
$$

with $K_{i+1} / K_{i}$ contained in the center of $G / K_{i}$ for $0 \leq i \leq n-1$. See the Appendix for a very brief introduction to nilpotent groups.

Before we explain our particular setup and the tools and techniques that we will use, we attempt to put this research in perspective by discussing a small selection of related results concerning random walks and limit theorems in finite dimensional vector spaces (i.e., the torsion free abelian case), and applications of these classical results to the simplest example of non-abelian nilpotent groups, the (discrete and continuous) Heisenberg groups $\mathbb{H}_{3}(\mathbb{Z}) \subseteq \mathbb{H}_{3}(\mathbb{R})$.

The "limit theorems" that concern us always have three key ingredients: The first ingredient is a discrete random walk $S=\left\{S_{n} ; n=1,2, \ldots\right\}$ on a group $G$ with independent identically distributed (i.i.d. in short) increments of probability distribution $\mu$. The second ingredient is a method of renormalization via some sort of "dilations" acting on the underlying space $G$. We remain vague here on purpose. The third ingredient is a continuous time process that appears in the limit, call it $Z$. Hopefully, $Z$ has properties that make it relatively easy to study although this entire story can also be viewed as a way to understand $Z$ in terms of the more elementary process $S$. The following fundamental questions arise:

1. What is the nature of those limiting processes $Z$ that may appear through such a scheme?
2. Given a limit process $Z$, what are all the one-step increment probability distributions $\mu$ whose associated random walk converges to $Z$ after renormalization?
3. Given a one-step increment probability distribution, how to find a renormalization procedure that leads to an interesting non-trivial limit process $Z$, if any exists?

### 1.1 Review of some abelian results

In this chapter, we discuss some aspects of these vaguely stated questions in the context of finite dimensional vector spaces where detailed answers to the first two questions are well-known and understood. The answer to the first question involves the notions of infinitely divisible probability distribution and Lévy process, and the additional notion of operator stability which relates directly to the "normalization procedure" that allows us to pass from $S$ to $Z$. See, e.g., [26, Chapter 6], [36, Section 1.6] and [47, Chapter 8]. The second question concerns the "domain of operatorattraction" of the limit $Z$ and falls outside the scope of our interest. The third question is not easily answered in general (see [32]) but it plays an important role in the results we develop in this work for nilpotent groups. Indeed, for the particular class of examples we treat on nilpotent groups, a key step consists in identifying appropriate renormalization procedures.

Recall that an $\mathbb{R}^{d}$-valued random variable $Y$ (or its probability distribution) is said to be infinitely divisible if, for each integer $n \geq 1$, there are i.i.d $\mathbb{R}^{d}$-valued random variables $\left\{X_{1}, \ldots, X_{n}\right\}$ such that $\sum_{k=1}^{n} X_{k}$ has the same distribution as $Y$. It is well known (see, e.g., $[10,39,47,56]$ ) that the distribution of $Y$ is infinitely divisible if and only if it is the distribution at time 1 of a Lévy process $Z=\left\{Z_{t} ; t \geq 0\right\}$ with $Z_{0}=0$. An infinitely divisible probability is uniquely characterized by the Lévy exponent $\phi$ of its characteristic function $\phi(\lambda):=-\log \mathbb{E}\left[e^{i \lambda \cdot Y}\right]$, which takes the following form. There are a symmetric non-negative definite constant matrix $A=\left(a_{i j}\right)_{1 \leq i, j \leq d}$, a constant vector $b=\left(b_{1}, \ldots, b_{d}\right)$, and a non-negative Borel measure $v$ on $\mathbb{R}^{d} \backslash\{0\}$ satisfying $\int_{\mathbb{R}^{d}}\left(1 \wedge|z|^{2}\right) v(d z)<\infty$ so that

$$
\begin{equation*}
\phi(\lambda)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j} \lambda_{i} \lambda_{j}+\sum_{i=1}^{d} b_{i} \lambda_{i}+\int_{\mathbb{R}^{d}}\left(1-e^{i \lambda \cdot z}+i \lambda \cdot z \mathbb{1}_{\{|z| \leq 1\}}\right) v(d z) \tag{1.1}
\end{equation*}
$$

for any $\lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathbb{R}^{d}$. The triplet $(A, b, v)$ and the measure $v$ are called the Lévy triplet and the Lévy measure of the infinitely divisible distribution of $Y$, respectively. They are uniquely determined by $Y$, and vice-versa. See, e.g., [36, 1.3.2]. The expression (1.1) is called the Lévy-Khintchine formula for the infinitely divisible distribution of $Y$. We say the random variable $Y$ has no Gaussian part if $A=0$. Clearly, if the distribution of $Y$ is symmetric, that is, $-Y$ has the same distribution as $Y$, then $b=0$ and the Lévy measure $v$ is symmetric. We say that an $\mathbb{R}^{d}$-valued random variable $X$ is full if there is no non-zero $\lambda \in \mathbb{R}^{d}$ so that $\lambda \cdot X$ is a constant, that is, if the distribution of $X$ is not supported on any $(d-1)$-dimensional affine subspace of $\mathbb{R}^{d}$. An infinite divisible probability distribution having no Gaussian part is full if and only if its Lévy measure $v$ is not supported on any $d-1$ dimensional linear subspace of $\mathbb{R}^{d}$; see [47, Proposition 3.1.20]. In this work, we are interested in results involving limits that are symmetric with no Gaussian part (symmetric random walks with jumps having heavy tails).

We start with the following elegant result. Let $S=\left\{S_{n} ; n \geq 0\right\}$ be a random walk in $\mathbb{Z}^{d}$ with i.i.d. steps $\left\{\xi_{k} ; k \geq 1\right\}$ having distribution $\mu$. That is,

$$
\begin{equation*}
\mathbb{P}\left(\xi_{k}=\left(j_{1}, \ldots, j_{d}\right)\right)=\mu\left(\left(j_{1}, \ldots, j_{d}\right)\right) \quad \text { for }\left(j_{1}, \ldots, j_{d}\right) \in \mathbb{Z}^{d} \tag{1.2}
\end{equation*}
$$

and $S_{n}=\xi_{1}+\cdots+\xi_{n}$.
Proposition 1.1 ([47, Corollary 8.2.12]) Let $\eta$ be a full infinitely divisible probability distribution on $\mathbb{R}^{d}$ with no Gaussian part and Lévy measure $v$. Let $\left\{S_{n} ; n \geq 0\right\}$ be a random walk in $\mathbb{R}^{d}$ driven by a probability measure $\mu$ as above.

There are linear operators $A_{n}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and vectors $b_{n} \in \mathbb{R}^{d}$ such that $A_{n} S_{n}+b_{n}$ converges in distribution to $\eta$ if and only if

$$
\begin{equation*}
n \mu \circ A_{n}^{-1} \text { converges vaguely to } v \text { on } \mathbb{R}^{d} \backslash\{0\} \tag{1.3}
\end{equation*}
$$

In this case, $\lim _{n \rightarrow \infty}\left\|A_{n}\right\|=0$.
Here, $\mu \circ A_{n}^{-1}$ is the probability measure on $\mathbb{R}^{d}$ defined by

$$
\mu \circ A_{n}^{-1}(B)=\mu\left(\left\{x \in \mathbb{R}^{d}: A_{n} x \in B\right\}\right) \quad \text { for every } B \in \mathcal{B}\left(\mathbb{R}^{d}\right) .
$$

Denote by $C_{c}\left(\mathbb{R}^{d} \backslash\{0\}\right)$ the space of continuous functions on $\mathbb{R}^{d} \backslash\{0\}$ with compact support. Then (1.3) means that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n \int_{\mathbb{R}^{d}} f\left(A_{n} x\right) \mu(d x)=\int_{\mathbb{R}^{d}} f(x) v(d x) \quad \text { for any } f \in C_{c}\left(\mathbb{R}^{d} \backslash\{0\}\right), \tag{1.4}
\end{equation*}
$$

Note that from the Lévy-Khintchine formula (1.1), two infinitely divisible random variables without Gaussian components and having the same Lévy measure $v$ can only differ by a constant vector.

If (1.3) holds, we say the Lévy measure $v$ is operator-stable (see below) and the measure $\mu$ (or equivalently $\xi_{1}$ ) belongs to the generalized domain of attraction of $\eta$ (or $v$, by abuse of language). The matrix $A_{n}$ is automatically invertible for all large $n$. See [47, Lemma 3.3.25].

Remark 1.2 Suppose (1.3) holds with the Lévy measure $v$ not supported in a $(d-1)$ dimensional vector subspace and $\mu$ being symmetric (that is, $\mu(A)=\mu(-A)$ ).
(i) The vector $b_{n}$ in Proposition 1.1 can be taken to be the zero vector in $\mathbb{R}^{d}$ and the limiting distribution $\eta$ is symmetric. This is because in this case, $\left\{S_{n} ; n \in \mathbb{N}\right\}$ has the same distribution as $\left\{-S_{n} ; n \in \mathbb{N}\right\}$, and so, $\left\{A_{n} S_{n}-b_{n} ; n \in \mathbb{N}\right\}$ has the same distribution as $\left\{-\left(A_{n} S_{n}+b_{n}\right) ; n \in \mathbb{N}\right\}$. Consequently, $\left\{A_{n} S_{n}-b_{n} ; n \in \mathbb{N}\right\}$ also converges weakly. It then follows from the characterization of weak convergence that $\left\{A_{n} S_{n} ; n \in \mathbb{N}\right\}$ converges weakly to a symmetric random variable $\eta$.
(ii) By [47, Theorem 8.1.5] and its proof, there are a sequence of invertible $d \times d$ matrices $\left(M_{n}\right)_{n \geq 1}$ that keeps the distribution of $\eta$ invariant (that is, $M_{n} \eta$ has the same distribution as $\eta$ for each $n \geq 1$ ) and a $d \times d$-matrix $E$ with real entries such that $\widetilde{A}_{n}:=M_{n} A_{n}$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widetilde{A}_{[\lambda n]} \widetilde{A}_{n}^{-1}=\lambda^{E} \quad \text { for all } \lambda>0 \tag{1.5}
\end{equation*}
$$

and $\widetilde{A}_{n} S_{n}$ converges in distribution to $\eta$ as $n \rightarrow \infty$. Here, $[a]$ stands for the largest integer not exceeding the real $a$.
Using the independent stationary increments property of random walks, we can easily deduce from Proposition 1.1 that both $\left\{A_{n} S_{[n t]} ; t \geq 0\right\}$ and $\left\{\widetilde{A}_{n} S_{[n t]} ; t \geq 0\right\}$ converge in finite dimensional distributions to the symmetric Lévy process $Z=$ $\left\{Z_{t} ; t \geq 0\right\}$ with $Z_{1}$ having the same distribution as $\eta$; see the proof of Proposition 1.3. Further, $Z$ has the following scaling property by (1.5): for any $\lambda>0$,

$$
\left\{Z_{\lambda t} ; t \geq 0\right\} \text { has the same distribution as } \lambda^{E} Z=\left\{\lambda^{E} Z_{t} ; t \geq 0\right\}
$$

See [47, Example 11.2.18] and [48, p.625]. For this reason, the Lévy process $Z$ is called an operator-stable process (or operator-Lévy motion) and its Lévy measure, $v$, is also said to be operator-stable in the literature. If $E=\alpha^{-1} I_{d \times d}$, where $I_{d \times d}$ denotes the $d \times d$ identity matrix, $\lambda^{E}=\lambda^{1 / \alpha} I_{d \times d}$. In this case, $Z$ is an $\alpha$-stable Lévy process on $\mathbb{R}^{d}$.
(iii) The matrices $\left\{A_{n} ; n \in \mathbb{N}\right\}$ and the limiting Lévy measure $v$ in (1.3) are not unique. Suppose (1.3) holds. Then for any non-degenerate matrix $M$, we clearly have that $n \mu \circ\left(M A_{n}\right)^{-1}$ converges vaguely to $v \circ M^{-1}$ on $\mathbb{R}^{d} \backslash\{0\}$. Thus $v$ depends not only on $\mu$ but also on the "dilation structure" $A_{n}$.

Denote by $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{d}\right)$ the space of right continuous $\mathbb{R}^{d}$-valued functions on $[0, \infty)$ having left limits. We refer the reader to [28] for the definition of $\mathcal{J}_{1}$-topology on the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{d}\right)$.
Proposition 1.3 Suppose that the one step distribution $\mu$ of the random walk $\left\{S_{n} ; n=\right.$ $0,1,2, \ldots\}$ is symmetric and satisfies condition (1.3). Let $\eta$ be an infinitely divisible symmetric probability distribution with no Gaussian component and Lévy measure $v$. Let $Z=\left\{Z_{t} ; t \geq 0\right\}$ be the symmetric Lévy process on $\mathbb{R}^{d}$ so that $Z_{1}$ has distribution $\eta$. Then $\left\{A_{n} S_{[n t]} ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{d}\right)$ equipped with $\mathcal{J}_{1}$-topology to the Lévy process $Z$ as $n \rightarrow \infty$.
Proof Let $\widetilde{A}_{n}=M_{n} A_{n}$ be defined as in Remark 1.2(ii), where $\left(M_{n}\right)_{n \geq 1}$ is a sequence of invertible matrices that keeps the distribution of $\eta$ invariant. We know from [48, Theorem 4.1] that $\left\{\widetilde{A}_{n} S_{[n t]} ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{d}\right)$ equipped with $\mathcal{J}_{1}$-topology to $Z$ as $n \rightarrow \infty$. By [47, Theorem 3.2.10], $\left(M_{n}\right)_{n \geq 1}$ is relatively compact in the spaces of invertible $d \times d$-matrices. Thus for any subsequence of $(n)_{n \geq 1}$, there is a sub-subsequence $\left(n^{\prime}\right)_{n^{\prime} \geq 1}$ so that $M_{n^{\prime}}$ converges to a non-degenerate $d \times d$-matrix $M$ that also keeps the distribution of $\eta$ and hence its Lévy measure $v$ invariant. Note that $A_{n}=M_{n}^{-1} \bar{A}_{n}$ and the Lévy process $M^{-1} Z$ is of the same distribution as that of $Z$. It follows that $\left\{A_{n^{\prime}} S_{\left[n^{\prime} t\right]} ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{d}\right)$ equipped with $\mathcal{J}_{1}$-topology to $Z$ as $n^{\prime} \rightarrow \infty$. Since this holds for any subsequence of $n$, we conclude that $\left\{A_{n} S_{[n t]} ; t \geq 0\right\}$ converges weakly to $Z$ as $n \rightarrow \infty$.

The two propositions above and the accompanying remarks tell us that, if we expect that a given symmetric measure $\mu$ on $\mathbb{Z}^{d}$ drives a random walk whose functional limit process $Z=\left\{Z_{t} ; t \geq 0\right\}$ has no Gaussian part and Lévy measure $v$, we should
concentrate on finding the sequence of invertible matrices $A_{n}$ such that (1.3) holds. Indeed, that property is necessary and sufficient for the desired limit theorems to hold.

### 1.2 Illustrative examples on nilpotent matrix groups

In this section, we describe some illustrative examples, let us emphasize that, although one can easily formulate versions of Proposition 1.1 in the context of certain nilpotent groups, it is not known if such generalizations hold true. In a similar vein, in $\mathbb{R}^{d}$, a full operator-stable Lévy process always admits a smooth density whereas in the context of nilpotent group, it is not known if a full operator-stable Lévy process always has a density. For details on how to formulate these questions more precisely on nilpotent groups, see [36, Chapter 2].
Example 1.4 In this example, we consider a random walk on $\mathbb{Z}^{3}$ with i.i.d. steps $\left\{\xi_{k} ; k \geq 1\right\}$ distributed according to the probability measure $\mu$ concentrated along the coordinate axes of $\mathbb{Z}^{3}$ given by

$$
\begin{aligned}
\mu\left(\left(i_{1}, i_{2}, i_{3}\right)\right)= & \frac{\kappa_{1}}{\left(1+\left|i_{1}\right|\right)^{1+\alpha_{1}}} \mathbb{1}_{\left\{i_{2}=i_{3}=0\right\}}+\frac{\kappa_{2}}{\left(1+\left|i_{2}\right|\right)^{1+\alpha_{2}}} \mathbb{1}_{\left\{i_{1}=i_{3}=0\right\}} \\
& +\frac{\kappa_{3}}{\left(1+\left|i_{3}\right|\right)^{1+\alpha_{3}}} \mathbb{1}_{\left\{i_{1}=i_{2}=0\right\}} \quad \text { for }\left(i_{1}, i_{2}, i_{3}\right) \in \mathbb{Z}^{3} \backslash\{0\} .
\end{aligned}
$$

We assume $\alpha_{i} \in(0,2), i=1,2,3$. Let $A_{n}=\left(\begin{array}{ccc}n^{-1 / \alpha_{1}} & 0 & 0 \\ 0 & n^{-1 / \alpha_{2}} & 0 \\ 0 & 0 & n^{-1 / \alpha_{3}}\end{array}\right)$. It is easy to check that

$$
n \mu \circ A_{n}^{-1} \text { converges vaguely to } v \text { on } \mathbb{R}^{3} \backslash\{0\}
$$

where

$$
v(d x)=\sum_{i=1}^{3} \frac{\kappa_{i}}{\left|x_{i}\right|^{1+\alpha_{i}}} d x_{i} \otimes_{j \in\{1,2,3\} \backslash\{i\}} \delta_{\{0\}}\left(d x_{j}\right) .
$$

Here $\delta_{\{0\}}$ is the Dirac measure concentrated at 0 . Since $\mu$ is symmetric, by Proposition 1.1and Remark 1.2(i), $A_{n} S_{n}$ converges weakly to a random vector whose distribution is symmetric infinite divisible with no Gaussian part and Lévy measure $v$. By Proposition 1.3, $\left\{A_{n} S_{[n t]} ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{3}\right)$ equipped with $\mathcal{J}_{1}$-topology to the purely discontinuous symmetric Lévy process $Z=\left\{Z_{t} ; t \geq 0\right\}$ having $v$ as its Lévy measure. Note that the coordinate processes of $Z=\left(Z^{(i)}\right)_{1}^{3}$ are independent with $Z^{(i)}$ being a one-dimensional symmetric $\alpha_{i}$-stable process, $1 \leq i \leq 3$.

As pointed out earlier in Remark 1.2(iii), it is worth noting that the choice of $A_{n}$ above is not unique even though it seems most natural in this example. To simplify the discussion, assume that $\alpha_{1}<\alpha_{2}<\alpha_{3}$. Let $\left(e_{1}, e_{2}, e_{3}\right)$ be the canonical basis of $\mathbb{R}^{3}$ used implicitly above. Construct a linear operator $B_{n}$ as follows. First, set
$B_{n} e_{1}=n^{-1 / \alpha_{1}} e_{1}$. Second, pick an arbitrary vector $e_{2}^{\prime}$ which is linearly independent from $e_{1}$ and belongs to the plane spanned by $e_{1}$ and $e_{2}$, and set $B_{n} e_{2}^{\prime}=n^{-1 / \alpha_{2}} e_{2}^{\prime}$. Finally, pick an arbitrary non-zero vector $e_{3}^{\prime}$ that does not belong to the plane spanned by $e_{1}$ and $e_{2}$, and set $B_{n} e_{3}^{\prime}=n^{-1 / \alpha_{3}} e_{3}^{\prime}$. Then $n \mu \circ B_{n}^{-1}$ converges vaguely to a Lévy measure $v^{\prime}$ having essentially the same form as $v$ but carried by the axes associated with $e_{1}, e_{2}^{\prime}, e_{3}^{\prime}$. More precisely,

$$
v^{\prime}(d x)=\sum_{i=1}^{3} \frac{c_{i}}{\left|x_{i}^{\prime}\right|^{1+\alpha_{i}}} d x_{i}^{\prime} \otimes_{j \in\{1,2,3\} \backslash\{i\}} \delta_{\{0\}}\left(d x_{j}^{\prime}\right),
$$

where $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ is the coordinate of $x \in \mathbb{R}^{3}$ under the coordinate system $\left(e_{1}, e_{2}^{\prime}, e_{3}^{\prime}\right)$. Note that the Lévy measure $v^{\prime}$ is thus a linear transformation of $v$.

Example 1.5 (Random walk on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ ) Recall that the discrete Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ is the family of upper triangle matrices of the form $\left(\begin{array}{lll}1 & x & z\end{array}\right)$
$\left(\begin{array}{lll}1 & 1 & y \\ 0 & 0 & 1\end{array}\right)$, with $x, y, z \in \mathbb{Z}$, equipped with matrix multiplication; that is

$$
\left(\begin{array}{ccc}
1 & x_{1} & z_{1} \\
0 & 1 & y_{1} \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & x_{2} & z_{2} \\
0 & 1 & y_{2} \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & x_{1}+x_{2} & z_{1}+z_{2}+x_{1} y_{2} \\
0 & 1 & y_{1}+y_{2} \\
0 & 0 & 1
\end{array}\right)
$$

For $a=\left(\begin{array}{lll}1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1\end{array}\right)$, its inverse $a^{-1}$ is $\left(\begin{array}{ccc}1 & -x & x y-z \\ 0 & 1 & -y \\ 0 & 0 & 1\end{array}\right)$. If we identify matrix $a$ with $(x, y, z)$, then the discrete Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ can be identified with $\mathbb{Z}^{3}$ equipped with the group multiplication

$$
\begin{equation*}
\left(x_{1}, y_{1}, z_{1}\right) \cdot\left(x_{2}, y_{2}, z_{2}\right):=\left(x_{1}+x_{2}, y_{1}+y_{2}, z_{1}+z_{2}+x_{1} y_{2}\right) . \tag{1.6}
\end{equation*}
$$

We will use this realization of $\mathbb{H}_{3}(\mathbb{Z})$. This is one of the simplest example of a non-abelian nilpotent group.

Let $e_{1}=(1,0,0), e_{2}=(0,1,0)$ and $e_{3}=(0,0,1)$, which are generators of $\mathbb{H}_{3}(\mathbb{Z})$. Note that for $k \in \mathbb{Z} \backslash\{0\}, e_{1}^{k}=(k, 0,0), e_{2}=(0, k, 0)$ and $e_{3}^{k}=(0,0, k)$. Let $\alpha_{k} \in(0,2)$ be a constant, $1 \leq k \leq 3$, and write $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. Consider the following probability measure on $\mathbb{H}_{3}(\mathbb{Z})=\mathbb{Z}^{3}$ :

$$
\mu_{\boldsymbol{\alpha}}(g)=\sum_{i=1}^{3} \sum_{n \in \mathbb{Z}} \frac{\kappa_{i}}{(1+|n|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{e_{i}^{n}\right\}}(g), \quad g \in \mathbb{H}_{3}(\mathbb{Z}),
$$

where $\kappa_{j}, 1 \leq j \leq 3$, are appropriate positive constants. Let $\left(\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}\right)\right)_{k \geq 1}$ be an i.i.d sequence of random variables taking values in $\mathbb{H}_{3}(\mathbb{Z})$ of distribution $\mu_{\alpha}$. Then $S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n \geq 1$, defines a random walk on the Heisenberg group
$\mathbb{H}_{3}(\mathbb{Z})$. Write $S_{n}$ as $\left(X_{n}, Y_{n}, Z_{n}\right)$. By (1.6),

$$
\begin{equation*}
X_{n+1}=X_{n}+\xi_{n+1}^{(1)}, \quad Y_{n+1}=Y_{n}+\xi_{n+1}^{(2)}, \quad Z_{n+1}=Z_{n}+\xi_{n+1}^{(3)}+X_{n} \xi_{n+1}^{(2)} . \tag{1.7}
\end{equation*}
$$

If we define $\widehat{Z}_{n}=Z_{0}+\sum_{k=1}^{n} \xi_{k}^{(3)}$, then

$$
\begin{equation*}
Z_{n}=\widehat{Z}_{n}+\sum_{k=1}^{n} X_{k-1} \xi_{k}^{(2)}=\widehat{Z}_{n}+\sum_{k=1}^{n} X_{k-1}\left(Y_{k}-Y_{k-1}\right), \quad n \geq 1 \tag{1.8}
\end{equation*}
$$

We know from Example 1.4 that

$$
\begin{equation*}
\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{3}} \widehat{Z}_{[n t]}\right) ; t \geq 0\right\} \Longrightarrow\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}\right), t \geq 0\right\} \tag{1.9}
\end{equation*}
$$

weakly in the Skorohod space $\mathbb{D}\left([0, \infty), \mathbb{R}^{3}\right)$ equipped with $\mathcal{J}_{1}$-topology as $n \rightarrow \infty$, where $\bar{X}, \bar{Y}, \bar{Z}$ are symmetric $\alpha_{1^{-}}, \alpha_{2}$ - and $\alpha_{3}$-stable processes on $\mathbb{R}$, respectively, and they are independent. For simplicity, let

$$
\widetilde{X}_{t}^{n}:=n^{-1 / \alpha_{1}} X_{[n t]}, \quad \widetilde{Y}_{t}^{n}:=n^{-1 / \alpha_{2}} Y_{[n t]} \quad \text { and } \quad \widetilde{Z}_{t}^{n}:=n^{-1 / \alpha_{2}} \widehat{Z}_{[n t]}
$$

Now, we can use the following key facts. Lévy processes are semimartingales so stochastic integrals such as Lévy area $\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}$ are well-defined. Furthermore, [44, Theorem 7.10] shows that $\left\{\left(\widetilde{X}_{t}^{n}, \widetilde{Y}_{t}^{n}, \widetilde{Z}_{t}^{n}, \int_{0}^{t} \widetilde{X}_{s-}^{n} d \widetilde{Y}_{s}^{n}\right) ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{4}\right)$ equipped with $\mathcal{J}_{1}$-topology as $n \rightarrow \infty$ to

$$
\begin{equation*}
\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\} . \tag{1.10}
\end{equation*}
$$

Indeed, to prove (1.10), for any $\delta>0$, let $h_{\delta}(r)=(1-\delta / r)^{+}$. Define

$$
\widetilde{X}_{t}^{n, \delta}=\widetilde{X}_{t}^{n}-\sum_{0<s \leq t} h_{\delta}\left(\left|\Delta \widetilde{X}_{s}^{n}\right|\right) \Delta \widetilde{X}_{s}^{n} \quad \text { and } \quad \widetilde{Y}_{t}^{n, \delta}=\widetilde{Y}_{t}^{n}-\sum_{0<s \leq t} h_{\delta}\left(\left|\Delta \widetilde{Y}_{s}^{n}\right|\right) \Delta \widetilde{Y}_{s}^{n}
$$

One can define $\widetilde{Z}^{n, \delta}$ in a similar way. Observe that $\widetilde{X}^{n, \delta}, \widetilde{Y}^{n, \delta}$ and $\widetilde{Z}^{n, \delta}$ are again symmetric random walks but with i.i.d step sizes

$$
\left\{\left(1-h_{\delta}\left(n^{-1 / \alpha_{j}} n^{-1 / \alpha_{j}} \xi_{k}^{(j)}\right)\right) n^{-1 / \alpha_{j}} \xi_{k}^{(j)} ; k \geq 1\right\} \quad \text { for } j=1,2,3
$$

respectively. Let $\left[\widetilde{X}^{n, \delta}\right],\left[\widetilde{Y}^{n, \delta}\right]$ and $\left[\widetilde{Z}^{n, \delta}\right]$ denote the quadratic variation processes of the square integrable martingales $\widetilde{X}^{n, \delta}, \widetilde{Y}^{n, \delta}$ and $\widetilde{Z}^{n, \delta}$, respectively. Note that
$\mathbb{E}\left(\left[\widetilde{X}^{n, \delta}\right]_{t}\right)=[n t] \mathbb{E}\left[\left(1-h_{\delta}\left(n^{-1 / \alpha_{1}} \xi_{1}^{(1)}\right)\right)^{2}\left(n^{-1 / \alpha_{1}} \xi_{1}^{(1)}\right)^{2}\right]$

$$
\begin{aligned}
& \leq c_{1} \kappa_{1} n^{-2 / \alpha_{1}}[n t]\left(\sum_{k=1}^{\left[n^{1 / \alpha_{1}} \delta\right]} \frac{k^{2}}{(1+k)^{1+\alpha_{1}}}+\sum_{\left[n^{1 / \alpha_{1}} \delta\right]+1}^{\infty} \frac{n^{2 / \alpha_{1}} \delta^{2}}{k^{2}} \frac{k^{2}}{(1+k)^{1+\alpha_{1}}}\right) \\
& \leq c_{1} \kappa_{1} n^{-2 / \alpha_{1}}[n t]\left(\frac{\left[n^{1 / \alpha_{1}} \delta\right]^{2-\alpha_{1}}}{2-\alpha_{1}}+\frac{n^{2 / \alpha_{1}} \delta^{2}}{\alpha_{1}\left(1+\left[n^{1 / \alpha_{1}} \delta\right]\right)^{\alpha_{1}}}\right) \\
& \leq c_{1} \kappa_{1} n^{1-2 / \alpha_{1}} t\left(\frac{\left(n^{1 / \alpha_{1}} \delta\right)^{2-\alpha_{1}}}{2-\alpha_{1}}+\frac{n^{2 / \alpha_{1}} \delta^{2}}{\alpha_{1}\left(n^{1 / \alpha_{1}} \delta\right)^{\alpha_{1}}}\right) \\
= & \frac{2 c_{1} \kappa_{1} \delta^{2-\alpha_{1}}}{\alpha_{1}\left(2-\alpha_{1}\right)} t
\end{aligned}
$$

where $c_{1}>0$ is a constant independent of $n$ and $\delta$. In the same way, there is a constant $c_{k}>0, k=2,3$, independent of $n$ and $\delta$ so that

$$
\mathbb{E}\left(\left[\widetilde{Y}^{n, \delta}\right]_{t}\right) \leq \frac{2 c_{2} \kappa_{2} \delta^{2-\alpha_{2}}}{\alpha_{2}\left(2-\alpha_{2}\right)} t \quad \text { and } \quad \mathbb{E}\left(\left[\widetilde{Z}^{n, \delta}\right]_{t}\right) \leq \frac{2 c_{3} \kappa_{3} \delta^{2-\alpha_{3}}}{\alpha_{3}\left(2-\alpha_{3}\right)} t
$$

for all $n \geq 1$ and $t>0$. So these three sequences of square integrable martingales $\left\{\widetilde{X}^{n} ; n \geq 1\right\},\left\{\widetilde{Y}^{n} ; n \geq 1\right\}$ and $\left\{\widetilde{Z}^{n} ; n \geq 1\right\}$ have uniformly controlled variations in the sense of [44, Definition 7.5]. Thus by taking ( $\left.\widetilde{X}_{t}^{n}, 0\right)$ and $\left(\widetilde{Y}^{n}, \widetilde{Z}_{n}\right)$ for the vector-valued process $H^{n}$ and $X^{n}$ in [44, Theorem 7.10], we conclude $\left\{\left(\widetilde{X}_{t}^{n}, \widetilde{Y}_{t}^{n}, \widetilde{Z}_{t}^{n}, \int_{0}^{t} \widetilde{X}_{s-}^{n} d \widetilde{Y}_{s}^{n}\right) ; t \geq 0\right\}$ converges weakly in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{4}\right)$ equipped with $\mathcal{J}_{1}$-topology to $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\}$. This proves the claim (1.10).

Using the almost sure Skorohod representation theorem, we can assume without loss of generality that $\left\{\left(\widetilde{X}_{t}^{n}, \widetilde{Y}_{t}^{n}, \widetilde{Z}^{n}, \int_{0}^{t} \widetilde{X}_{s-}^{n} d \widetilde{Y}_{s}^{n}\right) ; t \geq 0\right\}$ converges a.s. in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{4}\right)$ as $n \rightarrow \infty$ to $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\}$. Consequently, we have the following conclusions. The weak convergence below (denoted by $\Longrightarrow)$ is in the Skorohod space $\mathbb{D}\left([0, \infty) ; \mathbb{R}^{3}\right)$ equipped with $\mathcal{J}_{1}$-topology.
(i) If $1 / \alpha_{3}<1 / \alpha_{1}+1 / \alpha_{2}$,

$$
\begin{aligned}
&\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{1}-1 / \alpha_{2}} Z_{[n t]}\right) ; t \geq 0\right\} \\
& \Longrightarrow\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\} \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

(ii) If $1 / \alpha_{3}=1 / \alpha_{1}+1 / \alpha_{2}$,

$$
\begin{aligned}
& \left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{3}} Z_{[n t]}\right) ; t \geq 0\right\} \\
& \Longrightarrow\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}+\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\} \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

(iii) If $1 / \alpha_{3}>1 / \alpha_{1}+1 / \alpha_{2}$,

$$
\begin{aligned}
&\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{3}} Z_{[n t]}\right) ; t \geq 0\right\} \\
& \Longrightarrow\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}\right) ; t \geq 0\right\} \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Let us interpret the results above in group theoretical terms. In the treatment above, we have taken the coordinate components of the measure $\mu$ and considered the one-dimensional random walks, $X, Y, Z$, independently of each other. We have then reconstructed the group law effect of the random walk on $\mathbb{H}_{3}(\mathbb{Z})$ by considering the Lévy area generated by the $X$ and $Y$ components. This is easy to do in this case because the $Z$ component commutes with anything else (it is in the center of the group). Now, the renormalization process involved is to make particular somewhat ad-hoc choices of scalings.

In the first two cases, (i)-(ii), we used the anisotropic dilations

$$
\delta_{t}((x, y, z))=\left(t^{-1 / \alpha_{1}} x, t^{-1 / \alpha_{2}} y, t^{-\left(1 / \alpha_{1}+1 / \alpha_{2}\right)} z\right), \quad t>0 .
$$

This one parameter group of diffeomorphisms has the very special property of being a one parameter group of automophisms of $\mathbb{H}_{3}(\mathbb{R})$. That is,

$$
\delta_{t}\left((x, y, z) \cdot\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)=\delta_{t}((x, y, z)) \cdot \delta_{t}\left(\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right) .
$$

The consequence of this property is that the limit processes obtained above, $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\}$ in case (i), $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}+\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \geq 0\right\}$ in case (ii), are symmetric Lévy processes on the real nilpotent group $\mathbb{H}_{3}(\mathbb{R})$ which are operatorstable with respect to the one parameter group of automorphisms $\left\{\delta_{t}: t>0\right\}$. See [36, Chapter 2, Definition 2.3.13].

In the third case when $1 / \alpha+1 / \alpha_{2}<1 / \alpha_{3}$, we used

$$
\delta_{t}((x, y, z))=\left(t^{-1 / \alpha_{1}} x, t^{-1 / \alpha_{2}} y, t^{-1 / \alpha_{3}} z\right), \quad t>0 .
$$

These diffeomorphisms are not automorphisms of $\mathbb{H}_{3}(\mathbb{R})$ and it follows that using them in rescaling the random walk driven by $\mu$ on $\mathbb{H}_{3}(\mathbb{Z}) \subset \mathbb{H}_{3}(\mathbb{R})$ produces a nontrivial change in the underlying group structure. This is visible in the nature of the limiting process, $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}\right) ; t \geq 0\right\}$, which is not a Lévy process on $\mathbb{H}_{3}(\mathbb{R})$ but a Lévy process on the abelian group $\mathbb{R}^{3}$.

Although it is certainly possible to push this approach further in specific examples, there are serious difficulties in treating large classes of examples in this way. For this reason, the approach presented in this monograph is quite different. It does not involve explicitly the stochastic calculus involved in studying the Lévy area and higher degree functionals of the same type that are known to appear when expressing random walks on nilpotent groups in coordinates. The interested reader might try the following two informal exercises before reading further.

Exercise 1.6 Pick a tuple of 10 elements $\left(s_{1}, \ldots, s_{10}\right)$ in either $\mathbb{Z}^{3}$ or in $\mathbb{H}_{3}(\mathbb{Z})$, $s_{i}=\left(x_{i}, y_{i}, z_{i}\right)$, and a tuple of ten reals $\alpha_{i} \in(0,2), 1 \leq i \leq 10$. Consider the
probability measure

$$
\mu(g)=\sum_{i=1}^{10} \sum_{n \in \mathbb{Z}} \frac{\kappa_{i}}{(1+|n|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{s_{i}^{n}\right\}}(g) .
$$

What to do to formulate a limit theorem? in $\mathbb{Z}^{3}$ ? in $\mathbb{H}_{3}(\mathbb{Z})$ ?

Exercise 1.7 Repeat Exercise 1.6 with $\mathbb{H}_{3}(\mathbb{Z})$ replaced by the group of four by four upper-triangular matrices with diagonal entries equal to 1 (this group is nilpotent).

As the reader will see, the approach developed in this work is amenable to detailed computation in concrete cases. Using the theory developed in this monograph, we will revisit Example 1.5 in Section 7.3.

We close this preliminary chapter by describing the organization of this monograph. The next chapter provides an introduction to our main results while avoiding most technical details. In particular, Section 2.3 describes special cases which we hope the reader will find both interesting and informative, and Section 2.5 discusses prior results. Section 3.1 introduces polynomial coordinate systems and the key notions of group dilation and approximate group dilation relative to such a coordinate system. Approximate group dilations lead to the definition of "limit group structures" and we present some basic properties of these limit group structures that are important for our purpose. Chapter 4 introduces the vague convergence of a probability measures under rescaling by an approximate group dilation and how the vague limit and the limit group structure interact (see Proposition 4.7). Chapter 5 describes our main technical results concerning functional limit theorem. It identifies a list of strong hypothesss that allows us to state such a theorem. See Theorem 5.10. Chapter 6 presents the corresponding local limit theorem, Theorem 6.2. Chapter 7 describes how to identify in concrete terms (in coordinates), the limiting Lévy process (on the associated limit group). They are then used together with the main results of this monograph to give several examples on the weak convergence of long range random walks on various nilpotent groups. Chapter 8 describes the main class of probability measures, $\mathcal{S M}$, to which we want to apply the results obtained in previous chapters. Chapter 9 shows how to choose appropriate coordinate systems and dilations for measures in $\mathcal{S M}$ whereas Chapter 10 demonstrates that the hypotheses needed in Chapters 5-6 are essentially satisfied by measures in $\mathcal{S M}$.

## Notation

We use $:=$ as a way of definition. For $a, b \in \mathbb{R}, a \wedge b:=\min \{a, b\}$. We use $\delta_{\left\{x_{0}\right\}}$ to denote the Dirac measure concentrated at $x_{0} \in \mathbb{R}^{d}$, and $\mathbb{1}_{A}$ for the indicator function of a Borel measurable set $A \subset \mathbb{R}^{d}$. For an open subset $D \subset \mathbb{R}^{d}$, the space of bounded continuous functions on $D$ and the space of continuous functions on $D$ with compact support will be denoted by $C_{b}(D)$ and $C_{c}(D)$, respectively.

## Chapter 2 <br> Introduction


#### Abstract

This chapter introduces the particular problems studied in this book. A set of compelling special cases are presented in order to describe the ingredients used in our study and to illustrate the results we obtained. The chapter ends with a quick review of what is known and how it differs from what is presented in the book.


### 2.1 Basic question

The aim of this work is to prove limit theorems for a class of random walks on nilpotent groups driven by probability measures allowing for long jumps in certain directions. The class of probability measures we study can be described roughly as follows. Let $\Gamma$ be a finitely generated nilpotent group with neutral element $e$. Assume that we are given a finite family of subgroups of $\Gamma, H_{1}, \ldots, H_{k}$, each equipped with a finite symmetric generating set $S_{i}$ and the associated word-length $|\cdot|_{H_{i}, S_{i}}=|\cdot|_{i}$. For each $i \in\{1, \ldots, k\}$, fix $\alpha_{i} \in(0,2)$. On each $H_{i}$, set $V_{i}(r)=\#\left\{g \in H_{i}:|g|_{i} \leq r\right\}$ and consider the probability measure on $H_{i}$ :

$$
\mu_{i}(g)=\frac{c_{i}}{\left(1+|g|_{i}\right)^{\alpha_{i}} V_{i}\left(|g|_{i}\right)}, \quad g \in H_{i} .
$$

Now, on $\Gamma$, consider the symmetric probability measure

$$
\mu=\sum_{i=1}^{k} \lambda_{i} \mu_{i}
$$

where $\lambda_{i}$ 's are positive constants with $\sum_{i=1}^{k} \lambda_{i}=1$. The class of measures we will treat is slightly larger than what we just described. Two special cases of this construction are particularly compelling. The first is the case when $k=1, H_{1}=\Gamma$, $S_{1}=S$ is a finite symmetric generating set for $\Gamma$, and $\mu(g)=\frac{c_{\Gamma}}{(1+|g| s)^{\alpha} V_{\Gamma}(|g| s)}$. This is reminiscent of radially symmetric $\alpha$-stable process. The second is the case when each $H_{i}$ is an infinite cyclic subgroup in $\Gamma$, a case reminiscent of more singular symmetric operator-stable process whose coordinate processes are independent to each other. See [15, 39, 47, 55].

In an earlier work [20], we proved that there are a positive constant $\gamma_{0}=\gamma_{0}(\mu)$ (which can be computed relatively easily from the data) and positive constants $c=c(\mu), C=C(\mu)$ such that

$$
c n^{-\gamma_{0}} \leq \mu^{(n)}(e) \leq C n^{-\gamma_{0}} .
$$

Here $\mu^{(n)}$ is the $n$-fold convolution power of the measure $\mu$. One motivation for the present work is to provide the more precise asymptotic

$$
\lim _{n \rightarrow \infty} n^{\gamma_{0}} \mu^{(n)}(e)=a(\mu)
$$

with, hopefully, a description of the constant $a(\mu)$. One classical approach to such problems is to find a way to rescale the random walk on $\Gamma$ so as to obtain some sort of limit theorem proving convergence of the law of the rescaled random walk towards the law of a limit process on an appropriate limit space. Typically, the limit space and the limit process will have some self-similarity properties with respect to some scaling structure. In the most classical cases, e.g., when $\mu$ is a symmetric probability measure on $\mathbb{Z}^{d}$ which drives a symmetric random walk converging towards some symmetric stable process on $\mathbb{R}^{d}$, the limit space supporting the limit process, and its group law, are always the same, $\left(\mathbb{R}^{d},+\right)$, independently of $\mu$. In the present context, one interesting new phenomenon is that the group structure of the limit space supporting the limit process depends not only of the discrete group $\Gamma$ but also on the measure $\mu$.

### 2.2 Description of the basic ingredients and results

For simplicity, in this work, we restrict ourselves to random walks on torsion-free finitely generated nilpotent groups, that is, finitely generated nilpotent groups whose only element of finite order is the identity element. These countable groups are both similar to and more complicated than the square lattice $\mathbb{Z}^{d}$ in $\mathbb{R}^{d}$. Let $\Gamma$ be such a group. By a celebrated theorem of Malcev [46], the countable group $\Gamma$ can be realized as a co-compact discrete subgroup of a simply connected nilpotent Lie group $G$. Moreover, any simply connected nilpotent Lie group $G$ can be identified with the $d$-dimensional coordinate space $\mathbb{R}^{d}$ equipped with an appropriate group structure whose (multiplication) law is given, in coordinates, by polynomial functions. This accounts for the similarity with the square lattice in dimension $d$. Note however that the description of $G$ as $\mathbb{R}^{d}$ equipped with a polynomial product is very far from being unique (and it may sometimes be difficult to recognize that two such descriptions give the same group $G$ up to isomorphism). One way to understand the complexity of such structures is to attempt to give a list of all non-isomorphic simply connected nilpotent groups in a fix dimension $d$. No such lists exist for relatively large $d$ (we are not aware of such lists when $d$ is greater than 8). See [11] and the references therein.

Once $\Gamma$ is represented as a subset of $\mathbb{R}^{d}$, a probability measure $\mu$ on $\Gamma$ can be viewed as a weighted series of Dirac masses on $\mathbb{R}^{d}$. For such a measure $\mu$ in a certain relatively large class of "stable-like" probability measures on $\Gamma$, we are going to find an adapted dilation structure $\left(\delta_{t}^{\mu}\right)_{t>0}$, expressed in coordinates over $G=\left(\mathbb{R}^{d}, \cdot\right)$ by
$\delta_{t}^{\mu}(u)=\left(t^{1 / \alpha_{i}^{\mu}} u_{i}\right)_{1}^{d}$, with carefully chosen exponents $\alpha_{i}^{\mu} \in(0,2)$, so that the measure

$$
\mu_{t}=t \delta_{1 / t}^{\mu}(\mu): \phi \mapsto t \int_{\mathbb{R}^{d}} \phi\left(\delta_{1 / t}^{\mu}(u)\right) \mu(d u)
$$

has a vague limit $\mu_{\bullet}$ (a non-negative Radon measure) on $\mathbb{R}^{d} \backslash\{0\}$ as $t$ tends to $\infty$. By construction, the limit $\mu_{\bullet}$ will satisfy the self-similar property

$$
\left(\mu_{\bullet}\right)_{t}=\mu_{\bullet} \quad \text { for any } t>0
$$

At the same time, the rescaled group laws

$$
x \cdot{ }_{t} y=\delta_{1 / t}^{\mu}\left(\delta_{t}^{\mu}(x) \cdot \delta_{t}^{\mu}(y)\right), \quad x, y \in \mathbb{R}^{d}, \quad t>0
$$

will have a limit as $t$ tends to infinity

$$
\lim _{t \rightarrow \infty} x \cdot_{t} y=x \bullet^{\mu} y
$$

which defines a group law $\bullet^{\mu}$ on $\mathbb{R}^{d}$. Most of the time, we will drop the reference to $\mu$ and write $\bullet^{\mu}=\bullet$ but it is an essential feature of this work that this limit law actually depends on $\mu$ via the choice of a proper dilation structure. It will automatically have the self-similar property

$$
x \bullet^{\mu} y=\delta_{1 / t}^{\mu}\left(\delta_{t}^{\mu}(x) \bullet^{\mu} \delta_{t}^{\mu}(y)\right) \quad \text { for every } x, y \in \mathbb{R}^{d} \text { and } t>0
$$

Of course, we are most interested in cases when this can be done in such a way that the symmetric measure $\mu_{\bullet}$ is not supported on a proper closed connected subgroup of $G \bullet=\left(\mathbb{R}^{d}, \bullet^{\mu}\right)$. In general, the limit measure $\mu_{\bullet}$ defines a left-invariant jump process on the group $G_{\bullet}$ and the key results of this monograph are:

1. A "stable-like" limit theorem expressing the convergence of the rescaled long jump random walk on $\Gamma$ associated with $\mu$ to the left-invariant Lévy process on the group $\left(\mathbb{R}^{d}, \bullet^{\mu}\right)$ associated with $\mu_{\bullet}$.
2. A characterization of the left-invariant Lévy process on the nilpotent group $\left(\mathbb{R}^{d}, \bullet^{\mu}\right)$ associated with $\mu_{\bullet}$.
3. A companion local limit theorem providing a proper statement of convergence relating the densities of the distributions of these processes.
The reader should be warned that, given $\mu$, the choice of the appropriate dilation structure $\left(\delta_{t}^{\mu}\right)_{t>0}$ is not unique and that, consequently, we have made various abuse of notation in the explanations given above.

The simplest instances of these results are the well-known convergence theorems relating the "stable-like" random walk on $\mathbb{Z}$ associated with the probability measure $\mu(x)=c_{\alpha}(1+|x|)^{-1-\alpha}, x \in \mathbb{Z}, \alpha \in(0,2)$, to the symmetric $\alpha$-stable process on $\mathbb{R}$, and its rather rich and complex extension to higher dimensions which includes both rotationally symmetric stable processes and some more singular operator stable processes as illustrated in Chapter 1. See also [39, 47, 48]. We note that, in so far as
this monograph focusses on a particular class of probability measures, it only offers a limited extension of these classical abelian theories to nilpotent groups.

### 2.3 Detailed description of some special cases

In this section, we spell out in an informal way how our results of this monograph apply to a series of specific examples that are of particular interest. These cases all illustrate our main result, Theorem 10.1, which follows from Theorems 5.10 and 6.2, and the discussions in Sections 10.2-10.4.

## Word length radial stable walks

On a finitely generated group $\Gamma$ equipped with a symmetric finite generating set $S$, the word length $|g|_{S}$ is the minimal length $k$ of a string ( $g_{1}, \ldots, g_{k}$ ) of elements of $S$ such that $g$ is equal to the product of that string, $g=g_{1} \ldots g_{k}$. By Gromov's polynomial volume growth theorem [34], to say that $\Gamma$ has polynomial volume growth is equivalent to the fact that there are an integer $D$ (independent of $S$ ) and constants $0<c_{S} \leq C_{S}<\infty$ such that

$$
c_{S} r^{D} \leq \#\left\{g \in \Gamma:|g|_{S} \leq r\right\} \leq C_{S} r^{D} \quad \text { for all } r \geq 1
$$

This is known to hold for any finitely generated nilpotent group; see Section A.4. In this context, we call word length radial stable probability measure of index $\alpha \in(0,2)$ the probability measure

$$
\mu_{S, \alpha}(g)=\frac{c(\Gamma, S, \alpha)}{\left(1+|g|_{S}\right)^{\alpha+D}}, \quad g \in \Gamma
$$

It is known (see [55, Section 5.1] and [49, Theorem 1,1] as well as the references given therein) that there are constants $0<a=a(\Gamma, S) \leq A=A(\Gamma, S)<\infty$ such that the iterated convolutions of this measure satisfy

$$
\frac{a n}{\left(n+|g|_{S}^{\alpha}\right)^{1+D / \alpha}} \leq \mu_{S, \alpha}^{(n)}(g) \leq \frac{A n}{\left(n+|g|_{S}^{\alpha}\right)^{1+D / \alpha}}, \quad g \in \Gamma, n \in \mathbb{N} .
$$

So, one has a remarkably good control of the behavior of the associated random walk. However, there are no existing limit theorems in the literature for such walks, even if we assume that $\Gamma$ is a torsion free nilpotent group (such groups are basic examples of groups with polynomial volume growth). Our results provide limit theorems (functional, and also local) for any random walk driven by a word length radial stable probability measure $\mu_{S, \alpha}, \alpha \in(0,2)$, on a torsion free finitely generated nilpotent group. We now briefly describe these results.

First, because we assume that $\Gamma$ is a finitely generated torsion free nilpotent group, there is a simply connected nilpotent Lie group $G=\left(\mathbb{R}^{d}, \cdot\right)$ which contains $\Gamma$ as a co-compact discrete subgroup. The Lie algebra, $\mathfrak{g}$, of this Lie group is equipped with its central descending series

$$
\mathfrak{g}_{1}=\mathfrak{g} \supseteq \mathfrak{g}_{2}=[\mathfrak{g}, \mathfrak{g}] \supseteq \cdots \supseteq \mathfrak{g}_{j}=\left[\mathfrak{g}_{j-1}, \mathfrak{g}\right] \supseteq \cdots \supseteq\{0\}
$$

and this series become trivial (i.e., constant equal to $\{0\}$ ) after finitely many steps. Let $j^{*}$ be the smallest $j$ such that $\mathfrak{g}_{j+1}=\{0\}$. One can choose a direct sum decomposition by vector subspaces, $\mathfrak{n}_{i}, 1 \leq i \leq j^{*}$, compatible with the central descending series above, so that

$$
\mathbb{R}^{d}=\mathfrak{g}=\oplus_{i=1}^{j^{*}} \mathfrak{n}_{i} \quad \text { and } \quad \mathfrak{g}_{j}=\sum_{i \geq j} \mathfrak{n}_{i}, j \in\left\{1, \ldots, j^{*}\right\}
$$

The linear invertible maps

$$
\delta_{t}(x)=t^{i} x \quad \text { if } x \in \mathfrak{n}_{i}, 1 \leq i \leq j^{*}, \quad t>0
$$

form an approximate Lie dilation structure in the sense that

$$
[x, y]_{\bullet}=\lim _{t \rightarrow \infty} \delta_{t}^{-1}\left(\left[\delta_{t}(x), \delta_{t}(y)\right]\right)
$$

is a Lie bracket on $\mathbb{R}^{d}$ with the property that $\delta_{t}\left([x, y]_{\bullet}\right)=\left[\delta_{t}(x), \delta_{t}(y)\right]_{\bullet}$. Using exponential coordinate (of the first type) to represent $G$ as $\left(\mathbb{R}^{d}, \cdot\right)$, the approximate Lie dilations $\delta_{t}, t>0$, define approximate group dilations on $G$ for which we use the same notation. The limit group $G_{\bullet}$ is the simply connected Lie group associated with the Lie algebra ( $\mathbb{R}^{d},[\cdot, \cdot]$ •) defined above. It follows from (A.1) of the Appendix that the volume growth exponent $D$ of the original group $\Gamma$ is given by $D=\sum_{i=1}^{j^{*}} i \operatorname{dim}\left(\mathfrak{n}_{i}\right)$. Thus we have $\operatorname{det}\left(\delta_{t}\right)=t^{D}$ for every $t>0 \operatorname{In}$ [51], Pansu proves the fundamental results that there is a norm $\|\cdot\| \bullet$ on $\left(\mathbb{R}^{d}, \bullet\right)$, homogeneous with respect to $\left(\delta_{t}\right)_{t>0}$, such that the geometry of $\left(\Gamma,|\cdot|_{S}\right)$ is well approximated at large scale by that of $\left(\mathbb{R}^{d},\|\cdot\|_{\bullet}\right)$ in the sense that

$$
\lim _{g \in \Gamma, g \rightarrow \infty} \frac{|g|_{S}}{\|g\|_{\bullet}}=1
$$

Further, one has

$$
\lim _{r \rightarrow \infty} \frac{\#\left\{g \in \Gamma:|g|_{S} \leq r\right\}}{\left|\left\{x \in \mathbb{R}^{d}:\|x\|_{\bullet} \leq r\right\}\right|}=1
$$

where $|\Omega|$ is the Haar volume of $\Omega \subset G_{\text {. }}$. See also, [13]. Haar measures on $G$ and $G_{\bullet}$ are both Lebesgue measure $d x$ on $\mathbb{R}^{d}$. When considering densities on these groups, we mean densities with respect to $d x$.

The importance of these results for us is that they enable us to establish the convergence of the measure $t \delta_{1 / t^{1 / \alpha}}\left(\mu_{S, \alpha}\right)$, vaguely on $\mathbb{R}^{d} \backslash\{0\}$, to the radial stable jump measure $\mu_{\bullet, \alpha}$ with density

$$
\phi_{\bullet, \alpha}(x)=\frac{c(\Gamma, S, \alpha)}{\|x\|_{\bullet}^{\alpha+D}} .
$$

This measure is the jumping measure of a left-invariant (strong) Markov process $\left(X_{t}^{\bullet}\right)_{t>0}$ on $\left(\mathbb{R}^{d}, \bullet\right)$ which is self-similar in the sense that $\left(X_{s}^{\bullet}\right)_{s>0}$ equals $\left(\delta_{1 / t^{1 / \alpha}}\left(X_{t s}^{\bullet}\right)\right)_{s>0}$ in distribution. In a proper global coordinate system, the coordinates of this process can be expressed in terms of suitable stable processes and their (possibly iterated) Lévy areas. The Lévy process $X^{\bullet}$ admits a continuous convolution density with respect to the Lebesgue measure on $\mathbb{R}^{d}$ :

$$
p_{\bullet, \alpha}(t, x), \quad(t, x) \in(0, \infty) \times \mathbb{R}^{d}
$$

This density satisfies

$$
p_{\bullet, \alpha}(t, x)=t^{-D / \alpha} p_{\bullet, \alpha}\left(1, \delta_{1 / t^{1 / \alpha}}(x)\right), \quad(t, x) \in(0, \infty) \times \mathbb{R}^{d},
$$

and

$$
\frac{a t}{\left(t+\|x\|_{\bullet}^{\alpha}\right)^{1+D / \alpha}} \leq p_{\bullet, \alpha}(t, x) \leq \frac{A t}{\left(t+\|x\|_{\bullet}^{\alpha}\right)^{1+D / \alpha}}, \quad(t, x) \in(0, \infty) \times \mathbb{R}^{d}
$$

In this context, the results developed in this work establish two limit theorems for the random walk $\left(X_{n}\right)_{n \geq 0}$ on $\Gamma$ driven by $\mu_{S, \alpha}$. These limit theorems capture the fact that, after proper rescaling in time and space, the limit of the random walk $\left(X_{n}\right)_{n \geq 0}$ is the Markov process $\left(X_{s}^{\bullet}\right)_{s>0}$. Namely, the functional limit theorem establishes the convergence of $\left(\delta_{1 / t^{1 / \alpha}}\left(X_{[s t]}\right)\right)_{s>0}$ to $\left(X_{s}^{\bullet}\right)_{s>0}$ as $t$ tends to infinity. In particular, for any continuous function $\phi$ with compact support on $\mathbb{R}^{d}$,

$$
\sum_{g \in \Gamma} \phi\left(\delta_{t^{1 / \alpha}}(g)\right) \mu_{S, \alpha}^{[(t s])}(g) \rightarrow \int_{\mathbb{R}^{d}} \phi(x) p_{\bullet, \alpha}(s, x) d x
$$

as $t$ tends to infinity. For any compact set $K \subset \mathbb{R}^{d}$ and any functions $g_{n}: K \rightarrow \Gamma$, $n=1,2, \ldots$, such that the sequence of functions $\delta_{1 / n^{1 / \alpha}} \circ g_{n}: K \rightarrow \mathbb{R}^{d}, n=1,2, \ldots$, converges uniformly over $K$ to the identity function, the local limit theorem of this monograph establishes the uniform convergence to zero over $K$ of

$$
n^{D / \alpha} \mu_{S, \alpha}^{(n)}\left(g_{n}(x)\right)-p_{\bullet, \alpha}(1, x)
$$

when $n$ tends to infinity. In particular, this shows that, for any fixed $g \in \Gamma$ (e.g., $g=e$ ),

$$
\lim _{n \rightarrow \infty} n^{D / \alpha} \mu^{(n)}(g)=p_{\bullet, \alpha}(1, e)
$$

## Walks taking stable-like steps along one parameter subgroups

Let $\Gamma$ be a torsion free finitely generated nilpotent subgroup of a simply connected nilpotent group $G$. One of the cases that motivates our study can be described as follows: We are given a tuple $S=\left(s_{1}, \ldots, s_{k}\right)$ of elements of $\Gamma$, which, together with their inverses, generates $\Gamma$. We are also given a tuple of reals $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in$ $(0,2)^{k}$. Note that the letter $S$ is used here in a slightly different way than in the previous case. Now, set

$$
\mu_{S, \boldsymbol{\alpha}}(g)=\frac{1}{k} \sum_{i=1}^{k} \sum_{m \in \mathbb{Z}} \frac{c_{\alpha_{i}}}{(1+|m|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{s_{i}^{m}\right\}}(g)
$$

It was proved in [55] that, for any such probability measure, there exist $0<a=$ $a(\Gamma, S, \boldsymbol{\alpha}) \leq A=A(\Gamma, S, \boldsymbol{\alpha})<\infty$ and $\gamma_{0}=\gamma_{0}(\Gamma, S, \boldsymbol{\alpha})$ such that

$$
\begin{equation*}
a n^{-\gamma_{0}} \leq \mu_{S, \boldsymbol{\alpha}}^{(n)}(e) \leq A n^{-\gamma_{0}} \tag{2.1}
\end{equation*}
$$

In Chapter 8, we introduce the space of probability measures $\mathcal{S \mathcal { M } _ { 1 }}(\Gamma)$, see Definition 8.2, which contains all such measures. We then explain how to choose a coordinate system of polynomial type, $G=\left(\mathbb{R}^{d}, \cdot\right)$, and an approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ with limit group $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$, which are adapted to the pair $(S, \boldsymbol{\alpha})$, and such that, with $\mu_{t}:=t \delta_{1 / t}\left(\mu_{S, \boldsymbol{\alpha}}\right)$, the family of measures $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{t}(d z)$ converges weakly on $\mathbb{R}^{d} \backslash\{0\}$ to a measure $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{\bullet}(d z)$ as $t \rightarrow \infty$, that is,

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{d} \backslash\{0\}} f(z)\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{t}(d z)=\int_{\mathbb{R}^{d} \backslash\{0\}} f(z)\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{\bullet}(d z)
$$

for any $f \in C_{b}\left(\mathbb{R}^{d} \backslash\{0\}\right)$. Here $C_{b}\left(\mathbb{R}^{d} \backslash\{0\}\right)$ denotes the space of bounded continuous functions on $\mathbb{R}^{d} \backslash\{0\}$. The measure $\mu_{\bullet}$ is supported on the union of a finite number of one parameters subgroups of $G_{\bullet}$ and its support generates $G_{\bullet}$. It can be interpreted as the Lévy measure of a convolution semigroup of probability measures, associated with a left-invariant Lévy process on $G_{\bullet}$. The convolution transition kernel of this semigroup admits a continuous density, $p_{\bullet}(t, x)$, with respect to the Lebesgue measure on $\left(\mathbb{R}^{d}, \bullet\right)$ and satisfies

$$
p_{\bullet}(t, x)=t^{-\gamma_{0}} p_{\bullet}\left(1, \delta_{1 / t}(x)\right) \quad \text { for }(t, x) \in(0, \infty) \times \mathbb{R}^{d} .
$$

Note that the limit objects introduced here, e.g., $G_{\bullet}$ and $p_{\bullet}$, all depend on $S$ and $\boldsymbol{\alpha}$, even so we did not capture that dependence in the notation used above. A notable difference with the earlier description of the radial stable-like case is that, in general, there are no particular canonical choices of the approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ and we have not made a canonical choice of coordinates either. To a certain extent, the entire results and the associated limit objects depend on the choices of coordinates and adapted dilation structure while, of course, there are great commonalities shared
by all the limit objects obtained based on these different choices. This, however, will not be deeply investigated here.

As in the case of radial stable walks, the results of this monograph establish the convergence of the discrete time random walk driven by $\mu_{S, \alpha}$, properly rescaled in time and space, to the left-invariant Lévy process $\left(X_{s}^{\bullet}\right)_{s>0}$ with convolution density $p_{\bullet}(t, x)$ mentioned above. More precisely, the functional limit theorem establishes the weak convergence of $\left(\delta_{1 / t}\left(X_{[s t]}\right)\right)_{s>0}$ to $\left(X_{s}^{\bullet}\right)_{s>0}$ as $t$ tends to infinity. In particular, for any continuous function $\phi$ with compact support on $\mathbb{R}^{d}$,

$$
\sum_{g \in \Gamma} \phi\left(\delta_{t}(g)\right) \mu_{S, \alpha}^{[(t s])}(g) \rightarrow \int_{\mathbb{R}^{d}} \phi(x) p_{\bullet}(s, x) d x
$$

as $t$ tends to infinity. The local limit theorem asserts that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{x \in K}\left|n^{\gamma_{0}} \mu_{S, \boldsymbol{\alpha}}^{(n)}\left(g_{n}(x)\right)-p_{\bullet}(1, x)\right|=0 \tag{2.2}
\end{equation*}
$$

where $K$ is a compact in $\mathbb{R}^{d}$ and $g_{n}: K \rightarrow \Gamma$ is a sequence of functions such that $\delta_{1 / n} \circ g_{n}: K \rightarrow \mathbb{R}^{d}$ converges uniformly over $K$ to the identity function. Of course, the non-negative real $\gamma_{0}$ appearing in (2.1) and in (2.2) is the same in both equations. It is also given by $\operatorname{det}\left(\delta_{t}\right)=t^{\gamma_{0}}$.

## Walks associated with measure in $\mathcal{S} \mathcal{M}(\Gamma)$

In Chapter 8 , we introduce a particular set of "stable-like" measures on $\Gamma, \mathcal{S} \mathcal{M}(\Gamma)$, which interpolates between the radially symmetric measures considered above and the convex combinations of one dimensional measures described in the last section. These measures were studied in our earlier work [20]. With any measure in $\mathcal{S M}(\Gamma)$ we can associate in a natural way a (non-unique) polynomial coordinate system $G=\mathbb{R}^{d}$ and a family of dilations $\left(\delta_{t}\right)_{t>0}$ which define a limit group structure $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$. The approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ is built so that the family $\mu_{t}=t \delta_{1 / t}(\mu), t>0$, has well defined limit points which are all Lévy measures of $\left(\delta_{t}\right)_{t>0}$-stable symmetric convolution semigroups of probability measures on $G_{\bullet}$ with continuous positive densities on $G_{\text {. }}$. One of the key contributions of this work is to describe explicitly how one can construct such an approximate dilation structure based on a proper description of $\mu$ on $\Gamma$. If it is the case that, with $\mu_{t}:=t \delta_{1 / t}(\mu)$, the measure $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{t}(d z)$ converges weakly to a finite measure $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{\bullet}(d z)$ on $\mathbb{R}^{d} \backslash\{0\}$ as $t \rightarrow \infty$, then we obtain both a functional theorem and local limit theorem. The results described in the previous two paragraphs are, in fact, special cases of these more general theorems. The structure of the Lévy measures of the limit Lévy processes on $G_{\bullet}$ appearing in these limit theorem is described at the end of the next section.

### 2.4 Symmetric continuous convolution semigroup of probability measure and Lévy processes

For this very minimal vocabulary review, we follow [36]. Let $G$ be a connected Lie group. Recall that there is a one-to-one correspondence between symmetric continuous convolution semigroups of probability measures on $G$ and symmetric Lévy processes on $G$. Here $\left(\mu_{t}\right)_{t>0}$ is a symmetric continuous convolution semigroup of probability measures on $G$ if the map $t \mapsto \mu_{t}$ is continuous, $\mu_{t} * \mu_{s}=\mu_{t+s}, s, t>0$, $\mu_{0}=\delta_{e}$, and $\mu_{t}(\phi)=\mu_{t}(\check{\phi})$ for any continuous function $\phi$ on $G$ with compact support, where $\check{\phi}(y):=\phi\left(y^{-1}\right)$ for $y \in G$. A symmetric Lévy process $X$ on $G$ is a $G$-valued time-homogeneous càdlàg Markov process $\left(X_{t}\right)_{t \geq 0}$ with stationary independent increments, started at $e$ and such that $X_{t}^{-1}=X_{t}$ in distribution for every $t>0$. In this setting, the notion of infinitesimal generator of $X$ can be captured in a more elementary way via the so-called generating functional (defined on smooth compactly supported functions): if the infinitesimal generator of the symmetric Lévy process $X$ is $\mathcal{L}$, the associated generating functional is simply $\phi \mapsto \mathcal{L} \phi(e)$. The Lévy-Khinchin-Hunt formula provides a description of the generating functional of a Lévy process. Under the symmetry condition, the generating functional has two parts, a diffusion part, and a jump part described by a symmetric measure $v$ on $G \backslash\{e\}$ in the form $\phi \mapsto$ p.v. $\int_{G \backslash\{e\}}(\phi(y)-\phi(e)) v(d y)$ with

$$
\begin{equation*}
\int_{G \backslash\{e\}} \min \left\{1,\|y\|_{2}^{2}\right\} v(d y)<\infty . \tag{2.3}
\end{equation*}
$$

Here, $\|y\|_{2}$ is the Riemannian distance between $e$ and $y$ in some fixed left-invariant metric on $G$, and

$$
\text { p.v. } \int_{G \backslash\{e\}}(\phi(y)-\phi(e)) v(d y):=\frac{1}{2} \int_{G \backslash\{e\}}\left(\phi(y)+\phi\left(y^{-1}\right)-2 \phi(e)\right) v(d y) .
$$

In this work, we are only interested in pure-jump symmetric Lévy processes, that is, generating functional of the form

$$
\phi \mapsto \mathcal{L} \phi(e)=\text { p.v. } \int_{G \backslash\{e\}}(\phi(y)-\phi(e)) v(d y)
$$

where $v$ is a symmetric measure on $G \backslash\{e\}$ satisfying (2.3). Equivalently, the infinitesimal generator is given on smooth compactly supported functions by

$$
\langle-\mathcal{L} u, v\rangle=\frac{1}{2} \int_{G} \int_{G \backslash\{e\}}(u(x y)-u(x))(v(x y)-v(x)) v(d y) d x .
$$

This, of course, is also a description of the associated Dirichlet form (on a dense subspace of its domain).

In this work, these objects come about through a limit procedure which implies that they have additional properties. First, the underlying Lie group is a simply
connected nilpotent Lie group which we call $G_{\bullet}$. Second, by construction, $G_{\bullet}$ carries a group of dilations, $\left(\delta_{t}\right)_{t>0}, \delta_{t}: G \rightarrow G, \delta_{1}=\mathrm{Id}, \delta_{t s}=\delta_{t} \circ \delta_{s}=\delta_{s} \circ \delta_{t}, s, t>0$, where $\delta_{t}$ is also a group isomorphism for every $t>0$, and $\lim _{t \rightarrow 0} \delta_{t}(x)=e$ for all $x \in G$. In addition, the convolution semigroups and associated Lévy processes of interest to us are self-similar with respect to such a dilation structure, that is, $\left(X_{S}\right)_{s>0}$ equals $\left(\delta_{1 / t}\left(X_{t s}\right)\right)_{s>0}$, in distribution, for any $t>0$. Moreover, there is a linear basis $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{d}\right)$ of the Lie algebra of $G_{\bullet}$ in which the dilation $\delta_{t}$ has the form $\delta_{t}\left(\varepsilon_{i}\right)=t^{1 / \beta_{i}} \varepsilon_{i}, \beta_{i} \in(0,2), 1 \leq i \leq d$. This last condition, $\beta_{i} \in(0,2), 1 \leq i \leq d$, is related to the fact the processes in question are pure-jump operator-stable Lévy processes. See, e.g., [36, Theorem 2.3.17]. Finally, when the original random walk is driven by a probability measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ (a class of stable-like measures on $\Gamma$ described in Chapter 8 ), the Lévy measure

$$
\mu_{\bullet}=\lim _{t \rightarrow \infty} t \delta_{1 / t}(\mu)=\lim _{t \rightarrow \infty} t \mu \circ \delta_{t}
$$

of our limit process has a particular structure that it inherits from the facts that $\mu \in \mathcal{S M}(\Gamma)$. Namely, there is a finite family of closed Lie subgroups of $G_{\bullet}$, call them $H_{\bullet, i}, 1 \leq i \leq k$, which are each invariant under $\left(\delta_{t}\right)_{t>0}$, and functions $\psi_{i}$ : $H_{\bullet, i} \rightarrow(0, \infty)$ satisfying $t \psi_{i}\left(\delta_{t}(x)\right)=\psi_{i}(x)$, and $\psi_{i}\left(x^{-1}\right)=\psi_{i}(x), x \in H_{\bullet, i}$, such that

$$
\mu_{\bullet}(d x)=\sum_{1}^{m} v_{i}(d x), \quad v_{i}(\phi)=\int_{H_{\bullet}, i} \phi(x) \psi_{i}(x) d_{H_{\bullet}, i} x \text { for } 1 \leq i \leq m
$$

where $d_{H_{\bullet}, i} x$ is the Haar measure on $H_{\bullet, i}$; see Proposition 10.8. Each $v_{i}$ satisfies (2.3). The group generated by the union $\cup_{1}^{m} H_{\bullet}, i$ of the subgroups $\left\{H_{\bullet}, i, 1 \leq i \leq m\right\}$ is $G$.

### 2.5 Prior results

To put our results in perspective, we briefly review limit theorems (functional and/or local) relating random walks on discrete groups to Lévy processes on a related Lie group. Very few results of this type exist outside the setting of nilpotent groups (and closely related groups such as groups of polynomial volume growth). The classical (functional) limit theorems can be interpreted in two distinct ways:
(i) As providing approximation of a (continuous time) Lévy process by a discrete time process. This can be motivated by the desire to actually construct the limiting process, or to simulate it, or to understand it in more concrete terms. In this case, one should read the limit theorem as follows: at each stage, we take a greater number of smaller steps to approximate the behavior of a continuous time process on a fix bounded time interval. A natural setup for this interpretation is the triangular array setup.
(ii) As a result illuminating the long term behavior of a discrete time process by providing a continuous time scaling limit. In this case, at each stage we take a greater number of identically distributed steps and approximate the probability of larger and larger scale events for the discrete time process by the probability of the same large scale events for the limiting continuous time process, at a large time. Whenever that limiting process is self-similar, the limit computation can be rephrased as a computation within a fixed bounded time interval. There is more rigidity in this viewpoint than in the first as we cannot choose the different individual steps taken as one possibly can in a triangular array formulation of the first viewpoint.

For random walks in $\mathbb{R}^{n}$, it is somewhat difficult to see the differences between these two interpretations. The reason is that we have a relatively obvious way to turn the identically distributed steps appearing in the second interpretations into smaller and smaller steps appearing in the first interpretation. Indeed, we typically assume that the limiting process is self-similar with respect to a dilation structure that commute with addition and this dilation structure can be used to turn the fixed-size steps of (ii) into the small-size steps of (i).

Both viewpoints are present in this work. Our main focus is on using (ii) to study long term behavior of a class of discrete long range random walks on a finitely generated torsion free nilpotent group $\Gamma$. One can then use (i) to better understand the limiting self-similar Lévy processes on the limit nilpotent group $G$. See Chapter 7.

### 2.5.1 Functional type limit theorems

On a general Lie group, there are results stated in terms of triangular arrays that go back to Wehn [60, 61]. Later, Stroock and Varadhan [58] rediscovered Wehn's results. These works concern the case when the limit Lévy process is a diffusion. These triangular array results have been extended to cover the case when the limit Lévy process may have jumps. An exposition of such results is found in [36] which contains a very long list of references. They are also found in work by Kunita [40, 41, 42, 43]. These results must be understood as an extension of the first interpretation of the classical limit theorem discussed above. From this viewpoint, the title of the Stroock-Varadhan paper, Limit Theorems for Random Walks on Lie Groups, is somewhat misleading. What the results of Wehn and Stroock-Varadhan do is to provide discrete time steps approximations of diffusions on Lie groups. They do not, in general, help us understand the behavior of random walks on Lie groups. That is because, on a general Lie group, there is no clear way to turn identically distributed steps into small-size steps. There are, however, many ways to create arrays of smaller and smaller size steps, not related to any identically distributed model. The theorems described by Wehn, Stroock-Varadhan, Hazod and Siebert, Kunita, and others thus
provide functional limit theorems along the line of the first interpretation. See the excellent discussion in [12].

There is one setting in which these triangular array limit theorems provide an understanding of random walk (in the sense of a process taking repeated identically distributed steps). This is, informally, when the limiting continuous time process is self-similar with respect to a dilation structure that preserve the multiplication law of the underlying group. Unfortunately, this is a rather rare occurrence as the only Lie groups admitting such dilation structures are simply connected nilpotent Lie groups of a very special kind. Moreover, outside the case of diffusion limit, whether or not a dilation structure exists that is suitable for a given random walk on a given group depends, to a large extend, on the particular random walk in question. In fact, given a driving measure $\mu$, constructing a proper dilation structure for $\mu$ (deciding if such exists!) is a major problem, one that is completely ignored by the triangular array formulation of limit theorems. This is illustrated by the results of the present work.

Somewhat independently of the above circle of ideas, Crepel, Raugi, and others, obtained rather satisfying random walk limit theorems for general nilpotent groups in the case the limit is a diffusion $[23,53,54]$. The proofs in these works can be viewed as using two steps: the first step proves the result in the presence of a canonical adapted dilation structure (that is, in the case of stratified nilpotent groups). The second step is closely related to one of the key ingredients we will use here and involves the idea behind our definition of an approximate group dilation structure, a dilation structure that does not preserve the group structure of the original underlying Lie group. In general, because of the second step, the original group carrying the random walk has a group structure that is different from that of the Lie group carrying the limit diffusion. This, clearly, takes us outside the realm of Wehn-type results.

One key point in the results by Crépel and Raugi is that the structure of the group carrying the limit diffusion depend only on the original group, not of the particular (diffusive) random walk one wants to study. In general, this cannot be the case when the random walk to be studied calls for a limit process that has jumps as we do here. As we shall see, in this case, the limit structure depends on both the original group and the particular probability measure that drive the given random walk. One thus has to discover what this proper limit structure is for each studied random walk.

### 2.5.2 Local limit theorems

The first local limit theorem in the context of general nilpotent groups and groups of polynomial volume growth is due to G. Alexopoulos [2, 3, 4]. See also the discussion in [12]. It concerns centered random walks driven by a finitely supported measure. For nilpotent groups, following a very different approach, and covering random walks driven by measures that have a high enough finite moment (much higher than 2, in general), the best known results are due to R. Hough [38] which provides an informative review of earlier results. We do not know of references treating cases when the limit is not a diffusion process.

# Chapter 3 <br> Polynomial coordinates and approximate dilations 


#### Abstract

This chapter introduces the notions of polynomial coordinate systems and approximate group dilations relative to such coordinate systems. Rescaling via suitable dilation structures is key to the formulation of limit theorems for random walks on groups. One of the main tools used in this book is the notion of approximate group dilations. The limit group structures that appear when one use rescaling associated with approximate group dilations are discussed.


### 3.1 Polynomial coordinate systems

Even though some related results can be stated in an intrinsic manner, in practice, limit theorems are coordinate dependent. This applies to the results of this monograph and, consequently, we discuss in some details the notion of global coordinate system for simply connected nilpotent Lie groups. A number of different choices are possible for this purpose. In this chapter, we outline basic characteristics of the coordinate systems we will use. A given group $G$ can be described via many different such global polynomial coordinate charts and it is often desirable to allow for such a choice to be made by circumstances. This is discussed further in Chapter 9 .

A simply connected nilpotent Lie group $G$ can always be described by a global coordinate chart $\mathbb{R}^{d} \rightarrow G, 0 \rightarrow e$, in which the group multiplication and inverse map are given by polynomials

$$
x \cdot y=P(x, y)=\left(p_{1}(x, y), \ldots, p_{d}(x, y)\right), \quad x^{-1}=Q(x)=\left(q_{1}(x), \ldots, q_{d}(x)\right)
$$

As $P(x, 0)=x$ and $P(0, y)=y$ for any $x, y \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
p_{i}(x, y)=x_{i}+y_{i}+\bar{p}_{i}(x, y), \quad 1 \leq i \leq d \tag{3.1}
\end{equation*}
$$

where $\bar{p}_{i}(x, y)$ 's are polynomials having no constant nor first order terms. Moreover, for any compact $K \subset \mathbb{R}^{d}$, there is a constant $C_{K}$ such that

$$
\begin{equation*}
\left\|x^{-1} \cdot y\right\|_{2}:=\|P(Q(x), y)\|_{2} \leq C_{K}\|x-y\|_{2} \quad \text { for every } x, y \in K \tag{3.2}
\end{equation*}
$$

because $P(Q(x), x)=0$. Here $\|\cdot\|_{2}$ is the canonical Euclidean norm in $\mathbb{R}^{d}$. Similarly, for any compact $K \subset \mathbb{R}^{d}$, there is a constant $C_{K}^{\prime}$ such that

$$
\begin{equation*}
\|x-y\|_{2} \leq C_{K}^{\prime}\left\|x^{-1} \cdot y\right\|_{2} \quad \text { for every } x, y \in K . \tag{3.3}
\end{equation*}
$$

Indeed, this is the same as $\|x-x \cdot z\|_{2} \leq C_{K}^{\prime}\|z\|_{2}$ and the polynomial $x-P(x, z)$ vanishes at $z=0$.

We assume throughout that the Jacobian of the maps $y \mapsto x \cdot y, x \in G$, is 1 so that the Lebesgue measure on $\mathbb{R}^{d}$ is a Haar measure for our group $G$. This assumption follows from the much more demanding assumption that (3.1) has the additional property that

$$
\begin{equation*}
\bar{p}_{1}(x, y)=0 \quad \text { and } \quad \bar{p}_{i}(x, y)=\bar{p}_{i}\left(\left(x_{j}\right)_{1}^{i-1},\left(y_{j}\right)_{1}^{i-1}\right) \text { for } 2 \leq i \leq d \tag{3.4}
\end{equation*}
$$

In other word, the polynomial

$$
\bar{p}_{i}(x, y)=p_{i}(x, y)-x_{i}-y_{i}
$$

depends only on the first $i-1$ coordinates of $x$ and $y$ and has no constant nor first order terms. Clearly, this triangular structure implies that the Jacobian of the map $y \mapsto x \cdot y$ is 1 . Morever, for $x^{-1}=Q(x)=\left(q_{1}(x), \ldots, q_{d}(x)\right)$, we deduce from $P(Q(x), x)=0$ that

$$
\begin{equation*}
q_{1}(x)=-x_{1} \quad \text { and } \quad q_{i}(x)=-x_{i}+\bar{q}_{i}\left(x_{1}, \ldots, x_{i-1}\right) \text { for } 2 \leq i \leq d \tag{3.5}
\end{equation*}
$$

where $\bar{q}_{i}\left(x_{1}, \ldots, x_{i-1}\right), 2 \leq i \leq d$, are polynomials having no constant nor first order terms.

Example 3.1 (Matrix coordinates) The most commonly used coordinate system (as Molière's Mr. Jourdain with prose, we may use it without realizing we do!) comes from matrix groups. Indeed, the group $G$ is often given as a subgroup of a group of invertible matrices of a certain dimension, say $N$. In particular, a nilpotent group is often given as a subgroup of the group of unipotent upper-triangular matrices. The most obvious example is when $G$ is the group of unipotent upper-triangular matrices itself

$$
\mathbf{U}_{N}=\left\{\left(\begin{array}{ccccc}
1 & x_{12} & x_{13} & \ldots & x_{1 N} \\
0 & 1 & x_{23} & \ldots & x_{2 N} \\
0 & 0 & 1 & \ldots & x_{3 N} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{array}\right): x_{i j} \in \mathbb{R}, 1 \leq i<j \leq d\right\}
$$

This group has dimension $d=\binom{N}{2}$. In the case $N=3$, this is the Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$ in its matrix form with
$P(x, y)=\left(x_{1}+y_{1}, x_{2}+y_{2}, x_{3}+y_{3}+x_{1} y_{2}\right), \quad Q\left(x_{1}, x_{2}, x_{3}\right)=\left(-x_{1},-x_{2},-x_{3}+x_{1} x_{2}\right)$
and

$$
P\left(x^{-1}, y\right)=\left(y_{1}-x_{1}, y_{2}-x_{2}, y_{3}-x_{3}-x_{1}\left(y_{2}-x_{2}\right)\right)
$$

Example 3.2 (Exponential coordinates of the first type) The second most commonly encountered coordinate system is given by the canonical exponential map

$$
\exp : \mathfrak{g} \rightarrow G
$$

between the Lie algebra $\mathfrak{g}$ of the group $G$ and $G$ itself. We can think of $\mathfrak{g}=\mathbb{R}^{d}$ as the tangent space at $e$. Given a tangent vector $x \in \mathbb{R}^{d}$, we first consider the (unique) left invariant vector field $X$ on $G$ such that $X(e)=x$ and the solution $\gamma_{x}:[0,1] \rightarrow G$ of $\frac{d}{d t} \gamma_{x}(t)=X\left(\gamma_{x}(t)\right)$ with initial condition $\gamma_{x}(0)=e$, and set

$$
\exp (x)=\gamma_{x}(1)
$$

Using the fact that, for any two left-invariant vector fields $X, Y$, the well defined differential operator $X Y-Y X$ is a left-invariant vector field, we obtain the Lie bracket $(x, y) \mapsto[x, y]=(X Y-Y X)(e)$. Moreover,

$$
[x, y]=\left.\partial_{s} \partial_{t}(\exp (t x) \cdot \exp (s y) \cdot \exp (-t x))\right|_{s=t=0}
$$

In the case of simply connected Lie group, the exponential map is a global invertible diffeomorphism and the multiplication is given in universal form by the famous Campbell-Hausdorff formula

$$
\exp (x) \cdot \exp (y)=\exp \left(P_{\mathrm{CH}}(x, y)\right)
$$

where

$$
\begin{equation*}
P_{\mathrm{CH}}(x, y)=x+y+\frac{1}{2}[x, y]+\frac{1}{12}([x,[x, y]]+[y,[y, x]])+\cdots . \tag{3.6}
\end{equation*}
$$

In other words, in the exponential coordinate system, the group law is

$$
x \cdot y=P_{\mathrm{CH}}(x, y)=x+y+\frac{1}{2}[x, y]+\frac{1}{12}([x,[x, y]]+[y,[y, x]])+\cdots .
$$

This has the desirable polynomial form because iterated Lie brackets with more than $r$ entries are equal to 0 if $r$ is the nilpotency class of $G$. In these coordinates, it is always the case that

$$
x^{-1}=-x
$$

Applying this to the Heisenberg group we obtain the often-used description of $\mathbb{H}_{3}(\mathbb{R})$ as $\mathbb{R}^{3}$ equipped with the product

$$
x \cdot y=P_{\mathrm{CH}}(x, y)=\left(x_{1}+y_{1}, x_{2}+y_{2}, y_{3}+x_{3}+\frac{1}{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)\right)
$$

and

$$
P_{\mathrm{CH}}\left(x^{-1}, y\right)=\left(y_{1}-x_{1}, y_{2}-x_{2}, y_{3}-x_{3}+\frac{1}{2}\left(x_{2}\left(y_{1}-x_{1}\right)-x_{1}\left(y_{2}-x_{2}\right)\right)\right) .
$$

Example 3.3 (Exponential coordinates of the second kind) For a simply connected nilpotent Lie group $G$, exponential coordinate systems of the second kind are typically associated with a filtration of the Lie algebra $\mathfrak{g}$ by subalgebras (resp. ideals)

$$
\mathfrak{g}=\mathfrak{g}_{1} \supset \mathfrak{g}_{2} \supset \cdots \supset \mathfrak{g}_{\ell} \supset\{0\}
$$

with $\mathfrak{g}_{j}$ of dimension $m_{j}$, and a linear basis $\left(\varepsilon_{i}\right)_{1}^{d}$ such that the linear span of $\left(\varepsilon_{i}\right)_{i \geq j}$ is a subalgebra (resp. ideal) for all $1 \leq j \leq d:=m_{1}$, and $\left(\varepsilon_{i}\right)_{d-m_{j}+1}^{d}$ is a basis of $\mathfrak{g}_{j}$. In such a situation, the maps from $\mathbb{R}^{d}$ to $G$ defined by

$$
\Phi\left(x_{1}, \ldots, x_{d}\right)=\exp \left(x_{1} \varepsilon_{1}\right) \cdots \cdot \exp \left(x_{d} \varepsilon_{d}\right)
$$

and

$$
\Psi\left(x_{1}, \cdots, x_{d}\right)=\exp \left(x_{d} \varepsilon_{d}\right) \cdots \exp \left(x_{1} \varepsilon_{1}\right)
$$

give two distinct global polynomial coordinate systems for $G$.
For example, the matrix coordinate system of the group of $n \times n$ upper-triangular matrices with entries equal to 1 on the diagonal, is an exponential coordinate system of the second kind associated with the lower central series

$$
\mathfrak{g}=\mathfrak{g}_{1}, \quad \mathfrak{g}_{i+1}=\left[\mathfrak{g}_{i}, \mathfrak{g}\right], \quad 1 \leq j \leq n
$$

which, in this case, has last non-trivial member $g_{n-1}$ corresponding to the upper-right corner entry. Here, we can realize $\mathfrak{g}$ as the algebra of the strictly upper-triangular matrix. We then enumerate the entries $\left(x_{i}\right)_{1}^{d}, d=n(n-1) / 2$, going down along each upper-diagonal in order so that $x_{d}$ is the entry in the upper-right corner, and consider the corresponding map $\Psi$. For instance, in the $4 \times 4$ case,

$$
\left(\begin{array}{cccc}
1 & x_{1} & x_{4} & x_{6} \\
0 & 1 & x_{2} & x_{5} \\
0 & 0 & 1 & x_{3} \\
0 & 0 & 0 & 1
\end{array}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & x_{6} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & x_{5} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \ldots\left(\begin{array}{cccc}
1 & x_{1} & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

Each of the matrices on the right is the matrix exponential of the corresponding strictly triangular matrix. Note that $\Phi$ defined above leads to a different coordinate system.

These classical constructions concerning exponential coordinates of the first and second kinds are explained in more details in [22, Section 1.2]. See also [21, 30, 46].

### 3.2 Dilations, approximate dilations, and G•

## Straight dilations

Let $G$ be a nilpotent simply connected Lie group given in a global polynomial coordinate system $G=\left(\mathbb{R}^{d}, \cdot\right)$. Call straight dilations with exponents $\mathbf{a}=\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{R}_{+}^{d}$, the group of diffeomorphisms

$$
\phi_{t}(x)=\left(t^{a_{1}} x_{1}, \ldots, t^{a_{d}} x_{d}\right), \quad t>0
$$

Note that $\phi_{s} \circ \phi_{t}=\phi_{s t}, s, t>0$, and $\phi_{1}=\mathrm{Id}$.
Definition 3.4 We say that $\left(\phi_{t}\right)_{t>0}$ as above is a straight group dilation structure if

$$
\begin{equation*}
\phi_{t}(x \cdot y)=\phi_{t}(x) \cdot \phi_{t}(y), \quad t>0, x, y \in G . \tag{3.7}
\end{equation*}
$$

This, of course, is a very restrictive property and not every simply connected nilpotent Lie group $G$ admits such a structure. In the case of the Heisenberg group in matrix form, for given $a, b, c \geq 0$, set

$$
\phi_{t}\left(\left(\begin{array}{lll}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right)\right)=\left(\begin{array}{ccc}
1 & t^{a} & x \\
t^{c} z \\
0 & 1 & t^{b} y \\
0 & 0 & 1
\end{array}\right), \quad t>0, x, y, z \in \mathbb{R}
$$

These straight dilations structures are group dilation structures if and only if $a+b=c$.
Remark 3.5 More generally, without reference to any coordinate system, a group of diffeomorphisms $\left(\phi_{t}\right)_{t>0}, \phi_{t}: G \rightarrow G, \phi_{1}=$ Id, satisfying (3.7) and such that $\lim _{t \rightarrow 0} \phi_{t}(g)=e$ is called an expanding group dilation structure. See [36, 45]. By a theorem of Siebert [57], a connected locally compact group carrying such a structure must be a simply connected nilpotent Lie group (and not every simply connected nilpotent groups admit such a structure).

Definition 3.6 Let $\mathbb{R}^{d}$ be equipped with a straight dilation structure

$$
\left(\phi_{t}\right)_{t>0}, \quad \phi_{t}(x)=\left(t^{a_{i}} x_{i}\right)_{1}^{d}, \quad a_{i}>0, \quad 1 \leq i \leq d .
$$

A positive function $N$ on $\mathbb{R}^{d}$ is called homogeneous with respect to $\left(\phi_{t}\right)_{t>0}$ if $N\left(\phi_{t}(x)\right)=t N(x)$.

Example 3.7 The function $x \mapsto N(x)=\max _{1 \leq i \leq d}\left\{\left|x_{i}\right|^{1 / a_{i}}\right\}$ is homogenous with respect to $\left(\phi_{t}\right)_{t>0}, \phi_{t}(x)=\left(t^{a_{i}} x_{i}\right)_{1}^{d}, a_{i}>0,1 \leq i \leq d$. It is a norm on $\left(\mathbb{R}^{d},+\right)$ (i.e., satisfies the triangle inequality) if $a_{i} \geq 1$ for all $1 \leq i \leq d$. If $M$ is another homogeneous function with respect to $\left(\phi_{t}\right)_{t>0}$, such that the set $x: M(x) \leq 1$ is compact, then there are constants $0<c \leq C<\infty$ such that $c N \leq M \leq C N$.

## Approximate group dilations and G•

Let $G$ be a simply connected nilpotent Lie group given in a global polynomial chart $G=\left(\mathbb{R}^{d}, \cdot\right)$ and equipped with a straight dilation (not necessarily a group dilation structure) $\left(\phi_{t}\right)_{t>0}$. For each $t>0$, we obtain a new group structure $\cdot{ }_{t}$ on $\mathbb{R}^{d}$ by setting

$$
x \cdot t y=\phi_{1 / t}\left(\phi_{t}(x) \cdot \phi_{t}(y)\right), \quad x, y \in \mathbb{R}^{d} .
$$

Moreover,

$$
\phi_{1 / t}:\left(\mathbb{R}^{d}, \cdot\right) \rightarrow\left(\mathbb{R}^{d}, \cdot{ }_{t}\right)
$$

is a group isomorphism between $G=\left(\mathbb{R}^{d}, \cdot\right)$ and $G_{t}=\left(\mathbb{R}^{d}, \cdot t\right)$. Additionally, $\left(\phi_{t}\right)_{t>0}$ is a group dilation structure if and only if $\cdot_{t}=\cdot$ for all $t>0$.
Definition 3.8 (Approximate group dilation structure) Let $G$ be a simply connected nilpotent Lie group described by a global polynomial chart $\left(\mathbb{R}^{d}, \cdot\right)$. Let $\left(\phi_{t}\right)_{t>0}$ be a straight dilation structure. We say that this dilation structure is an approximate group dilation structure if, for any $x, y \in \mathbb{R}^{d}$, the limits

$$
\lim _{t \rightarrow \infty} \phi_{1 / t}\left(\phi_{t}(x)^{-1}\right)=x_{\bullet}^{-1} \quad \text { and } \quad \lim _{t \rightarrow \infty} \phi_{1 / t}\left(\phi_{t}(x) \cdot \phi_{t}(y)\right)=x \bullet y
$$

exist.
Lemma 3.9 The pairing $(x, y) \mapsto x \bullet y$ yields a nilpotent Lie group $G \bullet=\left(\mathbb{R}^{d}, \bullet\right)$ and $x_{\bullet}^{-1}$ is the inverse of $x$ for the group law $\bullet$, that is $x_{\bullet}^{-1} \bullet x=x \bullet x_{\bullet}^{-1}=e_{\bullet}$. For the group $\left(\mathbb{R}^{d}, \bullet\right)$, the straight dilations $\left\{\phi_{t} ; t>0\right\}$ form a group dilation structure, i.e., satisfy (3.7).

Proof By construction, the maps $P_{t}(x, y)=\phi_{1 / t}\left(\phi_{t}(x) \cdot \phi_{t}(y)\right)$ and $I_{t}(x)=$ $\phi_{1 / t}\left(\phi_{t}(x)^{-1}\right)$ are polynomial maps in $x, y$ with coefficients equal to linear combinations of power functions of $t$ with exponents in $\mathbb{R}$. If the limits $\lim _{t \rightarrow \infty} P_{t}(x, y)$ and $\lim _{t \rightarrow \infty} I_{t}(x)$ exist for all $x, y$, it means that only non-positive powers of $t$ occur and this implies that the families $P_{t}, I_{t}$ are uniformly equicontinuous on compact sets. A sequence of simple considerations then yields that

$$
x \bullet(y \bullet z)=\lim _{t \rightarrow \infty} \phi_{1 / t}\left(\phi_{t}(x) \cdot \phi_{t}(y) \cdot \phi_{t}(z)\right)=(x \bullet y) \bullet z
$$

and

$$
x_{\bullet}^{-1} \bullet x=x \bullet x_{\bullet}^{-1}=e_{\bullet}=0 .
$$

Note that this also implies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \phi_{1 / t}\left(\phi_{t}(x)^{-1} \cdot \phi_{t}(y)\right)=x_{\bullet}^{-1} \bullet y . \tag{3.8}
\end{equation*}
$$

Lemma 3.10 Let $\left(\phi_{t}\right)_{t>0}$ be a straight approximate group dilation structure on $\left(\mathbb{R}^{d}, \cdot\right)$. For any compact $K \subset \mathbb{R}^{d}$ there is a constant $C_{K}$ such that, for any $x, y \in K$ and $t \geq 1$,

$$
\left\|\phi_{1 / t}\left(\phi_{t}(x)^{-1} \cdot \phi_{t}(y)\right)\right\|_{2} \leq C_{K}\|y-x\|_{2}
$$

and

$$
\left\|\phi_{1 / t}\left(\phi_{t}(x)^{-1} \cdot \phi_{t}(y)\right)\right\|_{2} \leq C_{K}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} .
$$

Proof The function $(t, x, y) \mapsto \phi_{1 / t}\left(\phi_{t}(x)^{-1} \phi_{t}(y)\right)$ is a polynomial in

$$
(x, y)=\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}\right)
$$

with coefficients equal to linear combinations of powers of $t$ with exponents in $\mathbb{R}$. By (3.8), only non-positive powers of $t$ appear. The desired inequality follows because
this polynomial function equals 0 when $x=y$. The second inequality follows from the first and (3.3) applied to $\left(\mathbb{R}^{d}, \bullet\right)$.

Remark 3.11 When working in exponential coordinates, we have the extra structure of the Lie bracket $[\cdot, \cdot]$ at our disposal and we can replace the conditions in Definition 3.8 by the condition that

$$
\lim _{t \rightarrow \infty} \phi_{1 / t}\left(\left[\phi_{t}(x), \phi_{t}(y)\right]\right)=[x, y]
$$

exists. Call this an approximate Lie dilation structure. Note that, in this case, $x^{-1}=$ $x_{\bullet}^{-1}=-x$ and $\phi_{t}(x)^{-1}=\phi_{t}\left(x^{-1}\right)$ so that the inverse map condition is automatically satisfied.

Remark 3.12 If $\left(\phi_{t}\right)_{t>0}$ is a group dilation structure (resp. an approximate group dilation structure) then so is $\left(\phi_{t^{a}}\right)_{t>0}$, for any $a>0$. Moreover, in the case of an approximate group dilation structure, this change does not affect the limit structure.

Remark 3.13 The basic idea behind Definition 3.8 is well-known in two different related contexts. It appears in the study of the large scale geometry of groups of polynomial volume growth, see, e.g., [13, Section 2.2], and in the work of Alexopoulos on local limit theorems in the context of groups of polynomial volume growth, see [4, Section 5.2]. In these works, there is a unique relevant structure at infinity and it follows that the "dilation structures" considered there are very special examples of those defined here. Various forms of the same idea play an important role in the local study of sub-elliptic second order operators but in that context the limit is taken when the parameter $t$ goes to 0 . See for instance [59, Chapter V].

The following lemma is not used explicitly but serves as an exercise in manipulating the notion introduced above. See also Section 10.3.

Lemma 3.14 Let $H$ be a subgroup of $G=\left(\mathbb{R}^{d}, \cdot\right)$ and $\left(\phi_{t}\right)_{t>0}$ be an approximate group dilation structure with limit law $\bullet$. Set

$$
H_{\bullet}=\left\{x \in \mathbb{R}^{d}: \text { there exists }\left(x_{k}\right)_{1}^{\infty} \subset H \text { so that } \lim _{k \rightarrow \infty} \phi_{1 / k}\left(x_{k}\right)=x\right\} .
$$

Then $H_{\bullet}$ is a subgroup of $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$.
Proof Let $x, y \in H_{\bullet}$ with witness sequences $\left(x_{k}\right)_{1}^{\infty},\left(y_{k}\right)_{1}^{\infty}$ in $H$. Fix $\varepsilon>0$. By the continuity of $\bullet$, there exists $\delta>0$ such that $\left\|x-x^{\prime}\right\|_{2}<\delta$ and $\left\|y-y^{\prime}\right\|_{2} \leq \delta$ imply $\left\|x \bullet y-x^{\prime} \bullet y^{\prime}\right\|_{2}<\varepsilon / 2$. By the efinition of $H_{\bullet}$, there exists $N>0$ such that $\left\|x-\phi_{1 / k}\left(x_{k}\right)\right\|_{2}<\delta$ and $\left\|y-\phi_{1 / k}\left(y_{k}\right)\right\|_{2}<\delta$ for all $k \geq N$. By the uniform convergence of $\phi_{1 / t}\left(\phi_{t}(u) \cdot \phi_{t}(v)\right)$ to $u \bullet v$ on compact sets, there exists $N^{\prime}$ such that, for all $k \geq N$ and $k^{\prime} \geq N^{\prime}$,

$$
\left\|\phi_{1 / k}\left(x_{k}\right) \bullet \phi_{1 / k}\left(y_{k}\right)-\phi_{1 / k^{\prime}}\left(\phi_{k^{\prime}}\left(\phi_{1 / k}\left(x_{k}\right)\right) \cdot \phi_{k^{\prime}}\left(\phi_{1 / k}\left(y_{k}\right)\right)\right)\right\|_{2}<\varepsilon / 2
$$

Hence, for $k \geq \max \left\{N, N^{\prime}\right\}$,

$$
\left\|x \bullet y-\phi_{1 / k}\left(\phi_{k}\left(\phi_{1 / k}\left(x_{k}\right)\right) \cdot \phi_{k}\left(\phi_{1 / k}(y)\right)\right)\right\|_{2}<\varepsilon
$$

and thus, $\left\|x \bullet y-\phi_{1 / k}\left(x_{k} \cdot y_{k}\right)\right\|_{2}<\varepsilon$. Because $x_{k} \cdot y_{k} \in H$, this proves that $x \bullet y=\lim _{k \rightarrow \infty} \phi_{1 / k}\left(x_{k} \cdot y_{k}\right) \in H_{\bullet}$. A similar proof applies to show that $x_{\bullet}^{-1} \in H_{\bullet}$ for $x \in H_{\mathbf{0}}$.

Example 3.15 Consider the Heisenberg group viewed as the group of matrices

$$
\mathbb{H}_{3}(\mathbb{R})=\left\{\left(\begin{array}{lll}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right):(x, y, z) \in \mathbb{R}^{3}\right\}
$$

Here, the product of the matrices associated with $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is associated with the triplet

$$
\left(x+x^{\prime}, y+y^{\prime}, z+z^{\prime}+x y^{\prime}\right) .
$$

The inverse of $(x, y, z)$ is

$$
\begin{equation*}
(x, y, z)^{-1}=(-x,-y,-z+x y) \tag{3.9}
\end{equation*}
$$

This is isomorphic but different from the "exponential coordinate description" discussed earlier where

$$
(u, v, w) \cdot\left(u^{\prime}, v^{\prime}, w^{\prime}\right)=\left(u+u^{\prime}, v+v^{\prime}, w+w^{\prime}+\frac{1}{2}\left(u v^{\prime}-u^{\prime} v\right)\right)
$$

The map

$$
\begin{equation*}
q:(x, y, z) \rightarrow q(x, y, z)=(u, v, w)=\left(x, y, z-\frac{1}{2} x y\right) \tag{3.10}
\end{equation*}
$$

provides the group isomorphism between these two descriptions.
Now, consider the group of diffeomorphisms $\left(\phi_{t}\right)_{t>0}$ (straight dilations in that system) given in the ( $x, y, z$ ) matrix-coordinates by

$$
\phi_{t}(x, y, z)=\left(t^{a} x, t^{b} y, t^{c} z\right) \quad \text { for some fixed } a, b, c>0
$$

These are group diffeomorphisms for all $t>0$ if and only if $c=a+b$. They form an approximate group dilation structure at infinity if and only if $c \geq a+b$. When $c>a+b$,

$$
(x, y, z) \bullet\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, z+z^{\prime}\right)
$$

and

$$
(x, y, z)_{\bullet}^{-1}=(-x,-y,-z) \neq(x, y, z)^{-1}
$$

If we write down these same diffeomorphisms in the "exponential coordinate" description $(u, v, w)$ they are given by the maps

$$
\psi_{t}(u, v, w)=q^{-1} \circ \phi_{t} \circ q(u, v, w)=\left(t^{a} u, t^{b} v, t^{c} w+\frac{1}{2}\left(t^{c}-t^{a+b}\right) u v\right)
$$

In the $(u, v, w)$ global coordinate chart $\exp =\log =\mathrm{id}$, and if we assume $c \geq a+b$, the straight dilations

$$
\delta_{t}(u, v, w)=\left(t^{a} u, t^{b} v, t^{c} w\right), \quad t>0,
$$

give both an approximate Lie dilation structure and an associated approximate group dilation structure which are distinct from the $\phi_{t} / \psi_{t}$ approximate group dilation structure even so they share the same differential at the identity. They lead to isomorphic limit group structures.

Example 3.16 Consider the group

$$
G=\left\{\left(\begin{array}{cccc}
1 & x_{12} & x_{13} & x_{14} \\
0 & 1 & x_{23} & x_{24} \\
0 & 0 & 1 & x_{34} \\
0 & 0 & 0 & 1
\end{array}\right): x_{i j} \in \mathbb{R}\right\}
$$

and the straight dilation structures associated with any tuple

$$
1 / \alpha_{i j}, i j=(i, j) \in\{12,13,14,23,24,34\}
$$

so that

$$
\delta_{t}\left(\left(\begin{array}{cccc}
1 & x_{12} & x_{13} & x_{14} \\
0 & 1 & x_{23} & x_{24} \\
0 & 0 & 1 & x_{34} \\
0 & 0 & 0 & 1
\end{array}\right)\right)=\left(\begin{array}{cccc}
1 & y_{12} & y_{13} & y_{14} \\
0 & 1 & y_{23} & y_{24} \\
0 & 0 & 1 & y_{34} \\
0 & 0 & 0 & 1
\end{array}\right), \quad y_{i j}=t^{1 / \alpha_{i j}} x_{i j}
$$

Such a $\left(\delta_{t}\right)_{t>0}$ is a group dilation structure if and only if

$$
1 / \alpha_{k \ell}=1 / \alpha_{k j}+1 / \alpha_{j \ell} \quad \text { for all } 1 \leq k<j<\ell \leq 4
$$

that is,

$$
\text { (1) : } 1 / \alpha_{13}=1 / \alpha_{12}+1 / \alpha_{23}, \quad \text { (2) }: 1 / \alpha_{24}=1 / \alpha_{23}+1 / \alpha_{34}
$$

and

$$
\text { (3) : } 1 / \alpha_{14}=1 / \alpha_{12}+1 / \alpha_{24}, \quad \text { (4) }: 1 / \alpha_{14}=1 / \alpha_{13}+1 / \alpha_{34}
$$

The group $\left(\phi_{t}\right)_{t>0}$ is an approximate group dilation structure at infinity if and only if

$$
\begin{equation*}
1 / \alpha_{k \ell} \geq 1 / \alpha_{k j}+1 / \alpha_{j \ell} \quad \text { for all } 1 \leq k<j<\ell \leq 4 \tag{3.11}
\end{equation*}
$$

We now list all the possible Lie structures that appear as a limit of such an approximate group dilation structure on $G$.

1. When equality holds in all of the inequalities (3.11), we have $G_{\bullet}=G$.
2. When strict inequality holds in all of the inequalities (3.11), we have $G_{\bullet}=\mathbb{R}^{6}$ (abelian).
3. When equations (1) and (2) are equalities then equations (3) and (4) become equivalent. Assume a strict inequality holds in (3) and (4). Then the limit $G_{\bullet}$ is

$$
\left\{\left(\left(\begin{array}{ccc}
1 & x_{12} & x_{13} \\
0 & 1 & x_{23} \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
1 & x_{23} & x_{24} \\
0 & 1 & x_{34} \\
0 & 0 & 1
\end{array}\right),\left(x_{14}\right)\right): x_{i j} \in \mathbb{R}\right\}
$$

Here multiplication for these triplets of matrices is matrix-coordinate by matrixcoordinate. Note how the same $x_{23}$ appears in the first and second matrixcoordinates.
4. When strict inequality holds in both equations (1) and (2) and equality holds in both (3) and (4), then the limit $G_{\bullet}$ is

$$
\left\{\left(\left(\begin{array}{cccc}
1 & x_{12} & x_{13} & x_{14} \\
0 & 1 & 0 & x_{24} \\
0 & 0 & 1 & x_{34} \\
0 & 0 & 0 & 1
\end{array}\right),\left(x_{23}\right)\right): x_{i j} \in \mathbb{R}\right\}
$$

(this is the direct product of the 5 dimensional Heisenberg group $\mathbb{H}_{5}(\mathbb{R})$ and a copy of $\mathbb{R}$ ).
5. When strict inequality holds in both equations (1) and (2) and equality holds in (3) but not in (4) (resp. (4) but not in (3)), then the limit $G_{\bullet}$ is

$$
\left\{\left(\left(\begin{array}{ccc}
1 & x_{12} & x_{14} \\
0 & 1 & x_{24} \\
0 & 0 & 1
\end{array}\right),\left(x_{13}\right),\left(x_{23}\right),\left(x_{34}\right)\right): x_{i j} \in \mathbb{R}\right\}
$$

(resp. exchange the roles of pairs $x_{12}, x_{24}$ and $x_{13}, x_{34}$ ). This is the direct product of a copy of $\mathbb{H}_{3}(\mathbb{R})$ and $\mathbb{R}^{3}$ ).
6. When strict inequality holds in (1) (resp. (2)) and equality holds in (2) (resp. (1)) then strict inequality must hold in (3) (resp. (4)). If equality holds in (4) (resp. (3)), the limit group is isomorphic to

$$
\left\{\left(\left(x_{12}\right),\left(\begin{array}{cccc}
1 & 0 & x_{13} & x_{14} \\
0 & 1 & x_{23} & x_{24} \\
0 & 0 & 1 & x_{34} \\
0 & 0 & 0 & 1
\end{array}\right)\right): x_{i j} \in \mathbb{R}\right\}
$$

(resp. exchange the roles of $x_{12}$ and $x_{34}$, the limit groups in both cases are isomorphic).
7. When strict inequality holds in (1) (resp. (2)) and equality holds in (2) (resp. (1)) and strict inequality holds in each of (3) and (4), the limit group is isomorphic to

$$
\left\{\left(\left(\begin{array}{ccc}
1 & x_{23} & x_{24} \\
0 & 1 & x_{34} \\
0 & 0 & 1
\end{array}\right),\left(x_{12}\right),\left(x_{13}\right),\left(x_{14}\right)\right): x_{i j} \in \mathbb{R}\right\}
$$

(resp. replace the triplet $\left(x_{23}, x_{24}, x_{34}\right)$ with $\left(x_{12}, x_{13}, x_{23}\right)$ and the triplet $\left(x_{12}, x_{13}, x_{14}\right)$ with $\left(x_{34}, x_{24}, x_{14}\right)$ ). This is the direct product of a copy of $H_{3}(\mathbb{R})$ and $\left.\mathbb{R}^{3}\right)$.

## Chapter 4 <br> Vague convergence and change of group law


#### Abstract

This short chapter is devoted to a key technical result which consists in passing from the vague convergence of the family of rescaled measures associated with the driving probability measure of a long-range random walk to the vague convergence of the associated jump kernels. This involves taking into account the change of group law induced by the rescaling of space through an approximate group dilation.


### 4.1 Vague convergence under rescaling

We consider a rather general situation pertaining to the problem we want to study. We are given the following data:
(a) A finitely generated torsion free nilpotent group $\Gamma$ given as a co-compact closed subgroup of a simply connected nilpotent Lie group $G$. It is useful for our purpose to be more explicit and write $G=\left(\mathbb{R}^{d}, \cdot\right)$ where this coordinate system is a polynomial coordinate system as explained earlier.
(b) A probability measure $\mu$ on $\Gamma$.
(c) An approximate group dilation structure $\left(\delta_{t}\right)_{t>0}$ on $G$ with Lie group limit $G_{\bullet}=$ $\left(\mathbb{R}^{d}, \bullet\right)$.

Definition 4.1 We say that the approximate group dilation structure $\left(\delta_{t}\right)_{t>0}$ is admissible for $\mu$ if the family of measures

$$
\begin{equation*}
\mu_{t}=t \delta_{1 / t}(\mu) \quad \text { defined by } \mu_{t}(\phi):=t \int_{\mathbb{R}^{d}} \phi\left(\delta_{1 / t}(u)\right) \mu(d u) \tag{4.1}
\end{equation*}
$$

converge vaguely to a Radon measure $\mu_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$ as $t \rightarrow \infty$. Recall that, by definition, this means that, for any continuous function $\phi$ with compact support in $\mathbb{R}^{d} \backslash\{0\}$,

$$
\lim _{t \rightarrow \infty} \int \phi(x) d \mu_{t}(x)=\int \phi(x) d \mu_{\bullet}(x)
$$

Remark 4.2 Note the following identities:

$$
\mu_{t}(A)=t \mu\left(\delta_{t}(A)\right)=t \sum_{y \in \Gamma} \mathbb{1}_{\delta_{t} A}(y) \mu(y)=t \sum_{x \in \delta_{t}^{-1} \Gamma} \mathbb{1}_{A}(x) \mu\left(\delta_{t} x\right)
$$

and

$$
\int \phi(x) d \mu_{t}(x)=t \int \phi\left(\delta_{t}^{-1} y\right) d \mu(y)=t \sum_{x \in \delta_{t}^{-1} \Gamma} \phi(x) \mu\left(\delta_{t} x\right)
$$

Remark 4.3 The normalization by a factor of $t$ in $\mu_{t}=t \delta_{1 / t}(\mu)$ is less restrictive than it may first appear because of Remark 3.12. If there is an approximate Lie dilation structure $\left(\delta_{t}\right)_{t>0}$ (with limit law $\left.\bullet\right)$ such that the measure $\mu_{t}=t^{a} \delta_{t}^{-1}(\mu)$ converges vaguely to $\mu_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$ then the modified approximate Lie dilation structure $\left(\delta_{t^{1 / a}}\right)_{t>0}$ gives the same limit law $\bullet$ and is admissible for $\mu$. In this sense, the choice of the linear $t$ factor in the definition of $\mu_{t}$ amounts, more or less, to a scaling normalization.

Example 4.4 Fix $\alpha \in(0,2)$ and let $\mu$ be the probability measure on $\mathbb{Z} \subset \mathbb{R}$ with

$$
\mu(k)=c_{\alpha}(1+|k|)^{-\alpha-1} .
$$

Let $\delta_{t}(x)=t^{1 / \alpha} x$. Then $t \delta_{t}^{-1}(\mu)$ converges vaguely on $\mathbb{R} \backslash\{0\}$ as $t \rightarrow \infty$ to the measure $\mu_{\bullet}$ with density $c_{\alpha}|x|^{-\alpha-1}$ with respect to the Lebesgue measure on $\mathbb{R}$.

Example 4.5 Fix $\alpha \in(0,2)$ and $\beta \in(0, \alpha)$. Let $\mu$ be the probability measure on $\mathbb{Z}^{2}$ given by

$$
\mu((x, y))=c(1+|x|+|y|)^{-\alpha-2}, \quad(x, y) \in \mathbb{Z}^{2} \subset \mathbb{R}^{2}
$$

Let $\delta_{t}((x, y))=\left(t^{1 / \alpha} x, t^{1 / \beta} y\right)$. Then $t \delta_{t}^{-1}(\mu)$ converges vaguely on $\mathbb{R}^{2} \backslash\{(0,0)\}$ as $t \rightarrow \infty$ to the measure $\mu_{\bullet}(d x d y)=f_{\bullet}(x) d x \otimes \delta_{0}(d y)$ supported on the $x$-axis with $f_{\bullet}(x)=c^{\prime}|x|^{-\alpha-1}$, where $c^{\prime}=c \int_{\mathbb{R}}(1+u)^{-\alpha-2} d u$.

Example 4.6 On the Heisenberg group $H_{3}(\mathbb{Z})$ viewed as the group of matrix

$$
\left\{\left(\begin{array}{ccc}
1 & x_{1} & x_{3}  \tag{4.2}\\
0 & 1 & x_{2} \\
0 & 0 & 1
\end{array}\right): x_{1}, x_{2}, x_{3} \in \mathbb{Z}\right\}
$$

consider the measure

$$
\begin{equation*}
\mu\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\frac{c_{\alpha}}{\left(1+\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}} \tag{4.3}
\end{equation*}
$$

(note that this is a symmetric measure). Consider an approximate Lie dilation structure $\left(\delta_{t}\right)_{t>0}$ of the form $\delta_{t}\left(\left(x_{i}\right)_{1}^{3}\right)=\left(t^{1 / \gamma_{i}} x_{i}\right)_{1}^{3}$. For this to be an approximate Lie dilation structure, it must be that $1 / \gamma_{3} \geq 1 / \gamma_{1}+1 / \gamma_{2}$ which we assume. For the measure $t \delta_{t}^{-1}\left(\mu_{t}\right)$ to have a vague limit, it is necessary that $1 / \gamma_{1} \geq 1 / \alpha, 1 / \gamma_{2} \geq 1 / \alpha$ and $1 / \gamma_{3} \geq 2 / \alpha$. Note that the roles of $x$ and $y$ are the same so that we can assume for the sake of the computations described below that $1 / \gamma_{1} \leq 1 / \gamma_{2}$.

1. Assume that $1 / \gamma_{2} \geq 1 / \gamma_{1}>1 / \alpha$. Then $1 / \gamma_{3}>2 / \alpha$ and it is not hard to see that $t \delta_{t}^{-1}(\mu)$ converges vaguely to 0 as $t \rightarrow \infty$.
2. Assume $\gamma_{1}=\gamma_{2}=\gamma_{3} / 2=\alpha$. Then $\left(\delta_{t}\right)_{t>0}$ is a group dilation structure and $t \delta_{t}^{-1}(\mu)$ converges vaguely as $t \rightarrow \infty$ to

$$
\mu_{\bullet}\left(\left(d x_{1}, d x_{2}, d x_{3}\right)\right)=\frac{c_{\alpha} d x_{1} d x_{2} d x_{3}}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}}
$$

3. Assume that $1 / \gamma_{1}=1 / \gamma_{2}=1 / \alpha$ and $1 / \gamma_{3}>2 / \alpha$. Then $t \delta_{t}^{-1}(\mu) \Rightarrow \mu_{\bullet}$ as $t \rightarrow \infty$, where

$$
\mu_{\bullet}\left(d x_{1} d x_{2} d x_{3}\right)=\frac{c^{\prime}}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)^{\alpha+2}} d x_{1} d x_{2} \otimes \delta_{0}\left(d x_{3}\right)
$$

with $c^{\prime}=2 c \int_{0}^{\infty}(1+s)^{-(2+\alpha / 2)} d s$.
4. Assume that $1 / \gamma_{2}>1 / \gamma_{1}=1 / \alpha$. It follows that $1 / \gamma_{3} \geq 1 / \gamma_{1}+1 / \gamma_{2}>2 / \alpha$. In this case $t \delta_{t}^{-1}(\mu) \Rightarrow \mu_{\bullet}$ as $t \rightarrow \infty$, where

$$
\mu_{\bullet}\left(d x_{1} d x_{2} d x_{3}\right)=c^{\prime}\left|x_{1}\right|^{-\alpha+1} d x_{1} \otimes \delta_{0}\left(d x_{2}\right) \otimes \delta_{0}\left(d x_{3}\right)
$$

with

$$
c^{\prime}=2 c \int_{-\infty}^{\infty}\left(\int_{0}^{\infty}\left(\sqrt{1+u^{2}+v}\right)^{-(\alpha+4)} d v\right) d u
$$

We provide details for the third case (the fourth case is similar). Let $f$ be a continuous function with compact support in $\mathbb{R}^{3} \backslash\{0\}$. We want to show that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \int f(x) d \mu_{t}(x) & =\lim _{t \rightarrow \infty} t \sum_{x \in \mathbb{Z}^{3}} \frac{c_{\alpha} f\left(\delta_{t}^{-1}(x)\right)}{\left(1+\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}} \\
& =\int_{\mathbb{R}^{3}} \frac{c^{\prime} f(x)}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)^{\alpha+2}} d x_{1} d x_{2} \otimes \delta_{0}\left(d x_{3}\right) \\
& =\int_{\mathbb{R}^{2}} \frac{c^{\prime} f\left(x_{1}, x_{2}, 0\right)}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)^{\alpha+2}} d x_{1} d x_{2}
\end{aligned}
$$

Recall that $\gamma_{1}=\gamma_{2}=\alpha$ and $2 \gamma_{3}<\alpha$ and write

$$
\begin{aligned}
& \int f(x) t \delta_{t}^{-1}(\mu(d x))=t \sum_{x \in \mathbb{Z}^{3}} f\left(\delta_{t}^{-1}(x)\right) \frac{c_{\alpha}}{\left(1+\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}} \\
& \left.=t \sum_{z \in \delta_{t}^{-1}\left(\mathbb{Z}^{3}\right)} f(z) \frac{c_{\alpha}}{\left(1+\sqrt{t^{2} / \gamma_{1}} z_{1}^{2}+t^{2 / \gamma_{2}} z_{2}^{2}+\left|t^{1 / \gamma_{3}} z_{3}-t^{1 / \gamma_{1}+1 / \gamma_{2}} z_{1} z_{2} / 2\right|\right.}\right)^{\alpha+4}
\end{aligned}
$$

$$
\begin{aligned}
= & t^{-4 / \alpha} \sum_{z \in \delta_{t}^{-1}\left(\mathbb{Z}^{3}\right)} f(z) \frac{c_{\alpha}}{\left(t^{-1 / \alpha}+\sqrt{z_{1}^{2}+z_{2}^{2}+\left|t^{1 / \gamma_{3}-2 / \alpha} z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}} \\
= & t^{-4 / \alpha} \sum_{z \in\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}}^{\left(t^{-1 / \alpha}+\sqrt{z_{1}^{2}+z_{2}^{2}+\left|z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}} \\
& +t^{-4 / \alpha} \sum_{z \in\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}} \frac{c_{\alpha} f\left(\left(z_{1}, z_{2}, 0\right)\right)}{\left(t^{-1 / \alpha}+\sqrt{z_{1}^{2}+z_{2}^{2}+\left|z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}}
\end{aligned}
$$

The first term is, essentially, a (multivariate, generalized) Riemann sum of a uniformly continuous integrable function on $\mathbb{R}^{3}$ over the lattice $\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}$ and, consequently, it converges when $t$ tends to infinity to

$$
\int_{\mathbb{R}^{3}} \frac{c_{\alpha} f\left(x_{1}, x_{2}, 0\right)}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}} d x_{1} d x_{2} d x_{3}=\int_{\mathbb{R}^{2}} \frac{c_{\alpha}^{\prime} f\left(z_{1}, z_{2}, 0\right)}{\left(z_{1}^{2}+z_{2}^{2}\right)^{(\alpha+2) / 2}} d x_{1} d x_{2}
$$

where $c_{\alpha}^{\prime}=2 c_{\alpha} \int_{0}^{\infty} \frac{d u}{(1+u)^{(\alpha+4) / 2}}$.
The second term goes to 0 when $t$ tends to $\infty$ because $f$ is uniformly continuous and $1 / \gamma_{3}-2 / \alpha>0$ : for any $\varepsilon>0$ there is a $T_{\varepsilon}$ such that for all $t>T_{\varepsilon}$,

$$
\left|\left(\left(z_{1}, z_{2}, t^{-1 / \gamma_{3}+2 / \alpha} z_{3}\right)\right)-f\left(\left(z_{1}, z_{2}, 0\right)\right)\right|<\varepsilon .
$$

This gives

$$
\begin{aligned}
& t^{-4 / \alpha} \sum_{\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}} \frac{c_{\alpha}\left|f\left(\left(z_{1}, z_{2}, t^{-1 / \gamma_{3}+2 / \alpha} z_{3}\right)\right)-f\left(\left(z_{1}, z_{2}, 0\right)\right)\right|}{\left(\sqrt{z_{1}^{2}+z_{2}^{2}+\left|z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}} \\
& \leq \varepsilon t^{-4 / \alpha} \sum_{\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}} \frac{c_{\alpha}}{\left(\sqrt{z_{1}^{2}+z_{2}^{2}+\left|z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}} .
\end{aligned}
$$

When $t$ tends to infinity, the limit of the right-hand side is

$$
\varepsilon \int_{\mathbb{R}^{3}} \frac{c_{\alpha}}{\left(\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{\alpha+4}} d x_{1} d x_{2} d x_{3}
$$

As $\varepsilon>0$ is arbitrary, this proves that

$$
\lim _{t \rightarrow \infty} t^{-4 / \alpha} \sum_{\left(t^{-1 / \alpha} \mathbb{Z}\right)^{2} \times t^{-2 / \alpha} \mathbb{Z}} \frac{c_{\alpha}\left(f\left(\left(z_{1}, z_{2}, t^{1 / \gamma_{3}} z_{3}\right)\right)-f\left(\left(z_{1}, z_{2}, 0\right)\right)\right)}{\left(t^{-1 / \alpha}+\sqrt{z_{1}^{2}+z_{2}^{2}+\left|z_{3}-z_{1} z_{2} / 2\right|}\right)^{\alpha+4}}=0
$$

as desired.

### 4.2 Vague convergence of jump measures and kernels

Next, we relate the vague convergence of $\mu_{t}$ to $\mu_{\bullet}$ to the vague convergence of jump kernels.
Proposition 4.7 Let $\Gamma \subset G$ be a discrete co-compact subgroup of the simply connected nilpotent Lie group $G=\left(\mathbb{R}^{d}, \cdot\right)$. Let $c(\Gamma, G)$ be the Haar volume of $G / \Gamma$ (i.e., of a fundamental domain for $\Gamma$ in $G$ ). Let $\mu$ be a probability measure on $\Gamma,\left(\delta_{t}\right)_{t>0}$ be an approximate group dilation structure on $G$ which is admissible for $\mu$, and let $\mu_{t}:=t \delta_{1 / t}(\mu)$. Suppose that $\mu_{t}$ converges vaguely on $\mathbb{R}^{d} \backslash\{0\}$ to a Radon measure $\mu_{\bullet}$ as $t$ tends to infinity. Then, for any continuous and compactly supported function $\phi$ in $\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$, the positive Radon measure $J_{t}(d x d y)$ on $\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$ defined by

$$
\begin{aligned}
& \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{t}(d x d y)= \\
& c(\Gamma, G) t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{x, y \in \delta_{1 / t}(\Gamma), x \neq y} \phi(x, y) \mu\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)
\end{aligned}
$$

converges vaguely as $t$ tends to infinity to the positive Radon measure $J_{\bullet}$ defined on $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \backslash \Delta$ by

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{\bullet}(d x d y)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, x \bullet y) d x \mu_{\bullet}(d y)
$$

where $\bullet$ is the limit law $x \bullet y=\lim _{t \rightarrow \infty} \delta_{t}^{-1}\left(\delta_{t}(x) \cdot \delta_{t}(y)\right)$ for the approximate Lie dilation structure $\left(\delta_{t}\right)_{t>0}$.
Remark 4.8 Of course, in the group $G \bullet=\left(\mathbb{R}^{d}, \bullet\right)$, we can write

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, x \bullet y) d x \mu_{\bullet}(d y)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) d x \mu_{\bullet}\left(x_{\bullet}^{-1} \bullet d y\right)
$$

(the inverse operation is in $(G, \bullet)$ ) so that

$$
J_{\bullet}(d x d y)=d x \mu_{\bullet}\left(x_{\bullet}^{-1} \bullet d y\right) .
$$

Remark 4.9 Note that the measure $J_{t}^{1}(d x)$ defined by

$$
\int \phi(x) J_{t}^{1}(d x)=c(\Gamma, G) \operatorname{det}\left(\delta_{1 / t}\right) \sum_{x \in \delta_{1 / t}(\Gamma)} \phi(x)
$$

obviously converges to $\int \phi(x) d x$ as $t$ tends to infinity. That is, the vague limit of $J_{t}^{1}(d x)$ is the Lebesgue (=Haar) measure on $\mathbb{R}^{d}$.

Proof Observe that

$$
\begin{equation*}
x \cdot t y=\delta_{t}^{-1}\left(\delta_{t}(x) \cdot \delta_{t}(y)\right) \tag{4.4}
\end{equation*}
$$

is a group law which turns $\mathbb{R}^{d}$ into a Lie group $G_{t}=\left(\mathbb{R}^{d},{ }_{t}\right)$ (this group is actually isomorphic to $G$ ). For any fixed $x \in \delta_{1 / t}(\Gamma)$, consider

$$
\begin{aligned}
t \sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{x\}} \phi(x, y) \mu\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right) & =t \sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{x\}} \phi(x, y) \mu\left(\delta_{t}\left(x^{-1} \cdot{ }_{t} y\right)\right) \\
& =t \sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{x\}} \phi\left(x, x \cdot{ }_{t} y\right) \mu\left(\delta_{t}(y)\right) .
\end{aligned}
$$

Now, write

$$
\begin{aligned}
& \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{t}(d x d y)-\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{\bullet}(d x d y) \\
& =\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{t}(d x d y)-\sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{e\}} \int_{\mathbb{R}^{d}} \phi(x, x \bullet y) t \mu\left(\delta_{t}(y)\right) d x \\
& \quad+\sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{e\}} \int_{\mathbb{R}^{d}} \phi(x, x \bullet y) t \mu\left(\delta_{t}(y)\right) d x-\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta} \phi(x, y) J_{\bullet}(d x d y) \\
& =I_{1}(t)+I_{2}(t) .
\end{aligned}
$$

To bound $\left|I_{1}\right|$, write $c_{t}=c(\Gamma, G) \operatorname{det}\left(\delta_{1 / t}\right)$ and

$$
\left|I_{1}(t)\right|=\left|\sum_{y \in \delta_{1 / t}(\Gamma) \backslash\{e\}} t \mu\left(\delta_{t}(y)\right)\left(c_{t} \sum_{x \in \delta_{1 / t}(\Gamma)} \phi(x, x \cdot t y)-\int \phi(x, x \bullet y) d x\right)\right| .
$$

Note that $\phi$ is continuous and compactly supported in $\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$ and $x \cdot{ }_{t} y$ converges (uniformly on compact sets) to $x \bullet y$. It follows that there is a compact set $K=K_{\phi}$ in $\mathbb{R}^{d} \backslash\{0\}$ with the property that, for any $\varepsilon>0$, there is $T$ such that, for all $y \in \mathbb{R}^{d}$ and all $t>T$,

$$
\left|c_{t} \sum_{x \in \delta_{t}^{-1} \Gamma} \phi(x, x \cdot t y)-\int \phi(x, x \bullet y) d x\right| \leq \varepsilon \mathbb{1}_{K}(y)
$$

Also, there exist $C_{K}$ and $T^{\prime}$ such that for all $t>T^{\prime}, t \mu\left(\delta_{t}(K)\right) \leq C_{K}$. It follows that $\left|I_{1}(t)\right| \leq \varepsilon C_{K}$. As for $\left|I_{2}(t)\right|$, the fact that it converges to 0 is a consequence of the vague convergence of $t \delta_{t}^{-1}(\mu)$ to $\mu_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$.

The jump kernel $J_{t}$ introduced above is defined on $\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$ and acts on functions of $x, y \in \mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$. It is useful to consider also a related discrete jump kernel supported on

$$
\Gamma_{t} \times \Gamma_{t} \backslash \Delta
$$

where $\Gamma_{t}=\delta_{t}^{-1}(\Gamma)$ (by abuse of notation, we use the letter $\Delta$ to demote the diagonal on $R \times R$ for any space $R$, e.g., $R=\mathbb{R}$ or $R=\Gamma_{t}$ ). Note that $\Gamma_{t}$ is a co-compact subgroup of the group $G_{t}=\left(\mathbb{R}^{d},{ }_{t}\right)$ defined at (4.4) and that $\delta_{t}$ provides a group isomorphism from $\Gamma_{t}$ onto $\Gamma$. We equipped $\Gamma_{t}$ with the rescaled counting measure

$$
\begin{equation*}
m_{t}(A)=c(\Gamma, G) \operatorname{det}\left(\delta_{t}^{-1}\right)|A|, \quad \text { where }|A|=\# A \tag{4.5}
\end{equation*}
$$

for any finite subset $A \subset \Gamma_{t}$. On $\Gamma_{t}$, we consider the jump kernel measure $j_{t}$ defined by

$$
\begin{equation*}
j_{t}(x, y)=c(\Gamma, G) t \operatorname{det}\left(\delta_{1 / t}\right) \mu\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right), \quad(x, y) \in \Gamma_{t} \times \Gamma_{t} \backslash \Delta \tag{4.6}
\end{equation*}
$$

We now assume that the probability measure $\mu$ on $\Gamma$ is symmetric. Then $j_{t}(x, y)$ is symmetric in $(x, y)$ and it gives arise to an associated symmetric Dirichlet form in $L^{2}\left(\Gamma_{t}, m_{t}\right)$ with domain $\mathcal{F}^{(t)}:=L^{2}\left(\Gamma_{t}, m_{t}\right)$ defined by

$$
\begin{equation*}
\mathcal{E}^{(t)}(u, v)=\frac{1}{2} \sum_{x, y \in \Gamma_{t}}(u(x)-u(y))(v(x)-v(y)) j_{t}(x, y), \quad u, v \in \mathcal{F}^{(t)} \tag{4.7}
\end{equation*}
$$

The infinitesimal generator of this Dirichlet form on $L^{2}\left(\Gamma_{t}, m_{t}\right)$ is

$$
\begin{equation*}
f \mapsto-t\left(f-f *_{\Gamma_{t}} \delta_{t}^{-1}(\mu)\right) \tag{4.8}
\end{equation*}
$$

on $\Gamma_{t}$.
Recall that $\Gamma_{t} \subset \mathbb{R}^{d}$. For each $x \in \mathbb{R}^{d}$, let $[x]_{t} \in \Gamma_{t}$ be the point closest to $x$ in the $\|\cdot\|$-norm (if there are more than two such points, we choose one arbitrary and fix it). When needed, extend a function $f$ on $\Gamma_{t}$ to a function $\tilde{f}$ on $\mathbb{R}^{d}$ by setting $f(x)=f\left([x]_{t}\right)$ for each $x \in \mathbb{R}^{d}$. We say a family of functions $\left\{f_{t}: \Gamma_{t} \rightarrow \mathbb{R}\right\}_{t \geq 1}$ converges uniformly to a function $f$ on $\mathbb{R}^{d}$ if $\tilde{f}$ converges uniformly to $f$.

The following is an easy consequence of Proposition 4.7 that relates to $j_{t}$. It is stated for continuous limit but it obviously holds as well for sequential limits based on an arbitrary sequence $t_{k}$ tending to infinity.

Lemma 4.10 Let $\left\{f_{t}: \Gamma_{t} \rightarrow \mathbb{R}\right\}_{t>0}$ (resp. $\left\{g_{t}: \Gamma_{t} \rightarrow \mathbb{R}\right\}_{t}$ ) be a family of continuous functions that converges uniformly to a continuous function $f$ (resp. $g$ ) on $\mathbb{R}^{d}$. Then, under the assumptions of Proposition 4.7, for any open set $U \subset \mathbb{R}^{d} \times \mathbb{R}^{d} \backslash\{(x, y)$ : $\left.\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}$ with $\eta>0$ whose closure is compact, it holds that

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \sum_{(x, y) \in\left(\Gamma_{t} \times \Gamma_{t}\right) \cap U}\left(f_{t}(x)-f_{t}(y)\right)\left(g_{t}(x)-g_{t}(y)\right) j_{t}(x, y) \\
& =\iint_{U}(f(x)-f(y))(g(x)-g(y)) J_{\bullet}(d x d y) .
\end{aligned}
$$

Proof Set $\psi_{t}(x, y):=\left(f_{t}(x)-f_{t}(y)\right)\left(g_{t}(x)-g_{t}(y)\right)$ and $\psi(x, y):=(f(x)-f(y))(g(x)-$ $g(y))$. Then

$$
\begin{aligned}
& \left|\sum_{(x, y) \in\left(\Gamma_{t} \times \Gamma_{t}\right) \cap U} \psi_{t}(x, y) j_{t}(x, y)-\iint_{U} \psi(x, y) J_{\bullet}(d x d y)\right| \\
& \leq\left|\sum_{(x, y) \in\left(\Gamma_{t} \times \Gamma_{t}\right) \cap U}\left(\psi_{t}(x, y)-\psi(x, y)\right) j_{t}(x, y)\right| \\
& +\left|\iint_{U}\left(\psi(x, y) J_{t}(d x d y)-\psi(x, y) J_{\bullet}(d x d y)\right)\right|=: I_{1}+I_{2}
\end{aligned}
$$

By Proposition 4.7, $\sup _{t \geq 1} \sum_{(x, y) \in\left(\Gamma_{t} \times \Gamma_{t}\right) \cap U} j_{t}(x, y)<\infty$. It follows that $\lim _{t \rightarrow \infty} I_{1}=$ 0 because $\psi_{t}$ converges uniformly to $\psi$. By the proof of Proposition 4.7 (and the fact that $U$ is compact in $\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta$ ), $\lim _{k \rightarrow \infty} I_{2}=0$.

## Chapter 5 <br> Weak convergence of the processes


#### Abstract

This chapter is devoted to our main functional limit theorem for symmetric long range random walks on finitely generated torsion free nilpotent groups. A set of technical conditions are identified as sufficient conditions to establish a functional limit theorem by adapting established techniques in the present setting. These conditions are phrased mostly in terms of the given random walk but also involve the existence of an appropriate approximate dilation. All together, they are rather strong conditions and finding ways to work under less stringent hypotheses is an interesting open problem.


### 5.1 Assumption (A)

In this chapter and next, we prove limit theorems involving
(a) A finitely generated torsion free nilpotent group $\Gamma$ embedded as a co-compact lattice in a simply connected nilpotent Lie group $G$;
(b) A symmetric probability measure $\mu$ on $\Gamma$;
(c) A polynomial coordinate system for $G=\left(\mathbb{R}^{d}, \cdot\right)$ and straight dilation structure

$$
\begin{equation*}
\delta_{t}, t>0, \quad \delta_{t}\left(\left(u_{i}\right)_{1}^{d}\right)=\left(t^{1 / \beta_{i}} u_{i}\right)_{1}^{d}, \quad \beta_{i} \in(0,2), \quad i=1, \ldots, d, \tag{5.1}
\end{equation*}
$$

which is an approximate group dilation structure for $G$ with limit group $G_{\bullet}=$ $\left(\mathbb{R}^{d}, \bullet\right)$.

The key hypothesis we will make that links together the probability measure $\mu$, the dilation structure $\left(\delta_{t}\right)_{t>0}$ and the limit group $G_{\bullet}$ is that
(A) The straight dilation structure $\left(\delta_{t}\right)_{t>0}$ is admissible for the probability measure $\mu$, that is, the (positive) measure $\mu_{t}=t \delta_{1 / t}(\mu), t \geq 1$, defined at (4.1) converges vaguely to a non-trivial Radon measure $\mu_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$ as $t$ tends to infinity.

Remark 5.1 (i) The Radon measure $\mu_{\bullet}$ appeared in (A) is on $\mathbb{R}^{d} \backslash\{0\}$ and is expressed under the global coordinate system we use for the nilpotent group $G$ and hence for $G_{\text {. }}$. It induces a Radon measure of $G_{\bullet}$ through this global coordinate system. By abusing the notations, we use the same notation $\mu_{\bullet}$ for the induced measure on $G_{\text {. }}$.
(ii) Under assumption (A), it follows from the definition of $\mu_{t}$ that $\mu_{\bullet}$ is a symmetric measure on $G_{\bullet} \backslash\{e\}$ and has the following scaling property

$$
\begin{equation*}
\delta_{r}\left(\mu_{\bullet}\right)=r \mu_{\bullet} \quad \text { for every } r>0 \tag{5.2}
\end{equation*}
$$

that is, for any Borel measurable set $A \subset \mathbb{R}^{d} \backslash\{0\}, \mu_{\bullet}(A)=\mu_{\bullet}\left(A_{\bullet}^{-1}\right)$, where $A_{\bullet}^{-1}:=\left\{x \in \mathbb{R}^{d}: x_{\bullet}^{-1} \in A\right\}$, and

$$
\mu_{\bullet}\left(\delta_{r}^{-1}(A)\right)=\mu_{\bullet}\left(\delta_{1 / r}(A)\right)=r \mu_{\bullet}(A) \quad \text { for every } r>0
$$

We are most interested in the case the limit measure $\mu_{\bullet}$ is not supported on a proper closed connected subgroup of $G_{\mathbf{0}}$. In that case, the condition that the exponents $\left\{\beta_{i}, 1 \leq i \leq d\right\}$ for the straight dilation structure $\left\{\delta_{t} ; t \geq 0\right\}$ of (5.1) are in ( 0,2 ) means that the original measure $\mu$ must have some sort of heavy tail characteristics, i.e., $\mu$ has to be "stable-like".

## Geometries on $\mathbb{R}^{\boldsymbol{d}}$ and $\boldsymbol{G}$ •

Fix $\beta \geq \max _{1 \leq i \leq d}\left\{\beta_{i}\right\}$. By [37], there is a norm $\|\cdot\|$ on $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$ (this means that $\|x \bullet y\| \leq\|x\|+\|y\|$ for all $x, y \in \mathbb{R}^{d},\left\|x_{\bullet}^{-1}\right\|=\|x\|$ and $\|x\|=0$ if and only if $x=0$ ) such that

$$
\begin{equation*}
\left\|\delta_{t}(u)\right\|=t^{1 / \beta}\|u\| \quad \text { for every } t>0 \text { and } u=\left(u_{i}\right)_{1}^{d} \in \mathbb{R}^{d} \tag{5.3}
\end{equation*}
$$

This implies, of course, that there are constants $c, C \in(0, \infty)$ such that

$$
\begin{equation*}
c \max _{1 \leq i \leq d}\left\{\left|u_{i}\right|^{\beta_{i} / \beta}\right\} \leq\|u\| \leq C \max _{1 \leq i \leq d}\left\{\left|u_{i}\right|^{\beta_{i} / \beta}\right\} \quad \text { for } u=\left(u_{i}\right)_{1}^{d} \in \mathbb{R}^{d} . \tag{5.4}
\end{equation*}
$$

Note that $\max _{1 \leq i \leq d}\left\{\left|u_{i}\right|^{\beta_{i} / \beta}\right\}$ itself is a norm on $\left(\mathbb{R}^{d},+\right.$ ) but not necessarily on $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$ (it may not be symmetric on $G \bullet$ and only satisfies the triangle inequality up to a multiplicative constant in general). Set

$$
B(r)=\left\{x \in \mathbb{R}^{d}:\|x\|<r\right\} .
$$

Obviously, we have

$$
\left\|\delta_{t}(u)\right\|=t^{1 / \beta}\|u\| \quad \text { and } \quad \delta_{t}(B(r))=B\left(r t^{1 / \beta}\right)
$$

This means that the volume (the Lebesgue measure) of $B(r)$ is

$$
m(B(r))=m\left(\delta_{r^{\beta}}(B(1))\right)=m(B(1)) \operatorname{det}\left(\delta_{r} \beta\right)=m(B(1)) r^{\beta\left(\sum_{i=1}^{d} 1 / \beta_{i}\right)}
$$

Recall that $\mathbb{R}^{d}$ is also equipped with the Euclidean norm $\|u\|_{2}=\sqrt{\sum_{1}^{d}\left|u_{i}\right|^{2}}$. Let

$$
\beta_{-}=\min _{1 \leq i \leq d} \beta_{i} \quad \text { and } \quad \beta_{+}=\max _{1 \leq i \leq d} \beta_{i} .
$$

From the definition, it is clear that

$$
\begin{equation*}
c \min \left\{\|u\|^{\beta / \beta_{-}},\|u\|^{\beta / \beta_{+}}\right\} \leq\|u\|_{2} \leq C \max \left\{\|u\|^{\beta / \beta_{-}},\|u\|^{\beta / \beta_{+}}\right\} . \tag{5.5}
\end{equation*}
$$

Similarly, for any $u \in \mathbb{R}^{d}$ with $\|u\| \leq C_{1} r^{1 / \beta}$, we have

$$
\begin{equation*}
c_{2}\left(\frac{\|u\|_{2}}{r}\right)^{\beta_{+} / \beta} \leq \frac{\|u\|}{r^{1 / \beta}} \leq C_{2}\left(\frac{\|u\|_{2}}{r}\right)^{\beta-/ \beta} \tag{5.6}
\end{equation*}
$$

We will need the following version of Lemma 3.10 with respect to the norm $\|\cdot\|$.
Lemma 5.2 For any compact $K \subset \mathbb{R}^{d}$ there is a constant $C_{K}$ such that, for any $x, y \in K$ and $t \geq 1$,

$$
\left\|\delta_{1 / t}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)\right\| \leq C_{K}\|y-x\|^{\beta_{-} / \beta_{+}}
$$

and

$$
\left\|\delta_{1 / t}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)\right\| \leq C_{K}\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta_{-} / \beta_{+}}
$$

Proof In view of (3.1) and (3.5), the function $(t, x, y) \mapsto \delta_{1 / t}\left(\delta_{t}(x)^{-1} \delta_{t}(y)\right)$ is a polynomial in

$$
(x, y)=\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}\right)
$$

with coefficients equal to linear combination of powers of $t$ with exponents in $\mathbb{R}$. By (3.8), only non-positive powers of $t$ appear. The desired inequality follows from (5.5) because this polynomial function equals 0 when $x=y$. For the second inequality, we first note from (5.5) again that for $x, y \in K$,

$$
\left\|\delta_{1 / t}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)\right\| \leq C_{K}\|x-y\|_{2}^{\beta-/ \beta}
$$

and then observe that $\|x-y\|_{2} \leq C_{K}^{\prime}\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta / \beta_{+}}$.

### 5.2 Further hypotheses

Under the general circumstances described above, in order to obtain limit theorems relating the random walk on $\Gamma$ driven by $\mu$ to the continuous time left-invariant jump process on $G_{\bullet}$ associated with the jump measure $J_{\bullet}$ of Proposition 4.7, we need several additional hypotheses which we now spell out in details. One important feature of the various hypotheses described in this section is that they do not involve the precise limit behavior of $\mu_{t}$ as $t$ tends to infinity. In a non-technical sense, they are of a coarser, more robust nature. In Chapter 10, we will exhibit a large class of "stable-like" measures on $\Gamma$, all of which satisfy these hypotheses thanks to the results of [55, 20].

## The random walk on $\Gamma$ (regularity)

A bounded function $u$ on $\Gamma$ is called $\mu$-harmonic in a subset $U$ if it satisfies

$$
u * \mu=u \quad \text { in } U .
$$

Consider the following basic regularity assumption regarding $\mu$-harmonic functions. Note that we consider that $\Gamma$ as a subgroup of $G=\left(\mathbb{R}^{d}, \cdot\right)$ and use the $G_{\bullet}$-norm $\|\cdot\|$ to state this property.
(R1) There are constants $C_{1}$ and $\kappa$ such that, for any bounded function $u$ defined on $\Gamma$ and $\mu$-harmonic in $B(r)=\left\{x \in \mathbb{R}^{d}:\|x\|<r\right\}, r>0$, and all $x, y \in \Gamma \cap B(r / 2)$, we have

$$
\begin{equation*}
|u(y)-u(x)| \leq C_{1}\|u\|_{\infty}\left(\frac{\left\|x^{-1} \cdot y\right\|}{r}\right)^{\kappa} \tag{5.7}
\end{equation*}
$$

Remark 5.3 For any fixed $a>0$, changing $\|\cdot\|$ to $\|\cdot\|^{a}$ (including in the definition of balls) amounts to changing $\kappa$ to $\kappa / a>0$.

## Exit time estimates

We consider the following exit time hypotheses formulated in terms of the norm $\|\cdot\|$ and the scaling exponent $\beta>0$ associated with it in (5.3). In particular, the balls appearing in the definition below are the balls $B(r)=\left\{x \in \mathbb{R}^{d}:\|x\|<r\right\}, r \geq 0$, even so the exit probability estimates below concern the random walk on $\Gamma$.
(E1) There exists $A>1$ such that the following holds: for any $\varepsilon \in(0,1)$, there exists $\gamma=\gamma(A, \varepsilon)>0$ such that for any $r>0$, we have

$$
\mathbb{P}^{x}\left(\tau_{B(A r)} \leq \gamma r^{\beta}\right) \leq \varepsilon \quad \text { for all } x \in \Gamma \cap B(r)
$$

(E2) There exists $0<C<\infty$ such that for any $r>0$, we have

$$
\mathbb{E}^{x}\left[\tau_{B(r)}\right] \leq C r^{\beta} \quad \text { for all } x \in \Gamma \cap B(r)
$$

Here, $\mathbb{P}^{x}$ and $\mathbb{E}^{x}$ refer to the random walk on $\Gamma$ starting from $x$ driven by the probability measure $\mu$.

Remark 5.4 One can esily check that Assumptions (E1)-(E2), together, are equivalent to $\mathbb{E}^{x}\left[\tau_{B(r)}\right] \asymp r^{\beta}$ for any $x \in \Gamma \cap B(r / 2)$.

Remark 5.5 For our limit theorems to hold, the exponent $\beta>0$ in (E1) and (E2) needs to be the same exponent $\beta$ in (5.3). Thus, in this context, conditions (E1)
and (E2) as well as condition (R1) are not only a condition on the measure $\mu$ (which determines the random walk $X_{n}$ on $\Gamma$ and hence its harmonic functions) but also a condition on its comparability with the dilation structure $\left(\delta_{t}\right)_{t>0}$, scaled measure $\mu_{t}=t \delta_{1 / t}(\mu)$, and norm $\|\cdot\|$ on $\mathbb{R}^{d}$. We expect the rescaled random walks $\left(\delta_{1 / k}\left(X_{[k t]}\right)\right)_{t>0}$ to converge when $k$ tends to infinity to a self-similar process $\left(Z_{t}\right)_{t>0}$ satisfying $\delta_{1 / s}\left(Z_{s t}\right)=Z_{t}$ for all $s, t>0$. From the definition of $\|\cdot\|$ at (5.3), the expected exit time out of a ball of radius $r$ for this process should scale as $r^{\beta}$. Moreover, the random walk exit time of the ball of radius $r$ is

$$
\tau_{B(r)}=\inf \left\{n: X_{n} \notin B(r)\right\}=r^{\beta} \inf \left\{n / r^{\beta}: \delta_{1 / r^{\beta}}\left(X_{r^{\beta}\left(n / r^{\beta}\right)}\right) \notin B(1)\right\}
$$

and we expect that, as $r$ tends to infinity,

$$
\inf \left\{n / r^{\beta}: \delta_{1 / r^{\beta}}\left(X_{r^{\beta}\left(n / r^{\beta}\right)}\right) \notin B(1)\right\} \rightarrow \inf \left\{s: Z_{s} \in B(1)\right\}
$$

so that $\mathbb{E}^{e}\left[\tau_{B(r)}\right]$ should indeed behave as $r^{\beta}$.

## Tails properties for $\boldsymbol{J}_{\boldsymbol{t}}$ and $\boldsymbol{J} \boldsymbol{\bullet}$

We now discuss two related sets of hypotheses that are more technical but essential to obtain the desired results. They concern the limit jump measure $J_{\bullet}$ and the rescaled jump measures $J_{t}$ for large $t>0$. Theses hypotheses will have a natural flavor to anyone familiar with Lévy processes and Dirichlet forms. They complement the vague convergence of $J_{t}$ to $J$ on $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \backslash \Delta$.

Set

$$
B \bullet(x, r)=x \bullet B(r)=\left\{y \in \mathbb{R}^{d}:\left\|x_{\bullet}^{-1} \bullet y\right\|<r\right\}
$$

Concerning the limit Radon measure

$$
J_{\bullet}(d x d y)=d x \mu_{\bullet}\left(x_{\bullet}^{-1} \bullet d y\right)
$$

on $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \backslash \Delta$ from Proposition 4.7, which is symmetric by Remark 5.1, consider the hypothesis that
(T•) For any fixed compact set $K \subset \mathbb{R}^{d}$,

$$
\begin{align*}
\lim _{\eta \rightarrow 0} \iint_{\left\{(x, y) \in K \times K:\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{\bullet}(d x, d y) & =0  \tag{5.8}\\
\lim _{R \rightarrow \infty} & \int_{x \in K} \int_{y \in B \cdot(x, R)^{c}} J_{\bullet}(d x, d y) \tag{5.9}
\end{align*}=0 .
$$

Note that, because $J_{\bullet}(d x d y)=d x \mu_{\bullet}\left(x_{\bullet}^{-1} d y\right)$, where $\mu_{\bullet}$ is a Radon measure on $G \bullet \backslash\{e\}=\mathbb{R}^{d} \backslash\{0\}$, condition ( $\mathbf{T}_{\bullet}$ ) is equivalent to

$$
\begin{equation*}
\int_{G_{\mathbf{\bullet}}} \min \left\{1,\|z\|_{2}^{2}\right\} \mu_{\bullet}(d z)<\infty \tag{5.10}
\end{equation*}
$$

which is (2.3) for $v=\mu_{\bullet}$.
Under this hypothesis, $J_{\bullet}$ is the jump measure of a symmetric bilinear form

$$
\begin{equation*}
\mathcal{E}_{\bullet}(u, v):=\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta}(u(x)-u(y))(v(x)-v(y)) J_{\bullet}(d x, d y) \tag{5.11}
\end{equation*}
$$

on $\operatorname{Lip}_{c}\left(\mathbb{R}^{d}\right)$, which is the space of Lipschitz functions with compact support. Moreover, this form is closable in $L^{2}\left(G_{\bullet} ; d x\right)$ and its closure is a regular conservative Dirichlet form ( $\left.\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ - see, e.g., [27, Example 1.2.4] and [33, Theorem 1.3]. Hence by [18, Corollary 6.6.6],

$$
\begin{equation*}
\mathcal{F}_{\bullet}=\left\{u \in\left(\mathcal{F}_{\bullet}\right)_{\mathrm{loc}} \cap L^{2}\left(G_{\bullet} ; d x\right): \mathcal{E}_{\bullet}(u, u)<\infty\right\} . \tag{5.12}
\end{equation*}
$$

Recall that by Lemma 3.9, the straight dilation $\left\{\delta_{t}, t>0\right\}$ is a group dilation structure for the group $\left(G_{\bullet}, \bullet\right)$. Denote by $\left(\mathcal{L}_{\bullet}, \operatorname{Dom}\left(\mathcal{L}_{\bullet}\right)\right)$ the infinitesimal generator of $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ on $L^{2}\left(G_{\bullet} ; d x\right)$. Under the hypothesis $\left(T_{\bullet}\right)$, we have $C_{b}^{2}\left(\mathbb{R}^{d}\right) \cap L^{2}\left(\mathbb{R}^{d} ; m\right) \subset$ $\operatorname{Dom}\left(\mathcal{L}_{\bullet}\right)$ and

$$
\begin{equation*}
\mathcal{L} \bullet f(x)=\lim _{\varepsilon \rightarrow 0} \int_{\left\{z \in G_{\bullet}:\|z\| \geq \varepsilon\right\}}(f(x \bullet z)-f(x)) \mu_{\bullet}(d z) \quad \text { for } f \in \operatorname{Dom}\left(\mathcal{L}_{\bullet}\right) \tag{5.13}
\end{equation*}
$$

For $f \in \operatorname{Dom}\left(\mathcal{L}_{\bullet}\right)$ and $r>0$, we have by (5.2) and (5.3) that for $x \in G_{\bullet}$,

$$
\begin{align*}
\mathcal{L} \bullet\left(f \circ \delta_{r}\right)(x) & =\lim _{\varepsilon \rightarrow 0} \int_{\left\{z \in G_{\bullet}:\|z\| \geq \varepsilon\right\}}\left(f\left(\delta_{r}(x \bullet z)\right)-f\left(\delta_{r}(x)\right)\right) \mu_{\bullet}(d z) \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\left\{z \in G_{\bullet}:\|w\| \geq \varepsilon\right\}}\left(f\left(\delta_{r}(x) \bullet \delta_{r}(z)\right)-f\left(\delta_{r}(x)\right)\right) \mu_{\bullet}(d z) \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\left\{z \in G_{\bullet}:\|w\| \geq \varepsilon\right\}}\left(f\left(\delta_{r}(x) \bullet w\right)-f\left(\delta_{r}(x)\right)\right)\left(\delta_{r} \mu_{\bullet}\right)(d w) \\
& =r \lim _{\varepsilon \rightarrow 0} \int_{\left\{z \in G_{\bullet}:\|w\| \geq \varepsilon\right\}}\left(f\left(\delta_{r}(x) \bullet w\right)-f\left(\delta_{r}(x)\right)\right) \mu_{\bullet}(d w) \\
& =r \mathcal{L}_{\bullet} f\left(\delta_{r}(x)\right) . \tag{5.14}
\end{align*}
$$

In particular, we have for $f \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ and $r>0$,

$$
\begin{equation*}
\mathcal{L}_{\bullet}\left(f \circ \delta_{r}\right)(e)=r \mathcal{L}_{\bullet} f(e) \tag{5.15}
\end{equation*}
$$

Remark 5.6 Under the hypothesis ( $\mathbf{T} \bullet$ ), let $X^{\bullet}$ be the symmetric Hunt process on $G_{\bullet}$ associated with the regular Dirichlet form $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ on $L^{2}\left(G_{\bullet}, d x\right)$; see [18, 27]. In view of (5.13), $X^{\bullet}$ has stationary independent increment property; that is, for any $t>s \geq 0,\left(X_{s}^{\bullet}\right)_{\bullet}^{-1} \bullet X_{t}^{\bullet}$ is independent of $\sigma\left(X_{r}^{\bullet} ; r \leq s\right)$ and has the same distribution as $\left(X_{0}^{\bullet}\right)_{\bullet}^{-1} \bullet X_{t-s}^{\bullet}$. Thus $X^{\bullet}$ can be refined to start from every point in $G \bullet$. Moreover,
it follows from (5.14) that if $X_{0}^{\bullet}=e$, then

$$
\begin{equation*}
\left\{\delta_{r}\left(X_{t}^{\bullet}\right) ; t \geq 0\right\} \text { has the same distribution as }\left\{X_{r t}^{\bullet} ; t \geq 0\right\} . \tag{5.16}
\end{equation*}
$$

We know from Lemma 3.9 the straight dilations $\left\{\phi_{t}, t>0\right\}$ form a group dilation structure for the nilpotent group $\left(G_{\bullet}, \bullet\right)$. Thus in the terminology of [41, p.170], the Lévy process $X^{\bullet}$ is stable with respect to the dilations $\left\{\phi_{t}, t>0\right\}$.

Remark 5.7 In the terminology of [29, p.31], the scaling property (5.15) says that the generating functional $f \rightarrow \mathcal{L} \bullet f(e)$ is a kernel of order $\beta_{+}=\max _{1 \leq i \leq d} \beta_{i}$. Observe that in [29], the exponents $\left\{d_{j}, 1 \leq j \leq d\right\}$ for the straight dilation structure $\left\{\delta_{t}, t>0\right\}$ are our $\left\{1 / \beta_{j}, 1 \leq j \leq d\right\}$ and the smallest $d_{j}$ there (which corresponds our $\beta_{+}$, the largest of $\beta_{j}$ ) is normalized to 1 ; see Remark 3.12 for the procedure of doing such a normalization. Note also that the norm $|\cdot|$ defined on $[29,(1.1)]$ is comparable to our norm $\|\cdot\|$.

Regarding the scaled jump kernel $J_{t}$, consider the property
(TГ) For any fixed compact set $K \subset \mathbb{R}^{d}$,

$$
\begin{align*}
\lim _{\eta \rightarrow 0} \limsup _{t \rightarrow \infty} \iint_{\left\{(x, y) \in K^{2}:\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{t}(d x, d y) & =0  \tag{5.17}\\
& \lim _{R \rightarrow \infty} \limsup _{t \rightarrow \infty} \int_{x \in K} \int_{y \in B_{\bullet}(x, R)^{c}} J_{t}(d x, d y)=0 \tag{5.18}
\end{align*}
$$

Remark 5.8 In the estimates (5.8) and (5.17), it is crucial to use the norm $\|\cdot\|_{2}$ in the integrant in order to measure the strength of small jumps allowed by theses jump kernels in a classical fashion. In the estimates (5.9) and (5.18), it is natural to use the norm $\|\cdot\|$ due to the scaling property of $\left\{\delta_{t}\right\}$, but we may also use $\|\cdot\|_{2}$ if desired because of (5.5).

Remark 5.9 Recalling (5.10), one can check that conditions (A), (T•) and (TГ) combined are equivalent to the following condition:
( $\mathbf{A}^{\prime}$ ) The straight dilation structure $\left(\delta_{t}\right)_{t>0}$ is admissible for the probability measure $\mu$ in the sense that the finite positive measure $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{t}(d z)$ converges weakly on $\mathbb{R}^{d} \backslash\{0\}$ to a finite measure $\left(\|z\|_{2}^{2} \wedge 1\right) \mu_{\bullet}$ as $t$ tends to infinity, where $\mu_{t}$ is the measure defined at (4.1).

Note that Examples 4.4-4.6 satisfy any of these conditions (A), (T•), (TГ), (R1)(R2) and (E1)-(E2).

### 5.3 Weak convergence

Throughout this section, we generally assume that (A)-(R1)-(E1)-(E2) and (T•)( $\mathbf{T} \Gamma$ ) are all satisfied even so we will list exactly which properties are used for different results stated in this section.

Because of assumptions (A) and ( $\mathbf{T \bullet \text { ), we can consider the (continuous time) }}$ Markov semigroup of operators

$$
\left\{P_{\bullet, s}\right\}_{s \geq 0}
$$

corresponding to $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ at $(5.11)$. Let $\left\{U_{\bullet}^{\lambda} ; \lambda>0\right\}$, and $\left\{\mathbb{P}_{\bullet}^{x} ; x \in G_{\bullet}\right\}$ be the resolvent, and probabilities corresponding to the regular Dirichlet form ( $\left.\mathcal{E}_{\mathbf{0}}, \mathcal{F}_{\mathbf{0}}\right)$ on $L^{2}\left(G_{\bullet} ; d x\right)$. Our goal is to prove that the continuous time conservative Markov process associated with this regular Dirichlet form is the limit of the properly rescaled discrete time random walk on $\Gamma$ driven by the probability measure $\mu$. We let $\left(X_{n}\right)_{n \geq 0}$ denote this random walk. Assumptions (R1) and (E1)-(E2) are assumptions regarding the behavior of this discrete time random walk on $\Gamma$.

Fix an arbitrary sequence of positive reals $\left\{T_{k}\right\}$ that goes to $\infty$. We write $\left(\mathcal{E}^{(k)}, \mathcal{F}^{(k)}\right)$ for $\left(\mathcal{E}^{\left(T_{k}\right)}, \mathcal{F}^{\left(T_{k}\right)}\right)$ defined by (4.7) with $T_{k}$ in place of $t$ there, which corresponds to the rescaled discrete time process by

$$
\left(X_{n}^{(k)}:=\delta_{T_{k}}^{-1}\left(X_{T_{k} n}\right)\right)_{n \in\left(1 / T_{k}\right)} \mathbb{N} \cup\{0\}
$$

Note that this is just discrete time random walk on $\Gamma_{T_{k}}$ where time has been rescaled linearly according to the scaling sequence $T_{k}$. Let $\left\{P_{n}^{k} ; n \in\left(1 / T_{k}\right) \mathbb{N} \cup\{0\}\right\},\left\{U_{k}^{\lambda} ; \lambda>\right.$ $0\}$, and $\left\{\mathbb{P}_{k}^{x} ; x \in \Gamma_{T_{k}}\right\}$ be the associated semigroup, resolvent, and probabilities. For $t \geq 0$, we write

$$
\begin{equation*}
\hat{X}_{t}^{(k)}:=\delta_{T_{k}}^{-1}\left(X_{\left[T_{k} t\right]}\right)=X_{\left[T_{k} t\right] / T_{k}}^{(k)}, \quad \hat{P}_{t}^{k}:=P_{\left[T_{k} t\right] / T_{k}}^{k} \tag{5.19}
\end{equation*}
$$

and denote the corresponding probabilities by $\left\{\hat{\mathbb{P}}_{k}^{x} ; x \in \Gamma_{T_{k}}\right\}$. So for $x, y \in \Gamma_{T_{k}}$, and $n=m / T_{k}, m \in \mathbb{N} \cup\{0\}$,

$$
\mathbb{P}_{k}^{x}\left(X_{n}^{(k)}=y\right)=\mu^{(m)}\left(\delta_{T_{k}}(x)^{-1} \cdot \delta_{T_{k}}(y)\right)
$$

and for $x, y \in \Gamma_{T_{k}}$, and $t>0$,

$$
\begin{equation*}
\hat{\mathbb{P}}_{k}^{x}\left(\hat{X}_{t}^{(k)}=y\right)=\mu^{\left(\left[t T_{k}\right]\right)}\left(\delta_{T_{k}}(x)^{-1} \cdot \delta_{T_{k}}(y)\right) . \tag{5.20}
\end{equation*}
$$

For a constant $M_{0}>0$, let $\mathbb{D}\left(\left[0, M_{0}\right], \mathbb{R}^{d}\right)$ be the space of right continuous functions on $\left[0, M_{0}\right]$ having left limits and taking values in $\mathbb{R}^{d}$ that is equipped with the Skorohod $\mathcal{J}_{1}$ topology. Our goal is to prove the following theorem. Recall that $\beta_{i} \in(0,2), 1 \leq i \leq d$, are the parameters in (5.1) for the straight dilation structure $\left\{\delta_{t} ; t>0\right\}$ and $\beta_{+}=\max \left\{\beta_{i}: 1 \leq i \leq d\right\}$.

Theorem 5.10 Referring to the setup and notation introduced above, assume that (5.3), (A)-(R1)-(E1)-(E2) and (T•)-(TГ) are all satisfied with the same exponent $\beta>0$. Then
(i) The symmetric Hunt process $X^{\bullet}$ associated with the regular Dirichlet form $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ on $L^{2}\left(G_{\bullet} ; d x\right)$ is a Lévy process on $G_{\bullet}$. The Lévy process $X_{t}^{\bullet}$ has a bounded, strictly positive, jointly continuous transition density function $p(t, x, y)=$ $p\left(t, x_{\bullet}^{-1} \bullet y\right)$ with respect to $d y$ that has the following properties.
(a) Let $\gamma_{0}:=\sum_{i=1}^{d} 1 / \beta_{i}$. For every $(t, x) \in(0, \infty) \times G_{\bullet}$,

$$
\begin{equation*}
p(t, x)=t^{-\gamma_{0}} p\left(1, \delta_{1 / t}(x)\right) \tag{5.21}
\end{equation*}
$$

In particular, there is a constant $C_{1}>0$ so that $p(t, x) \leq C_{1} t^{-\gamma_{0}}$ for every $(t, x) \in(0, \infty) \times G_{0}$.
(b) For every $\gamma \in\left(0, \beta_{+} \wedge 1\right)$, there is a constant $C_{2}>0$ so that

$$
\begin{equation*}
|p(1, x)-p(1, y)| \leq C_{2}\left\|x_{\bullet}^{-1} \bullet y\right\|^{\gamma} \quad \text { for } x, y \in G \bullet . \tag{5.22}
\end{equation*}
$$

(c) For every $\alpha \in\left(0, \beta_{+}\right)$, there is a constant $C_{3}>0$ so that for every $(t, x) \in$ $(0, \infty) \times G_{\bullet}$,

$$
\begin{equation*}
p(t, x) \leq \min \left\{C_{1} t^{-\gamma_{0}}, C_{3} \frac{t^{\alpha / \beta_{+}}}{\|x\|^{d+\alpha}}\right\} \tag{5.23}
\end{equation*}
$$

(ii) For any bounded continuous function $f$ on $\mathbb{R}^{d}, \hat{P}_{s}^{k} f$ converges uniformly on compacts to $P_{\bullet, s} f$. Furthermore, for each $M_{0}>0$, for every $x \in \mathbb{R}^{d}, \hat{\mathbb{P}}_{k}^{[x]_{k}}$ converges weakly to $\mathbb{P}_{\bullet}^{x}$ on the space $\mathbb{D}\left(\left[0, M_{0}\right], \mathbb{R}^{d}\right)$.

Remark 5.11 Note that under its conditions, Theorem 5.10 in particular implies that the Lévy process $X^{\bullet}$ is always non-degenerate in the sense that it has a strictly positive convolution density kernel $p(t, x)$ with respect to the Haar measure $d x$ on $G$. Consequently, the support of its Lévy measure $\mu$ • generates the whole group G.

### 5.4 Proof of Theorem 5.10

In this section, we prove Theorem 5.10. The main part of the argument is based on Section 4 of [7]. Similar arguments for discrete setting (including a diffusion term in the limit) are given in [9, Theorem 5.5].

Recall that $X_{n}^{(k)}=\delta_{T_{k}}^{-1}\left(X_{T_{k} n}\right), n \in T_{k}^{-1} \mathbb{N} \cup\{0\}$. We first state a lemma that is an easy consequence of rescaling, and assumptions (R1)-(E1)-(E2), and Lemma 5.2 (with $\phi_{t}=\delta_{t}$ ). For $x_{0} \in \Gamma_{T_{k}}$, let

$$
B_{T_{k}}\left(x_{0}, r\right)=x_{0} \cdot T_{k} B(r)
$$

Note that this is different from $B \bullet\left(x_{0}, r\right)=x_{0} \bullet B(r)$ which we have used earlier. Also, $y \in B_{T_{k}}\left(x_{0}, r\right)$ if and only if $\delta_{1 / T_{k}}\left(\delta_{T_{k}}\left(x_{0}\right)^{-1}\right) \cdot T_{k} y \in B(r)$ (i.e., we have to take the inverse of $x_{0}$ in $\left(\Gamma_{t},{ }_{t}\right)$ with $\left.t=T_{k}\right)$.

Lemma 5.12 (i) Assume (E1). Then, there exists $A>1$ such that the following holds: for any $\varepsilon \in(0,1)$, there exists $\gamma=\gamma(A, \varepsilon)>0$ such that for all $k \geq 1$, $x_{0} \in \Gamma_{T_{k}}, r \in(0,1)$ and $x \in B_{T_{k}}\left(x_{0}, r\right) \cap \Gamma_{T_{k}}$,

$$
\mathbb{P}_{k}^{x}\left(\tau_{B T_{k}\left(x_{0}, A r\right)}\left(X^{(k)}\right) \leq \gamma r^{\beta}\right) \leq \varepsilon
$$

(ii) Under (E2), there exists $c_{1}>0$ such that the following hold for all $k \geq 1, x_{0} \in \Gamma_{T_{k}}$, $r \in(0,1)$, and all $x \in B_{T_{k}}\left(x_{0}, r\right) \cap \Gamma_{T_{k}}$,

$$
\mathbb{E}_{k}^{x}\left[\tau_{B_{T_{k}}\left(x_{0}, r\right)}\left(X^{(k)}\right)\right] \leq c_{1} r^{\beta}
$$

(iii) Under (R1), there exists $\kappa \in(0, \infty)$ such that, for any compact set $K \subset \mathbb{R}^{n}$, there is $c_{2, K}>0$ for which, for any $k \geq 1, x_{0} \in K \cap \Gamma_{T_{k}}$ and $r \in(0,1)$, if $h_{k}$ is bounded in $\Gamma_{T_{k}}$ and harmonic with respect to $X^{(k)}$ in a ball $B_{T_{k}}\left(x_{0}, r\right) \cap \Gamma_{T_{k}}$ then, for $x, y \in B_{T_{k}}\left(x_{0}, r / 2\right) \cap K \cap \Gamma_{T_{k}}$,

$$
\left|h_{k}(x)-h_{k}(y)\right| \leq c_{2, K}\left(\frac{\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta-/ \beta_{+}}}{r}\right)^{\kappa}\left\|h_{k}\right\|_{\infty} .
$$

Proof In view of the scaling property (5.3) of the norm $\|\cdot\|$ on $G_{\bullet}$, properties (i) and (ii) are just reformulation of conditions (E1) and (E2), respectively, under the approximate dilation $\delta_{T_{k}}$.
(iii) follows from condition (R1) under the approximate dilation $\delta_{T_{k}}$ and Lemma 5.2.

Recall that for $\lambda>0$, the resolvent $U_{k}^{\lambda}$ is given by

$$
\begin{aligned}
U_{k}^{\lambda} f(x) & =\left(\lambda I-T_{k}(P-I)\right)^{-1} f\left(\delta_{T_{k}}^{-1}(x)\right) \\
& =\left(T_{k}+\lambda\right)^{-1} \sum_{n=0}^{\infty}\left(\frac{1}{1+\lambda T_{k}^{-1}}\right)^{n} P^{n} f\left(\delta_{T_{k}}^{-1}(x)\right) \quad \text { for } x \in \Gamma_{T_{k}}=\delta_{T_{k}}(\Gamma),
\end{aligned}
$$

where $P$ is the transition matrix for the random walk $\left\{X_{n}\right\}_{n}$ on $\Gamma$.
The following proposition is based on [17, Proposition 2.4] (see also [7, Proposition 3.3]). We outline the proof for the reader's convenience.
Proposition 5.13 Under (R1) and (E2), for any compact set $K$, there exist $C_{\lambda, K} \in$ $(0, \infty)$ and $\gamma \in(0,(\beta \wedge \kappa) / 2]$ such that the following holds for any bounded function $f$ on $\Gamma_{T_{k}}$, for any $k \geq 1$ and any $x, y \in K \cap \Gamma_{T_{k}}$ with $\left\|x_{\bullet}^{-1} \bullet y\right\| \leq 1$,

$$
\begin{equation*}
\left|U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right| \leq C_{\lambda, K}\left\|x_{\bullet}^{-1} \bullet y\right\|^{\gamma}\|f\|_{\infty} \tag{5.24}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \sup _{\substack{k \geq 1} \sup _{x, y \in K \cap \Gamma_{T_{k}}:}^{\left\|x_{\bullet}^{-1} \bullet y\right\|<\delta}}\left|U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right|=0 . \tag{5.25}
\end{equation*}
$$

Proof Recall the notation $B_{T_{k}}(z, r)=z \cdot T_{k} B(r)$. Let $x, y \in K \cap \Gamma_{T_{k}}$ and let $r \in(0,1]$ be such that $\left\|x_{\bullet}^{-1} \bullet y\right\| \leq r$. By Lemma 5.2, $y \in B_{T_{k}}(x, \rho), \rho=C_{K} r^{\beta_{-} / \beta_{+}}$. Set $\tau_{r}^{k}:=\tau_{B_{T_{k}}(x, 2 \rho)}\left(X^{(k)}\right)$. In what follows the constant $C_{K}$ depend only on $K$ and can change from line to line. By the strong Markov property,

$$
\begin{aligned}
U_{k}^{\lambda} f(x)= & \left(T_{k}+\lambda\right)^{-1} \mathbb{E}_{k}^{x}\left[\sum_{\substack{n \in \mathbb{N} \cup\{0\} \\
n \in\left[0, \tau_{r}^{k} T_{k}\right]}}\left(\frac{1}{1+\lambda T_{k}^{-1}}\right)^{n} P^{n} f\left(\delta_{T_{k}}^{-1}(x)\right)\right] \\
& +\mathbb{E}_{k}^{x}\left[\left(\frac{1}{1+\lambda T_{k}^{-1}}\right)^{\tau_{r}^{k} T_{k}} U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right] \\
= & \left(T_{k}+\lambda\right)^{-1} \mathbb{E}_{k}^{x}\left[\sum_{\substack{n \in \mathbb{N} \cup 0\} \\
n \in\left[0, \tau_{r}^{k} T_{k}\right]}}\left(\frac{1}{1+\lambda T_{k}^{-1}}\right)^{n} P^{n} f\left(\delta_{T_{k}}^{-1}(x)\right)\right] \\
& +\mathbb{E}_{k}^{x}\left[\left(\left(\frac{1}{1+\lambda T_{k}^{-1}}\right)^{\tau_{r}^{k} T_{k}}-1\right) U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right]+\mathbb{E}_{k}^{x}\left[U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right] \\
= & I_{1}+I_{2}+I_{3},
\end{aligned}
$$

and similarly when $x$ is replaced by $y$. Because of Lemma 5.12(ii) and the fact that $\|P f\|_{\infty} \leq\|f\|_{\infty}$, we have

$$
\left|I_{1}\right| \leq \frac{T_{k}}{T_{k}+\lambda} \mathbb{E}_{k}^{x}\left[\tau_{r}^{k}\right]\|f\|_{\infty} \leq c_{1} r^{\zeta}\|f\|_{\infty}, \quad \text { where } \zeta:=\beta \beta_{-} / \beta_{+}
$$

Note that

$$
\left\|U_{k}^{\lambda} f\right\|_{\infty} \leq\left(T_{k}+\lambda\right)^{-1} \frac{1}{1-\frac{1}{1+\lambda T_{k}^{-1}}}\|f\|_{\infty}=\lambda^{-1}\|f\|_{\infty}
$$

Using this and applying $1-e^{-s} \leq s, s \geq 0$, with $s=\tau_{r}^{k} T_{k} \log \left(1+\lambda T_{k}^{-1}\right)$, we have
$\left|I_{2}\right| \leq \mathbb{E}_{k}^{x}\left[\tau_{r}^{k}\right] T_{k} \log \left(1+\lambda T_{k}^{-1}\right)\left\|U_{k}^{\lambda} f\right\|_{\infty} \leq \mathbb{E}_{k}^{x}\left[\tau_{r}^{k}\right] T_{k} \lambda T_{k}^{-1} \lambda^{-1}\|f\|_{\infty} \leq c_{1} r^{\zeta}\|f\|_{\infty}$.
Similar statements also hold when $x$ is replaced by $y$. So,

$$
\begin{align*}
& \left|U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right| \leq \\
& c_{1} r^{\zeta}\|f\|_{\infty}+\left|\mathbb{E}_{k}^{x}\left[U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right]-\mathbb{E}_{k}^{y}\left[U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right]\right| \tag{5.26}
\end{align*}
$$

But $z \rightarrow \mathbb{E}_{k}^{z}\left[U_{k}^{\lambda} f\left(X_{\tau_{r}^{k}}^{(k)}\right)\right]$ is bounded in $\Gamma_{T_{k}}$ and harmonic in $B_{T_{k}}(x, 2 \rho) \cap \Gamma_{T_{k}}$. By Lemma 5.12(iii), for $y \in B_{T_{k}}(x, \rho)$, the second term in (5.26) is bounded by

$$
C_{K}\left(\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta_{-} / \beta_{+}} / r^{\beta_{-} / \beta_{+}}\right)^{\kappa}\left\|U_{k}^{\lambda} f\right\|_{\infty}
$$

So using $\left\|U_{k}^{\lambda} f\right\|_{\infty} \leq \lambda^{-1}\|f\|_{\infty}$ again, for $y \in B \bullet(x, \rho) \cap \Gamma_{T_{k}}$ we have

$$
\begin{equation*}
\left|U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right| \leq C_{K}\left(r^{\beta \beta_{-} / \beta_{+}}+\lambda^{-1}\left(\frac{\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta_{-} / \beta_{+}}}{r^{\beta_{-} / \beta_{+}}}\right)^{\kappa}\right)\|f\|_{\infty} \tag{5.27}
\end{equation*}
$$

Now choose $r$ such that $r=\left\|x_{\bullet}^{-1} \bullet y\right\|^{1 / 2}$ (then $\left\|x_{\bullet}^{-1} \bullet y\right\|=r^{2} \leq r \leq 1$ ). For this choice of $r$, we obtain

$$
\begin{aligned}
& \left|U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right| \\
& \leq C_{K}\left(\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta \beta_{-} /\left(2 \beta_{+}\right)}+\lambda^{-1}\left\|x_{\bullet}^{-1} \bullet y\right\|^{\kappa \beta_{-} /\left(2 \beta_{+}\right)}\right)\|f\|_{\infty} \\
& \leq C_{K}\left(1+\lambda^{-1}\right)\left\|x_{\bullet}^{-1} \bullet y\right\|^{\gamma}\|f\|_{\infty},
\end{aligned}
$$

where $\gamma=\min \left\{\frac{\beta \beta_{-}}{2 \beta_{+}}, \frac{\kappa \beta_{-}}{2 \beta_{+}}\right\} \in(0,(\beta \wedge \kappa) / 2]$.
The first part of the next proposition is based on [17, Proposition 2.8] (see also [8, Proposition 6.2] and [5, Section 6]). In the following, $m$ denotes the Lebesgue measure on $\mathbb{R}^{d}$.

Proposition 5.14 Assume (A)-(R1)-(E1)-(E2). For every subsequence $\left\{k_{j}\right\}$, there exist a sub-subsequence $\left\{k_{j(l)}\right\}$ and a conservative $m$-symmetric Hunt process $\left(\widetilde{X}, \widetilde{\mathbb{P}}^{x}, x \in \mathbb{R}^{d}\right)$, which is a Lévy process on $\left(G_{\bullet}, \bullet\right)$, such that for every $x_{k_{j(l)}} \rightarrow x$, $\hat{\mathbb{P}}_{k_{j(l)}}^{x_{k_{j}(l)}}$ converges weakly in $\mathbb{D}\left([0, \infty), \mathbb{R}^{d}\right)$ to $\widetilde{\mathbb{P}}^{x}$. Moreover, the resolvents of the conservative Hunt process $\widetilde{X}$ map bounded functions on $\mathbb{R}^{d}$ into bounded local Hölder continuous functions on $\mathbb{R}^{d}$ and so for each $t>0, \widetilde{X}_{t}$ has a transition density function $p(t, x, y)=p\left(t, e, x_{\bullet}^{-1} \bullet y\right)$ with respect to $d y$.

Proof For simplicity, denote by the subsequence $\left\{k_{j}\right\}$ by $\{k\}$. Let $T_{0}>0$ an arbitrary constant and $x_{k} \in \Gamma_{k}$. For any stopping time $\eta_{k}$ of $X^{(k)}$ that is bounded by $T_{0}$ and any positive constant $\delta_{k} \rightarrow 0$, it follows from Proposition 5.12(i) and the strong Markov property of $X^{(k)}$ that for any $\varepsilon>0$,

$$
\begin{aligned}
& \limsup _{k \rightarrow \infty} \mathbb{P}_{k}^{x_{k}}\left(\left\|\delta_{1 / k}\left(\delta_{k}\left(\left(X_{\eta_{k}}^{(k)}\right)^{-1}\right)\right) \cdot{ }_{k} X_{\eta_{k}+\delta_{k}}^{(k)}\right\|>\varepsilon\right) \\
& \leq \limsup _{k \rightarrow \infty} \mathbb{E}_{k}^{x_{k}}\left[\mathbb{P}_{k}^{X_{\eta_{k}}^{(k)}}\left(\tau_{B_{k}\left(X_{0}^{(k)}, \varepsilon\right)}<\delta_{k}\right)\right]=0 .
\end{aligned}
$$

Thus by [1], the probability laws $\left\{\hat{\mathbb{P}}_{k}^{x_{k}} ; k \geq 1\right\}$ are tight on $\mathbb{D}\left(\left[0, T_{0}\right), \mathbb{R}^{d}\right)$. Under conditions (R1)-(E1)-(E2), the proof of the first part of this proposition (on weak convergence) is then similar to that of [17, Proposition 2.8], modulo modifying the arguments for continuous time processes there to discrete time processes, so we omit this part of the proof. Since $X^{(k)}$ has stationary independent increments on $\Gamma_{k}$, so does $\widetilde{X}$ on $\left(G_{\bullet}, \bullet\right)$.

That the resolvents of $\widetilde{X}$ maps bounded functions on $\mathbb{R}^{d}$ into bounded Hölder continuous functions on $\mathbb{R}^{d}$ follows readily from Proposition 5.13 . For $\lambda>0$, denote by $\widetilde{U}^{\lambda}$ the $\lambda$-resolvent of $\widetilde{X}$. For any Borel measurable set $A \subset \mathbb{R}^{d}$ having $m(A)=$ 0 , by the $m$-symmetry and conservativeness of $\widetilde{X}$, we have $\int_{\mathbb{R}^{d}} \widetilde{U}^{\lambda}(x, A) m(d x)=$
$\lambda^{-1} m(A)=0$ for every $\lambda>0$. As $\widetilde{U}^{\lambda}(x, A)$ is continuous in $x \in \mathbb{R}^{d}$, we conclude that $\widetilde{U}^{\lambda}(x, A)=0$ for every $x \in \mathbb{R}^{d}$. By [27, Theorem 4.2.4], this implies that the law of $X_{t}$ under $\widetilde{\mathbb{P}}^{x}$ is absolutely continuous with respect to $m$ for each $t>0$ and $x \in \mathbb{R}^{d}$. Denote its density by $p(t, x, y)$. By the Lévy property of $X^{\bullet}$, we have $p(t, x, y)=p\left(t, e, x_{\bullet}^{-1} \bullet y\right)$.

Proof of Theorem 5.10. In view of Proposition 5.14, it suffices to show that the Dirichlet form in $L^{2}\left(G_{\bullet} ; d x\right)$ of the conservative $m$-symmetric process $\widetilde{X}$ in Proposition 5.14 is $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ and establish (i). As in the proof of Proposition 5.13, we know that any subsequence $\left\{k_{j}\right\}$ has a further subsequence $\left\{k_{j_{l}}\right\}$ such that $U_{k_{j_{l}}}^{\lambda} f$ converges uniformly on compacts whenever e $\lambda>0$ and $f$ is bounded and continuous on $\mathbb{R}^{d}$.

Now suppose we have a subsequence $\left\{k^{\prime}\right\}$ such that the $U_{k^{\prime}}^{\lambda} f$ on $\Gamma_{T_{k^{\prime}}}$ are equicontinuous and converge uniformly on compacts whenever $\lambda>0$ and $f$ is bounded and continuous with compact support on $\mathbb{R}^{d}$. Fix $\lambda>0$ and such an $f$, and let $H \in C_{b}\left(\mathbb{R}^{d}\right)$ be the limit of $U_{k^{\prime}}^{\lambda} f$. We will show that $H \in \mathcal{F}_{\bullet}$ and

$$
\begin{equation*}
\mathcal{E}_{\bullet}(H, g)=\langle f, g\rangle-\lambda\langle H, g\rangle \tag{5.28}
\end{equation*}
$$

whenever $g$ is a Lipschitz function on $\mathbb{R}^{d}$ with compact support, where $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ is the Dirichlet form of (5.11) and $\langle\cdot, \cdot\rangle$ is the $L^{2}$-inner product with respect to the Lebesgue measure $m$ on $\mathbb{R}^{d}$. This will prove that $H$ is the $\lambda$-resolvent of $f$ with respect to $\left(\mathcal{E}_{\mathbf{0}}, \mathcal{F}_{\mathbf{0}}\right)$ in $L^{2}\left(\mathbb{R}^{d} ; d x\right)$, that is, $H=U^{\lambda} f$. We can then conclude that the full sequence $U_{k}^{\lambda} f$ converges to $U^{\lambda} f$ whenever $f$ is bounded and continuous with compact support. The assertions about the convergence of $P_{t}^{k}$ and $\mathbb{P}_{k}^{x}$ then follow by Proposition 5.14.

So we need to prove $H$ satisfies (5.28). We drop the primes for legibility. We know

$$
\begin{equation*}
\mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, U_{k}^{\lambda} f\right)=\left\langle f, U_{k}^{\lambda} f\right\rangle_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)}-\lambda\left\langle U_{k}^{\lambda} f, U_{k}^{\lambda} f\right\rangle_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)}, \tag{5.29}
\end{equation*}
$$

where for $t>0, m_{t}$ is the measure on $\Gamma_{t}$ defined by (4.5). Since

$$
\left\|U_{k}^{\lambda} f\right\|_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)} \leq(1 / \lambda)\|f\|_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)}
$$

we have by the Cauchy-Schwarz inequality that

$$
\sup _{k} \mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, U_{k}^{\lambda} f\right) \leq \sup _{k} \lambda^{-1}\|f\|_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)}^{2} \leq c<\infty .
$$

Set $B_{2}(r)=\left\{x:\|x\|_{2}<r\right\}$. Since $U_{k}^{\lambda} f$ converge uniformly to $H$ on $\overline{B_{2}(1 / \eta)}$ for every $\eta \in(0,1)$, it follows from Lemma 4.10 that

$$
\begin{aligned}
& \iint_{D_{\eta}}(H(y)-H(x))^{2} J_{\bullet}(d x, d y) \\
& \leq \limsup _{k \rightarrow \infty} \sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap D_{\eta}}\left(U_{k}^{\lambda} f(x)-U_{k}^{\lambda} f(y)\right)^{2} j_{k}(x, y)
\end{aligned}
$$

$$
\leq \limsup _{k \rightarrow \infty} \mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, U_{k}^{\lambda} f\right) \leq c<\infty
$$

where $D_{\eta}:=\left\{(x, y) \in B_{2}\left(e, \eta^{-1}\right) \times B_{2}\left(e, \eta^{-1}\right): \eta<\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta^{-1}\right\}$. Letting $\eta \rightarrow 0$, we have

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash \Delta}(H(y)-H(x))^{2} J_{\bullet}(d x, d y) \leq c<\infty .
$$

Since $H \in C_{b}\left(\mathbb{R}^{d}\right)$, the above in particular implies that $H \in\left(\mathcal{F}_{\bullet}\right)_{\text {loc }}$. Note that by Fatou's lemma, $H \in L^{2}\left(\mathbb{R}^{d} ; d x\right)$ as it is the pointwise limit of $U_{k}^{\lambda} f$. Thus we conclude from (5.12) that

$$
\begin{equation*}
H \in \mathcal{F}_{\bullet} \quad \text { with } \quad \mathcal{E}_{\bullet}(H, H)<\infty \tag{5.30}
\end{equation*}
$$

Fix a Lipschitz function $g$ on $\mathbb{R}^{d}$ with compact support, and choose $r_{0}>0$ large enough so that the support of $g$ is contained in the $L^{2}$-ball $B_{2}\left(e, r_{0}\right)$. Then, setting $H_{\geq \eta^{-1}}:=\left\{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \geq \eta^{-1}\right\}$,

$$
\begin{aligned}
&\left|\sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap H_{\geq \eta^{-1}}}\left(U_{k}^{\lambda} f(y)-U_{k}^{\lambda} f(x)\right)(g(y)-g(x)) j_{k}(x, y)\right| \\
& \leq\left(\sum_{(x, y)}\left(U_{k}^{\lambda} f(y)-U_{k}^{\lambda} f(x)\right)^{2} j_{k}(x, y)\right)^{1 / 2} \\
& \times\left(\sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap H_{\geq \eta^{-1}}}(g(y)-g(x))^{2} j_{k}(x, y)\right)^{1 / 2} .
\end{aligned}
$$

The first factor is $\left(\mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, U_{k}^{\lambda} f\right)\right)^{1 / 2}$, while the second factor is bounded by

$$
\sqrt{2}\|g\|_{\infty}\left(\int_{B_{2}\left(e, r_{0}\right)} \int_{\left\|x_{0}^{-1} \bullet y\right\|_{2} \geq \eta^{-1}} J_{k}(d x, d y)\right)^{1 / 2},
$$

which, in view of (5.18) in (TГ), will be small if $\eta$ is small. Similarly, setting $H_{\leq \eta}:=\left\{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}$, it holds that

$$
\begin{aligned}
&\left|\sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap H_{\leq \eta}}\left(U_{k}^{\lambda} f(y)-U_{k}^{\lambda} f(x)\right)(g(y)-g(x)) j_{k}(x, y)\right| \\
& \leq\left(\sum_{(x, y)}\left(U_{k}^{\lambda} f(y)-U_{k}^{\lambda} f(x)\right)^{2} j_{k}(x, y)\right)^{1 / 2} \\
& \times\left(\sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap H_{\leq \eta}}(g(y)-g(x))^{2} j_{k}(x, y)\right)^{1 / 2} .
\end{aligned}
$$

The first factor is as before, while the second is bounded by

$$
\|g\|_{\operatorname{Lip}}\left(\int_{B_{2}\left(e, r_{0}\right)} \int_{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{k}(d x, d y)\right)^{1 / 2}
$$

where

$$
\|g\|_{\text {Lip }}:=\sup _{x, y \in \mathbb{R}^{d}} \frac{|g(x)-g(y)|}{\left\|x_{0}^{-1} \bullet y\right\|_{2}}<\infty .
$$

In view of (5.17) in (TГ), the second factor will be small if $\eta$ is small. Similarly, using (5.30), we have

$$
\left|\iint_{\left\|x_{0}^{-1} \cdot \vartheta\right\|_{2} \notin\left(\eta, \eta^{-1}\right)}(H(y)-H(x))(g(y)-g(x)) J_{\bullet}(d x, d y)\right|
$$

will be small if $\eta$ is taken small enough, due to Remark 5.8.
Note that $U_{k}^{\lambda} f$ are equi-continuous and converge to $H$ uniformly on compacts, and $g$ is a compactly supported function. For $\eta>0$ we have by Lemma 4.10,

$$
\begin{aligned}
& \quad \sum_{(x, y) \in\left(\Gamma_{T_{k}} \times \Gamma_{T_{k}}\right) \cap\left\{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \in\left(\eta, \eta^{-1}\right)\right\}}\left(U_{k}^{\lambda} f(y)-U_{k}^{\lambda} f(x)\right)(g(y)-g(x)) j_{k}(x, y) \\
& \rightarrow \iint_{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \in\left(\eta, \eta^{-1}\right)}(H(y)-H(x))(g(y)-g(x)) J_{\bullet}(d x, d y) .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, g\right)=\mathcal{E}_{\bullet}(H, g) \tag{5.31}
\end{equation*}
$$

But as $k \rightarrow \infty$,

$$
\mathcal{E}^{(k)}\left(U_{k}^{\lambda} f, g\right)=\langle f, g\rangle_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)}-\lambda\left\langle U_{k}^{\lambda} f, g\right\rangle_{L^{2}\left(\Gamma_{T_{k}}, m_{T_{k}}\right)} \rightarrow\langle f, g\rangle-\lambda\langle H, g\rangle .
$$

Combining this with (5.31) proves (5.28). This proves that $\widetilde{X}$ has the same distribution as the Lévy process $X^{\bullet}$ associated with the regular Dirichlet form $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ on $L^{2}\left(G_{\bullet} ; m\right)$, which in particular establishes part (ii) of the theorem by Proposition 5.14.

We next show part (i) of the theorem. By Proposition 5.14, $X_{t}^{\bullet}$ has transition density function $p\left(t, x_{\bullet}^{-1} \bullet y\right)$ with respect to the Lebesgue measure $d y$ on $G_{\bullet}$. By Remark 5.7, the generating functional $f \mapsto \mathcal{L} f(e)$ is a kernel of order $\beta_{+}$. Thus by [29, Theorem 2.2], $p(t, x)$ is square-integrable for every $t>0$ and so $c_{t}:=p(t, e)=\int_{\mathbb{R}^{d}} p(t / 2, x)^{2} d x<\infty$. By the Cauchy-Schwarz inequality, for any $x \in G_{\bullet}$,

$$
\begin{aligned}
p(t, x) & =p(t, e, x)=\int_{\mathbb{R}^{d}} p(t / 2, e, z) p(t / 2, z, x) d z \\
& \leq\|p(t / 2, e, \cdot)\|_{2}\|p(t / 2, \cdot, x)\|_{2} \leq c_{t}
\end{aligned}
$$

That is, $p(t, x)$ is bounded on $G$ • for every $t>0$. Property (5.21) follows from the self-similarity property (5.16) of $X^{\bullet}$, and Hölder regularity (5.22) follows from [29, Corollary 3.12]. The joint continuity of $p(t, x, y)=p\left(t, x_{\bullet}^{-1} \bullet y\right)$ in $(t, x, y)$ follows from the scaling property (5.21) and the Hölder continuity of $p(t, x)$ in $x$. Note that $p(t, e)=\int_{G_{0}} p(t / 2, y)^{2} d y>0$ and $\lim _{t \rightarrow \infty} \delta_{1 / t}(x)=e$ uniformly on every compact
subset of $G_{\bullet}$. Thus by (5.21), for any $n \geq 1$, there is some $t_{n}>0$ so that $p(t, x)>0$ for every $(t, x) \in\left(0, t_{n}\right] \times B(0, n)$. It then follows from the Chapman-Kolmogorov equation that $p(t, x)>0$ for every $(t, x) \in(0, \infty) \times G_{\bullet}$.

For any $\alpha \in\left(0, \beta_{+}\right)$, by [29, Theorem 5.1], there is a constant $C_{3}$ so that $p(t, x) \leq$ $C_{3} t^{\alpha / \beta_{+}} /\|x\|^{d+\alpha}$ for every $t>0$ and $x \in G$. Together with (5.21), it gives the estimate (5.23). This establishes part (i) of the theorem, and thus completes the proof of the theorem.

## Chapter 6 <br> Local limit theorem


#### Abstract

Continuing in the same vein as in the previous chapter where the functional limit theorems are treated, sufficient conditions on the original long range random walk are provided in order to apply and adapt existing local limit theorems to the problems considered here. The local theorem presented in this chapter, Theorem 6.2 , is one of the central results of this monograph.


### 6.1 Assumption (R2)

In this chapter, we discuss the local limit theorem for $\left(X_{n T_{k}^{-1}}^{(k)}\right)_{n \in \mathbb{N} \cup\{0\}}$ based on [24, Theorem 1] and [16, Theorem 4.5] (c.f. [6, Section 4] for the case the limit heat kernel is Gaussian).

For this purpose, we introduce an additional hypothesis, (R2), which reads as follows. Let $\mu^{(n)}$ be the $n$-th convolution power of the probability measure $\mu$ on $\Gamma$. This is the law at time $n$ of the random walk driven by $\mu$, started at the identity element on $\Gamma$.
(R2) There are positive constants $C_{2}>0$ and $\beta>0$ such that, for all $n, m \in \mathbb{N}$ and $x, y \in \Gamma$,

$$
\begin{equation*}
\left|\mu^{(n+m)}(x y)-\mu^{(n)}(x)\right| \leq \frac{C_{2}}{V\left(n^{1 / \beta}\right)}\left(\frac{m}{n+1}+\sqrt{\frac{\|y\|^{\beta}}{n+1}}\right) \tag{6.1}
\end{equation*}
$$

where $V(r):=\sharp\{g \in \Gamma:\|g\|<r\}$.
For our local limit theorem to hold, the exponent $\beta>0$ in (R2) should be the same as those in (5.3) and in (E1)-(E2). We start with verifying the needed convergence of the volume of appropriate balls.

### 6.2 Convergence of volume

Recall that $\Gamma_{t}:=\delta_{t}^{-1}(\Gamma)=\delta_{1 / t}(\Gamma)$,

$$
B(r)=\{x:\|x\|<r\} \quad \text { and } \quad B \bullet(x, r)=x \bullet B(r)=\left\{y \in \mathbb{R}^{d}:\left\|x_{\bullet}^{-1} \bullet y\right\|<r\right\} .
$$

Recall also that $m$ is the Lebesgue measure on $\mathbb{R}^{d}$ and

$$
m_{t}(A)=c(\Gamma, G) \operatorname{det}\left(\delta_{t}^{-1}\right) \# A
$$

for any finite subset $A$ of $\Gamma_{t}$, where $c(\Gamma, G)$ is given in Proposition 4.7 (see also below). We need the following lemma.
Lemma 6.1 For all $x \in \mathbb{R}^{d}, r \geq 0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} m_{t}\left(B_{\bullet}(x, r) \cap \Gamma_{t}\right)=m(B \cdot(x, r)) \tag{6.2}
\end{equation*}
$$

Proof Fix $x \in \mathbb{R}^{d}$ and $r \geq 0$. Recall that $B_{\bullet}(x, r)=x \bullet B(r)$ and

$$
\delta_{t}(x \bullet B(r))=\delta_{t}(x) \bullet B\left(r t^{1 / \beta}\right)=B \bullet\left(\delta_{t}(x), r t^{1 / \beta}\right),
$$

so that $B_{\bullet}(x, r) \cap \Gamma_{t}$ is the finite set of all points $y \in \mathbb{R}^{d}$ such that

$$
z=\delta_{t}(y) \in B_{\bullet}\left(\delta_{t}(x), r t^{1 / \beta}\right) \cap \Gamma
$$

Let dist. be a left-invariant Riemannian metric on the Lie group $G=\left(\mathbb{R}^{d}, \cdot\right)$ and take the Voronoi cell for the discrete subgroup $\Gamma$ :

$$
U=\left\{x \in \mathbb{R}^{d}: \operatorname{dist}_{\bullet}(x, e)=\min _{\gamma \in \Gamma} \operatorname{dist}_{\bullet}(x, \gamma)\right\}
$$

so that

$$
\mathbb{R}^{d}=\bigcup_{\gamma \in \Gamma} \gamma \cdot U
$$

and $(\gamma \cdot U) \cap\left(\gamma^{\prime} \cdot U\right) \subset \partial U$ and thus $m\left((\gamma \cdot U) \cap\left(\gamma^{\prime} \cdot U\right)\right)=0$ for any $\gamma \neq \gamma^{\prime} \in \Gamma$. Note that this definition is based on the law $\cdot$ of the Lie group $G=\left(\mathbb{R}^{d}, \cdot\right)$ and its closed subgroup $\Gamma$, not on the rescaled limit law $\bullet$. Since $m(\partial U)=0$, by definition, $c(\Gamma, G)=m(U)$. For any $S \subset \mathbb{R}^{d}$, we have

$$
c(\Gamma, G) \#\{z \in \Gamma \cap S\} \leq m(S \cdot U)
$$

In particular, for $S=B_{\bullet}\left(\delta_{t}(x), r t^{1 / \beta}\right)=\delta_{t}\left(B_{\bullet}(x, r)\right)$,

$$
c(\Gamma, G) \#\left\{z \in \Gamma \cap B \bullet\left(\delta(x), r t^{1 / \beta}\right)\right\} \leq m\left(\delta_{t}\left[\delta_{1 / t}\left(\delta_{t}\left(B_{\bullet}(x, r)\right) \cdot \delta_{t}\left(\delta_{1 / t}(U)\right)\right)\right]\right)
$$

Note that since $\Gamma$ is a co-compact closed subgroup of $G, U$ is bounded and closed and hence compact. Consequently, $\delta_{1 / t}(U)$ converges uniformly to $\{e\}$ as $t \rightarrow \infty$. By the uniform convergence of the product ${ }_{t}$ to $\bullet$ on compact sets (e.g., see Lemma 5.2), for any fixed $\varepsilon>0$, there exists a constant $T>0$ large enough such that, for all $t>T$, the set $\left[\delta_{1 / t}\left(\delta_{t}\left(B_{\bullet}(x, r)\right) \cdot \delta_{t}\left(\delta_{1 / t}(U)\right)\right)\right]$ is contained in an $\varepsilon$ neighborhood for the norm $\|\cdot\|$ in the group $(G, \bullet)$ of the set $B_{\bullet}(x, r) \bullet \delta_{1 / t}(U)$. This means that, for $t$ large enough,
6.3 Statement and proof of the LLT

$$
\delta_{1 / t}\left(\delta_{t}(B \bullet(x, r)) \cdot \delta_{t}\left(\delta_{1 / t}(U)\right)\right) \subset B_{\bullet}(x, r+2 \varepsilon)
$$

Hence,

$$
\begin{aligned}
\operatorname{det}\left(\delta_{1 / t}\right) c(\Gamma, G) \#\left\{z \in \Gamma \cap B_{\bullet}\left(\delta(x), r t^{1 / \beta}\right)\right\} & \leq \operatorname{det}\left(\delta_{1 / t}\right) m\left(\delta_{t}(B \bullet(x, r+2 \varepsilon))\right) \\
& =m\left(B_{\bullet}(x, r+2 \varepsilon)\right)
\end{aligned}
$$

Take the limsup in $t \rightarrow \infty$, note that $m(B \bullet(x, r+2 \varepsilon))=c(r+2 \varepsilon)^{\Sigma_{1}^{d} \beta / \beta_{i}}$, and let $\varepsilon$ tend to 0 , to obtain

$$
\limsup _{t \rightarrow \infty} m_{t}\left(B_{\bullet}(x, r) \cap \Gamma_{t}\right) \leq m\left(B_{\bullet}(x, r)\right)
$$

To prove the complementing inequality, namely,

$$
\liminf _{t \rightarrow \infty} m_{t}\left(B_{\bullet}(x, r) \cap \Gamma_{t}\right) \geq m\left(B_{\bullet}(x, r)\right)
$$

we use the same line of reasoning as above to see that, for any fixed $\varepsilon>0$ and all $t$ large enough,

$$
B \cdot\left(\delta_{t}(x),(r-2 \varepsilon) t^{1 / \beta}\right) \subset \bigcup_{\gamma \in B \cdot\left(\delta_{t}(x), r t^{1 / \beta}\right)} \gamma \cdot U .
$$

From this, it follows that, for all $t$ large enough,

$$
m(B \bullet(x, r-2 \varepsilon)) \leq \operatorname{det}\left(\delta_{1 / t}\right) c(\Gamma, G) \#\left\{z \in \Gamma \cap B \bullet\left(\delta(x), r t^{1 / \beta}\right)\right\} .
$$

The desired lower bound follows.

### 6.3 Statement and proof of the LLT

Given an arbitrary sequence of positive reals $T_{k}$ tending to infinity and $t>0$, let $\hat{\mu}_{k}^{(t)}$ be the probability distribution of $\left(\hat{X}_{t}^{(k)}\right)_{t>0}$, i.e.,

$$
\hat{\mu}_{k}^{(t)}(x)=\mathbb{P}^{e}\left(\hat{X}_{t}^{(k)}=x\right)=\mu^{\left[t T_{k}\right]}\left(\delta_{T_{k}}(x)\right), \quad x \in \Gamma_{T_{k}}
$$

Recall that for each $x \in \mathbb{R}^{d},[x]_{k} \in \Gamma_{T_{k}}$ is the point closest to $x$ in the $\|\cdot\|$-norm.
We know from Theorem 5.10 that the Lévy process $X^{\bullet}$ s corresponding to $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ has a jointly continuous convolution kernel

$$
(t, x) \mapsto p_{\bullet}(t, x)=t^{-\gamma_{0}} p_{\bullet}\left(1, \delta_{1 / t}(x)\right)
$$

with $t>0, x \in \mathbb{R}^{d}$.
Theorem 6.2 (Local limit theorem) Assume (5.3), (A)-(R1)-(R2)-(E1)-(E2) and
(T•)-(TГ) with the same exponent $\beta>0$. Then, for any $U_{2}>U_{1}>0$ and $r>1$,

$$
\lim _{k \rightarrow \infty} \sup _{x \in \mathbb{R}^{d}:\|x\| \leq r} \sup _{t \in\left[U_{1}, U_{2}\right]}\left|\operatorname{det}\left(\delta_{T_{k}}\right) \mu_{k}^{\left(\left[t T_{k}\right]\right)}\left(\delta_{T_{k}}\left([x]_{k}\right)\right)-p_{\bullet}(t, x)\right|=0
$$

Proof We adopt the notations in [24]. Let $E=\mathbb{R}^{d}$ with $d_{E}(x, y)=\left\|x_{\bullet}^{-1} \bullet y\right\|$, and $G^{k}=\delta_{T_{k}}^{-1}(\Gamma) \subset \mathbb{R}^{d}=E$ with the same distance $d_{G^{k}}(x, y)=\left\|x_{\bullet}^{-1} \bullet y\right\|$. (Note that $d_{G^{k}}(\cdot, \cdot)$ is a graph distance on $G^{k}$ in [24]. However, the proof of [24, Theorem 1] works for any distance on $G^{k}$.) Then, conditions (a) and (b) in [24, Assumption 1] hold with $\alpha(k)=1$. Let $v=m$ and $v^{k}=m_{T_{k}}$. Then by (6.2), (c) in [24, Assumption 1] holds with $\beta(k)=\operatorname{det}\left(\delta_{T_{k}}\right)$. Set

$$
q_{t}^{k}(x)=\hat{\mu}_{k}^{(t)}(x) \quad \text { and } \quad q_{t}(\cdot)=p_{\bullet}(t, \cdot)
$$

It suffices to prove that the conclusion of [24, Theorem 1] holds for $q_{t}^{k}(x)$. We now check that (d) in [24, Assumption 1] holds. Let $U_{0}>0$ be a fixed constant. By Theorem 5.10, for every bounded and continuous function $f$ on $\mathbb{R}^{d}, t \in\left(0, U_{0}\right]$ and $x \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\hat{\mathbb{E}}_{k}^{[x]_{k}}\left[f\left(\hat{X}_{t}^{(k)}\right)\right]-\int_{\mathbb{R}^{d}} f(z) q_{t}\left(x_{\bullet}^{-1} \bullet z\right) d z\right|=0 \tag{6.3}
\end{equation*}
$$

We need to prove that this convergence is uniform in $t$ over any compact time interval in $(0, \infty)$. This would easily follow if we could prove the equi-uniform continuity of the function $t \mapsto \hat{\mathbb{E}}_{k}^{[x]_{k}}\left[f\left(\hat{X}_{t}^{(k)}\right)\right]$ on compact time intervals. However, because we are dealing with what is essentially a discrete time process, these functions are not even continuous. Nevertheless, condition (R2) says that, for all non-negative integers $n, m$ and all $x, z \in \Gamma$ (inverse and multiplication are in $\Gamma$ ), we have

$$
\begin{equation*}
\left|\mu^{(n+m)}(z)-\mu^{(n)}(x)\right| \leq C_{2}\left(\frac{m}{n+1}+\frac{\left\|x^{-1} \cdot z\right\|^{\beta / 2}}{\sqrt{n+1}}\right) \cdot \frac{1}{V\left(n^{1 / \beta}\right)} \tag{6.4}
\end{equation*}
$$

It follows that, for $0<s<t$,

$$
\begin{aligned}
& \left|\mu^{\left(\left[t T_{k}\right]\right)}\left(\left[\delta_{T_{k}}\left([x]_{k}\right)\right]^{-1} \cdot \delta_{T_{k}}(y)\right)-\mu^{\left(\left[s T_{k}\right]\right)}\left(\left[\delta_{T_{k}}\left([x]_{k}\right)\right]^{-1} \cdot \delta_{T_{k}}(y)\right)\right| \\
& \leq C_{2} \frac{\left[T_{k}(t-s)\right]+1}{\left[T_{k} s\right]+1} \frac{1}{V\left(\left[T_{k} s\right]^{1 / \beta}\right)} \leq C_{2} \frac{t-s+T_{k}^{-1}}{s} \frac{1}{V\left(\left[T_{k} s\right]^{1 / \beta}\right)} .
\end{aligned}
$$

For any fixed time interval $\left[U_{1}, U_{2}\right], 0<U_{1}<U_{2}$, this is a version of "equi-uniform continuity," call it "equi-uniform continuity modulo $T_{k}^{-1}$." Together with the fact that $t \mapsto \int_{\mathbb{R}^{d}} f(z) q_{t}\left(x_{\bullet}^{-1} \bullet z\right) d z$ is uniformly continuous for $t \in\left[U_{1}, U_{2}\right]$, and (6.3), this equi-uniform continuity modulo $T_{k}^{-1}$ yields

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{t \in\left[U_{1}, U_{2}\right]}\left|\hat{\mathbb{E}}_{k}^{[x]_{k}}\left[f\left(\hat{X}_{t}^{(k)}\right)\right]-\int_{\mathbb{R}^{d}} f(z) q_{t}\left(x_{\bullet}^{-1} \bullet z\right) d z\right|=0 . \tag{6.5}
\end{equation*}
$$

6.3 Statement and proof of the LLT

By the joint continuity of $q_{t}(x)$, we have $\int_{\partial B\left(x_{0}, r\right)} q_{t}\left(x_{\bullet}^{-1} \bullet z\right) d z=0$ for every $x, x_{0} \in E$ and $r>0$. Hence, (6.5) yields that

$$
\lim _{k \rightarrow \infty} \sup _{t \in\left[U_{1}, U_{2}\right]}\left|\mathbb{P}_{k}^{[x]_{k}}\left(X_{\left[T_{k} t\right] / T_{k}}^{(k)} \in B\left(x_{0}, r\right)\right)-\int_{B\left(x_{0}, r\right)} q_{t}\left(x_{\bullet}^{-1} \bullet z\right) d z\right|=0
$$

and (d) in [24, Assumption 1] is satisfied with $\gamma(k)=T_{k}$.
On the other hand, by (6.4) again, we have for $x, z \in B(2 r) \cap \delta_{T_{k}}^{-1}(\Gamma)$,

$$
\begin{aligned}
\operatorname{det}\left(\delta_{T_{k}}\right)\left|q_{\left[T_{k} t\right]}^{k}(z)-q_{\left[T_{k} t\right]}^{k}(x)\right| & =\operatorname{det}\left(\delta_{T_{k}}\right)\left|\mu^{\left(\left[T_{k} t\right]\right)}\left(\delta_{T_{k}}(z)\right)-\mu^{\left(\left[T_{k} t\right]\right)}\left(\delta_{T_{k}}(x)\right)\right| \\
& \leq C_{2} \frac{\left\|\delta_{T_{k}}(x)^{-1} \cdot \delta_{T_{k}}(z)\right\|^{\beta / 2}}{\sqrt{T_{k} t}} \frac{\operatorname{det}\left(\delta_{T_{k}}\right)}{V\left(\left(T_{k} t\right)^{1 / \beta}\right)} \\
& \leq C_{3}\left\|x_{\bullet}^{-1} \bullet z\right\|^{\beta-\beta /\left(2 \beta_{+}\right)} t^{-1 / 2-\gamma} T_{k}^{-1 / 2}
\end{aligned}
$$

For the last inequality, we have used Lemma 5.2, and the fact that $V\left(t^{1 / \beta}\right) \asymp \operatorname{det}\left(\delta_{t}\right) \asymp$ $t^{\gamma}$ for $\gamma=\sum_{1}^{d} 1 / \beta_{i}>0$. Hence it holds that for any $0<U_{1}<U_{2}, r>0, \delta \in(0, r]$ and $k \geq 1$,

$$
\sup _{\substack{\left.x, y \in B \\ d_{G^{k}}(0, r), r\right), s}} \sup _{t \in\left[U_{1}, U_{2}\right]} \operatorname{det}\left(\delta_{T_{k}}\right)\left|q_{\left[T_{k} t\right]}^{k}(z)-q_{\left[T_{k} t\right]}^{k}(x)\right| \leq C_{4} \frac{\delta^{\beta-\beta /\left(2 \beta_{+}\right)}}{U_{1}^{1 / 2+\gamma}} .
$$

Taking $\lim _{\delta \rightarrow 0} \lim \sup _{k \rightarrow \infty}$, we obtain [24, Assumption 2]. Therefore, the desired assertion follows from [24, Theorem 1].

Remark 6.3 It is well known (see, e.g., $[14,19]$ ) that if a Nash's inequality holds for $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$, then $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$ has transition density function $p(t, x, y)$ that is bounded for each $t>0$. It follows from Theorem 5.10, $p(t, x, y)$ is jointly locally Hölder continuous in $(x, y)$ for each fixed $t>0$. Since $X^{\bullet}$ is a Lévy process on $\left(G_{\bullet}, \bullet\right)$ and $\left\{\delta_{t} ; t>0\right\}$ is a group dilation structure for $\left(G_{\bullet}, \bullet\right)$, we have

$$
p(t, x, y)=p\left(t, e, x_{\bullet}^{-1} \bullet y\right)=\operatorname{det}\left(\delta_{t}^{-1}\right) p\left(1, e, \delta_{t}^{-1}\left(x_{\bullet}^{-1} \bullet y\right)\right) .
$$

Define $p_{\bullet}(t, x)=\operatorname{det}\left(\delta_{t}^{-1}\right) p\left(1, e, \delta_{t}^{-1}\left(x_{\bullet}^{-1} \bullet y\right)\right)$. Then $p_{\bullet}(t, x)$ is jointly continuous in $(t, x)$, symmetric in $x \in G_{\bullet}$ (that is, $p_{\bullet}(t, x)=p_{\bullet}\left(t, x_{\bullet}^{-1}\right)$ ) and is the convolution kernel for $\left(\mathcal{E}_{\bullet}, \mathcal{F}_{\bullet}\right)$. Moreover, for any $t>0$ and $x \in G_{\bullet}$,

$$
p_{\bullet}(t, x)=\operatorname{det}\left(\delta_{t}^{-1}\right) p_{\bullet}\left(1, \delta_{t}^{-1}(x)\right)=\operatorname{det}\left(\delta_{1 / t}\right) p_{\bullet}\left(1, \delta_{1 / t}(x)\right)
$$

## Chapter 7 <br> Symmetric Lévy processes on nilpotent groups


#### Abstract

This chapter anticipates on later results that show how the limit theorems of Chapters 5 and 6 apply to certain long range random walks. It focuses on the problem of identifying the limit Lévy process that is obtained through these limit theorems when applied to a given explicit long-range random walk. This is done by drawing interesting links between variations on established results regarding approximations of Lévy processes on Lie groups on one hand, and the limit theorems obtained in Chapters 5 and 6 on the other hand. Several examples are given to illustrate the limit theorems explicitly using this approach. Examples discussed in Chapter 1 are also revisited in this new light.


### 7.1 The problem of identifying the limit process

Theorem 5.10 gives the functional central limit theorem for a class of random walks on simply connected nilpotent groups driven by probability measures $\mu$, which are the distributions of the one-step increments of the random walks. However, the limit symmetric Lévy process $X^{\bullet}$ is characterized in an abstract way by a nonlocal pure jump Dirichlet form ( $\left.\mathcal{E}_{\mathbf{\bullet}}, \mathcal{F}_{\bullet}\right)$ on $L^{2}\left(G_{\bullet} ; d x\right)$ of the form (5.11) with $J_{\mathbf{0}}(d x, d y)=d x \mu_{\bullet}\left(x_{\bullet}^{-1} \bullet d y\right)$. A natural question is whether we can use Theorem 5.10 to give explicit limit theorems in concrete examples as those studied in Examples 1.4 and 1.5 . This amounts to ask whether we can explicitly identity or describe the Lévy process $X^{*}$ in concrete cases. These are the questions we are going to address in this chapter and the answer is affirmative. In fact, we will do this in a more general context for any symmetric Lévy measure $\mu_{\bullet}$ on any simply connected nilpotent group $G_{\bullet}$; that is, $\left(G_{\bullet}, \bullet\right)$ does not need to be the limit group obtained from a simply connected nilpotent group $G$ through an approximate group dilation structure $\left\{\phi_{t} ; t>0\right\}$ on $G$, and $\mu_{\bullet}$ does not need to be the weak limit of $\mu_{t}=t \delta_{1 / t}(\mu)$ of some symmetric probability measure $\mu$ on a discrete subgroup $\Gamma$ of $G$ as in condition (A). This is achieved in Theorem 7.3. Then we use this concrete description to illustrate our convergence theorem, Theorem 5.10, by revisiting Example 1.5 and presenting several more examples through this approach, without using the limit results for operator stable processes on $\mathbb{R}^{d}$, Propositions 1.1 and 1.3, from the literature.

### 7.2 Symmetric Lévy processes and their approximations

Let $N$ be any simply connected nilpotent group. As mentioned in Section 3.1, there is a global polynomial coordinate system on $N$ satisfying (3.4)-(3.5). Unless mentioned otherwise, this is the default coordinate system we use on $N$ in this section. Through this global system $\Phi: \mathbb{R}^{d} \rightarrow N$ with $\Phi(0)=e, N$ can be identified with $\mathbb{R}^{d}$ and $d x$ is a Haar measure for $N$. The coordinate system also induces a function on $N:\|\sigma\|_{2}:=\left\|\Phi^{-1}(\sigma)\right\|_{2}$ for $\sigma \in N$, where $\left\|\Phi^{-1}(\sigma)\right\|_{2}$ is the Euclidean norm of $\Phi^{-1}(\sigma) \in \mathbb{R}^{d}$. As we already see from Section 3.1, there are many choices of the global coordinate systems for $N$. One of the commonly used coordinate system is the exponential map. However, sometimes it is more convenient or more natural to use other coordinate systems, for example, matrix coordinates in the Heisenberg group case. Thus with this in mind, we do not fix a particular choice of the polynomial coordinate systems, except for the assumption that (3.4)-(3.5).

Let $v$ be any non-zero symmetric Lévy measure on $N$; that is, $v$ is a non-negative Borel measure on $N$ satisfying $0<\int_{N}\left(1 \wedge\|x\|_{2}^{2}\right) v(d x)<\infty$ and $v(A)=v\left(A^{-1}\right)$ for any $A \subset N \backslash\{e\}$, where $A^{-1}=\left\{x \in N: x^{-1} \in A\right\}$. Note that we do not impose any additional conditions on $v$. Define

$$
\begin{equation*}
\mathcal{E}(u, v):=\frac{1}{2} \iint_{N \times N \backslash \Delta}(u(x z)-u(x))(v(x z)-v(x)) d x v(d z), \tag{7.1}
\end{equation*}
$$

and $\mathcal{F}$ is the closure of $\operatorname{Lip}_{c}(N)$, which is the space of Lipschitz functions on $N$ with compact support, with respect to the norm $\sqrt{\mathcal{E}(u, u)+\int_{N} u(x)^{2} d x}$. Here $x z$ is the group multiplication of two elements $x, z \in N$. Let $X$ be the symmetric Hunt process associated with the regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^{2}(N ; d x)$; cf. [18, 27]. Note that in this section, as mentioned above, we do not assume the Lévy measure $v$ on $N$ generates $N$.

Lemma 7.1 The Hunt process $X$ is a Lévy process on $N$.
Proof For each fixed $\sigma \in N \backslash\{e\}$, the process $Y^{\sigma}=\left\{Y_{t}^{\sigma}, t \geq 0\right\}$, with $Y_{t}^{\sigma}=\sigma X_{t}$ for any $t>0$, is a symmetric Hunt process on $N$ as $d x$ is a left Haar measure on $N$ and its transition semigroup

$$
P_{t}^{\sigma} f(x)=\mathbb{E}\left[f\left(Y_{t}^{\sigma}\right) \mid Y_{0}^{\sigma}=x\right]=\mathbb{E}\left[f\left(\sigma X_{t}\right) \mid X_{0}=\sigma^{-1} x\right]=\left(P_{t} f_{\sigma}\right)\left(\sigma^{-1} x\right)
$$

where $f_{\sigma}(\eta):=f(\sigma \eta)$. Thus

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \frac{1}{t}\left(f-P_{t}^{\sigma} f, f\right)_{L^{2}(N ; d x)} \\
& =\lim _{t \rightarrow 0} \frac{1}{t} \int_{N}\left(f_{\sigma}\left(\sigma^{-1} x\right)-\left(P_{t} f_{\sigma}\right)\left(\sigma^{-1} x\right)\right) f_{\sigma}\left(\sigma^{-1} x\right) d x \\
& =\lim _{t \rightarrow 0} \frac{1}{t} \int_{N}\left(f_{\sigma}(y)-\left(P_{t} f_{\sigma}\right)(y)\right) f_{\sigma}(y) d y
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2} \iint_{N \times N \backslash \Delta}\left(f_{\sigma}(x z)-f_{\sigma}(x)\right)^{2} v(d z) d x \\
& =\frac{1}{2} \iint_{N \times N \backslash \Delta}(f(x z)-f(x))^{2} v(d z) d x=\mathcal{E}(f, f) .
\end{aligned}
$$

This shows that $Y^{\sigma}$ is a symmetric Hunt process associated with the Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^{2}(N ; d x)$ and so it has the same distribution as $X$. In other words, $\left\{\sigma X_{t} ; t \geq 0\right\}$ with $X_{0}=x \in N$ has the same distribution as $\left\{X_{t} ; t \geq 0\right\}$ starting from $\sigma x$. This combined with the Markov property of $X$ shows that $X$ is a symmetric Lévy process on $N$.

We next investigate how the Lévy process $X$ is determined by $v$ in a more explicit way; that is, given a symmetric Lévy measure $v$ on $N$, how to construct or approximate its corresponding symmetric Lévy process $X$ in a concrete way. We will show in Theorem 7.3 that $X$ can be approximated by a sequence of random walks on $N$ whose one-step increments are from the small increments of a common Lévy process $Z$ on $\mathbb{R}^{d}$ through the identification of the global coordinate system $\Phi$. The key is to identify the Lévy measure and the drift of the Lévy process $Z$ on $\mathbb{R}^{d}$. Our approach uses Hunt's characterization for Lévy processes on Lie groups and Kunita's triangular array type limit result for random walks on Lie groups, which we recall in Theorem 7.2.

We identify each element $\sigma \in N$ with its global coordinate

$$
\Phi^{-1}(\sigma)=: x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}
$$

For each $1 \leq j \leq d$, let $\mathcal{X}_{j}$ be the left-invariant vector field in the Lie algebra $\mathfrak{g}$ of the group $N$ at $e$ determined by the coordinate function $x_{j} \mapsto X_{j}$; that is, for any $C^{2}$ function $f(x)$ on $N=\mathbb{R}^{d}$,

$$
\left(X_{j} f\right)(e)=\left.\frac{\partial f(x)}{\partial x_{j}}\right|_{x=0}
$$

These vector fields $\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{d}\right)$ form a natural base of $\mathfrak{g}$ at $e$. On the other hand, it is well known that the simply connected nilpotent group $N$ admits an exponential map of first type from its Lie algebra $\mathfrak{g}=\mathbb{R}^{d}$ to $N$ which is surjective. Under its exponential coordinates exp: $\mathfrak{g} \rightarrow N$ (of first type), $x^{-1}=-x$. Let $\left\{x^{1}, \ldots, x^{d}\right\}$ be the exponential coordinate of $\sigma \in N$ with respect to the base $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{d}\right\}$; that is, $\exp \left(\sum_{j=1}^{d} x^{j} \mathcal{X}_{j}\right)=\sigma$. Note that $x^{j}\left(\sigma^{-1}\right)=-x^{j}(\sigma)$ and $\mathcal{X}_{i} x^{j}=\delta_{i j}$. Let $\|\cdot\|$ be the norm on $N$ defined by

$$
\begin{equation*}
\|\sigma\|:=\left(\sum_{j=1}^{d}\left(x^{j}(\sigma)\right)^{2}\right)^{1 / 2} \tag{7.2}
\end{equation*}
$$

in terms of the exponential coordinates of $\sigma \in N$. Note that the norm $\|\cdot\|$ is symmetric on the group $N$ in the sense that $\left\|\sigma^{-1}\right\|=\|\sigma\|$ for any $\sigma \in N$.

Denote by $C$ the space of real-valued functions on $N$ that are continuous and have limit at infinity, and $C^{2}$ be the space of $C^{2}$ functions $f$ on $N$ so that $f, \mathcal{X}_{k} f$ and
$X_{k} X_{j} f$ are all in $C$. Let $\psi \in C^{2}$ be such that $\psi>0$ on $G \backslash\{e\}, \psi(\eta) \asymp \sum_{j=1}^{d} x^{j}(\eta)^{2}$ near $e$, and $\lim _{\eta \rightarrow \infty} \psi(\eta)>0$. Note that in view of (3.2)-(3.3),

$$
\psi(\eta) \asymp 1 \wedge\|\eta\|^{2} \asymp 1 \wedge\|\eta\|_{2}^{2} \quad \text { for } \eta \in N
$$

We recall the following triangular array type limit result on $N$ from [42], which in fact holds for any Lie group.
Theorem 7.2 (Theorem 3 of [42]) In the above setting, suppose the following hold.
(i) For each $n \geq 1, k \mapsto S_{k}^{(n)}=\xi_{n, 1} \cdots \xi_{n, k}$ is a discrete time random walk on the Lie group $N$, where $\left\{\xi_{n, k} ; k \geq 1\right\}$ are i.i.d $N$-valued random variables having distribution $v_{n}$.
(ii) As $n \rightarrow \infty$, the measure $n v_{n}$ converges vaguely to a measure $v$ on $N \backslash\{e\}$ satisfying $\int_{N \backslash\{e\}} \psi(x) v(d x)<\infty$.
(iii) For $\varepsilon>0$, let

$$
U_{\varepsilon}:=\{\eta \in N:\|\eta\|<\varepsilon\}=\left\{\eta \in N: \sum_{j=1}^{d} x^{j}(\eta)^{2}<\varepsilon^{2}\right\}
$$

be an $\varepsilon$-neighborhood of $e$ in $N$. For each $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} n \int_{U_{\varepsilon}} x^{i}(\eta) x^{j}(\eta) v_{n}(d \eta)=: a_{i j}^{(\varepsilon)} \text { exists. }
$$

Clearly, $\left(a_{i j}^{(\boldsymbol{\varepsilon})}\right)$ is symmetric and non-negative definite, which decreases to $\left(a_{i j}\right)$ as $\varepsilon \rightarrow 0$.
(iv) For each $\varepsilon>0, \lim _{n \rightarrow \infty} n \int_{U_{\varepsilon}} x(\eta) v_{n}(d \eta)=: b^{(\varepsilon)} \in \mathbb{R}^{d}$ exists. Here $x(\eta)=$ $\left(x^{1}(\eta), \ldots, x^{d}(\eta)\right)$.
Take $\varepsilon>0$ so that $\partial U_{\varepsilon}$ has zero $v$-measure. Define

$$
b=b_{\varepsilon}+\int_{U_{\varepsilon}^{c}} x(\eta) v(d \eta)
$$

whose value is independent of the choice of $\varepsilon$. Then for each $T>0,\left\{Z_{t}^{(n)}:=\right.$ $\left.S_{[n t]}^{(n)} ; t \in[0, T]\right\}$ converges weakly in the Skorokhod space $\mathbb{D}([0, T] ; N)$ as $n \rightarrow \infty$ to a Lévy process $Z=\left\{Z_{t} ; t \in[0, T]\right\}$ on $N$, whose generator is characterized by

$$
\begin{align*}
\mathcal{L} f(\eta)= & \frac{1}{2} \sum_{i, j=1}^{d} a_{i j} \mathcal{X}_{i} \mathcal{X}_{j} f(\eta)+\sum_{i=1}^{d} b_{i} \mathcal{X}_{i} f(\eta) \\
& +\int_{N \backslash\{e\}}\left(f(\eta \sigma)-f(\eta)-\sum_{i=1}^{d} x^{i}(\sigma) X_{i} f(\tau)\right) v(d \sigma) \tag{7.3}
\end{align*}
$$

for any $f \in C^{2}$.

Let $\left\{\varphi_{1}(\sigma), \cdots, \varphi_{d}(\sigma)\right\}$ be $C^{2}$ functions on $N$ such that under exponential coordinates for $\sigma=\exp \left(\sum_{j=1}^{d} x^{j} \mathcal{X}_{j}\right) \in N, \varphi_{j}(\sigma)$ is an odd increasing function of $x^{j}$ with $\varphi_{j}(\sigma)=x^{j}$ for $x^{j} \in(-1,1)$. Since $N$ is also identified with $\mathbb{R}^{d}$ through the global coordinate system $\Phi$ satisfying (3.5) mentioned above, sometimes we also write $\varphi_{j}(x)$ for $\varphi_{j}(\sigma)$ through this global coordinate system $\Phi$. Since $v$ is a symmetric measure on $N$ and $\varphi_{j}(\sigma)=-\varphi_{j}\left(\sigma^{-1}\right)$ for any $\sigma \in N$, we have for every $1 \leq j \leq d$ and every $r>0$,

$$
\begin{equation*}
\int_{\{\sigma \in N:\|\sigma\|>r\}} \varphi_{j}(\sigma) v(d \sigma)=0 \tag{7.4}
\end{equation*}
$$

Through the identification of $N$ with $\mathbb{R}^{d}$ under the global coordinate system $\Phi$, the Lévy measure $v$ can also be viewed as a Lévy measure on the Euclidean space $\mathbb{R}^{d}$. More precisely, let $\bar{v}$ be the Radon measure on $\mathbb{R}^{d} \backslash\{0\}$ defined by

$$
\begin{equation*}
\bar{v}(A):=v(\Phi(A)) \quad \text { for any } A \in \mathcal{B}\left(\mathbb{R}^{d} \backslash\{0\}\right) \tag{7.5}
\end{equation*}
$$

Note that $\bar{v}$ satisfies $\int_{\mathbb{R}^{d}}\left(1 \wedge\|z\|_{2}^{2}\right) \bar{v}(d z)<\infty$ and thus is a Lévy measure on $\mathbb{R}^{d}$. However, we point out that even though $v$ is a symmetric Lévy measure on $N, \bar{v}$ may not be a symmetric measure on $\mathbb{R}^{d}$; see Examples 7.8 and 7.9(i). It is not hard to see or guess that the Lévy process $Z$ on $\mathbb{R}^{d}$ that will be used to approximate the Lévy process $X$ on $N$ should have Lévy measure $\bar{v}$, however in general it also need a proper drift correction term. For this, define for $1 \leq j \leq d$,

$$
\begin{equation*}
\bar{b}_{j}=\int_{\left\{z \in N:\|z\|_{2} \leq 1\right\}}\left(z_{j}-\varphi_{j}(z)\right) v(d z)-\int_{\left\{z \in N:\|z\|_{2}>1\right\}} \varphi_{j}(z) v(d z), \tag{7.6}
\end{equation*}
$$

where $\left(z_{1}, \ldots, z_{d}\right)=\Phi^{-1}(z)$ is the coordinates of $z \in N$ under the global coordinate system $\Phi$. Recall that the coordinates of $z \in N$ under the exponential coordinate system is denoted by $\left(z^{1}, \ldots, z^{d}\right)$. Observe that the integral in (7.6) is well-defined and is finite, because

$$
\left.\frac{\partial \varphi_{j}}{\partial z_{i}}\right|_{z=0}=\left.\mathcal{X}_{i} \varphi_{j}(z)\right|_{z=0}=\left.\mathcal{X}_{i} z^{j}\right|_{z=0}=\delta_{i j}
$$

and so

$$
\left|z_{j}-\varphi_{j}(z)\right|=\left|z_{j}-z^{j}(z)\right| \leq c\|z\|_{2}^{2} \quad \text { for }\|z\|_{2} \leq 1
$$

In view of (7.4), we can rewrite (7.6) as

$$
\begin{equation*}
\bar{b}_{j}=\lim _{r \rightarrow 0} \int_{\left\{z \in N:\|z\|_{2} \leq 1 \text { and }\|z\| \geq r\right\}} z_{j} v(d z) . \tag{7.7}
\end{equation*}
$$

Since the Lévy measure $v$ is symmetric on $N$, we have from (7.7) that

$$
\bar{b}_{j}=\frac{1}{2} \int_{\left\{z \in N:\|z\|_{2} \leq 1 \text { and }\left\|z^{-1}\right\|_{2} \leq 1\right\}}\left(z_{j}+\left(z^{-1}\right)_{j}\right) v(d z)
$$

$$
\begin{equation*}
+\int_{\left\{z \in N:\|z\|_{2} \leq 1 \text { and }\left\|z^{-1}\right\|_{2}>1\right\}} z_{j} v(d z) \tag{7.8}
\end{equation*}
$$

Here $z^{-1}$ denotes the group inverse of $z \in N$, and $\left(z^{-1}\right)_{j}$ is the $j$-th coordinate of the element $z^{-1} \in N$ under the original global coordinate system $\Phi$. Note that both integrals in (7.8) are absolutely convergent. This is because under the global coordinate system $\Phi$, we know from (3.5) that

$$
z^{-1}=-z+\left(0, \bar{q}_{2}\left(z_{1}\right), \ldots, \bar{q}_{d}\left(z_{1}, \ldots, z_{d-1}\right)\right)
$$

where for $2 \leq j \leq d, \bar{q}_{j}\left(z_{1}, \cdots, z_{j-1}\right)$ is polynomial having no constant and first order terms. Thus on any compact set $K \subset N$, there is a constant $C_{K}>0$ so that

$$
\begin{equation*}
\left\|z+z^{-1}\right\|_{2} \leq C_{K}\|z\|_{2}^{2} \quad \text { for every } z \in K \tag{7.9}
\end{equation*}
$$

and $\left\{z \in N:\|z\|_{2}<1\right.$ and $\left.\left\|z^{-1}\right\|_{2}<1\right\}$ is an open neighborhood of $e \in N$. Since $\int_{N \backslash\{e\}}\left(1 \wedge\|z\|_{2}^{2}\right) v(d z)<\infty$, both integrals in (7.8) are absolutely convergent. In general, the constant vector $\bar{b}:=\left(b_{1}, \ldots, \bar{b}_{d}\right)$ may not be zero. However, if $\Phi$ is the exponential coordinate system, then $\bar{b}_{j}=0$ for every $1 \leq j \leq d$ as $z^{-1}=-z$ for every $z \in N$ and $\|z\|_{2}=\|z\|$.

Let $Z:=\left\{Z_{t}: t \geq 0\right\}$ be the Lévy process on the Euclidean space $\mathbb{R}^{d}$ with Lévy triplet $(0, \bar{b}, \bar{v})$, see (1.1), where $\bar{b}=\left(\bar{b}_{1}, \cdots, \bar{b}_{d}\right)$. In other words,

$$
\begin{equation*}
Z_{t}=\bar{b} t+\int_{0}^{t} \mathbb{1}_{\left\{\|z\|_{2} \leq 1\right\}} z(N(d s, d z)-d s \bar{v}(d z))+\int_{0}^{t} \mathbb{1}_{\left\{\|z\|_{2}>1\right\}} z N(d s, d z), \tag{7.10}
\end{equation*}
$$

where $N(d s, d z)$ is the Poisson random measure on $[0, \infty) \times \mathbb{R}^{d}$ with intensity measure $d s \bar{v}(d z)$.

Recall that $\Phi: \mathbb{R}^{d} \rightarrow N$ is the global polynomial coordinate system for the simply connected nilpotent group $N$. Most of the time, we identify $x \in \mathbb{R}^{d}$ with $\sigma:=\Phi(x) \in N$ and use the notations interchangeably. In the next theorem and its proof, to be absolutely clear, we explicitly use the notation $\Phi(x)$ for emphasis when $x \in \mathbb{R}^{d}$ is viewed as an element in the group $N$.
Theorem 7.3 Let $Z$ be the Lévy process on $\mathbb{R}^{d}$ with $Z_{0}=0$, Lévy measure $\bar{v}$ of (7.5) and drift $\bar{b}$ of (7.8). For each $T>0$, the random walk

$$
\begin{equation*}
Z_{t}^{(n)}:=\Phi\left(Z_{1 / n}\right) \Phi\left(Z_{2 / n}-Z_{1 / n}\right) \cdots \Phi\left(Z_{[n t] / n}-Z_{([n t]-1) / n}\right) \tag{7.11}
\end{equation*}
$$

on $N$ converges weakly in the Skorokhod space $\mathbb{D}([0, T] ; N)$ as $n \rightarrow \infty$ to the leftinvariant Hunt process $\left\{\left(Y_{0}\right)^{-1} Y_{t} ; t \in[0, T]\right\}$ on $N$. The Hunt process $Y$ has the same distribution as the symmetric Lévy process $X$ on $N$ having Lévy measure $v$ determined by the Dirichlet form $(\mathcal{E}, \mathcal{F})$ of $(7.1)$ on $L^{2}(N ; d x)$.

Proof By Ito's formula, for any $f \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$,

$$
f\left(Z_{t}\right)-f\left(Z_{0}\right)
$$

$$
\begin{aligned}
= & \int_{0}^{t} \bar{b} \cdot \nabla f\left(Z_{s}\right) d s+\int_{0}^{t} \int_{\left\{\|z\|_{2} \leq 1\right\}}\left(f\left(Z_{s-}+z\right)-f\left(Z_{s-}\right)\right)(N(d s, d z)-d s \bar{v}(d z)) \\
& +\int_{0}^{t} \int_{\left\{\|z\|_{2}>1\right\}}\left(f\left(Z_{s-}+z\right)-f\left(Z_{s-}\right)\right) N(d s, d z) \\
& +\int_{0}^{t} \int_{\left\{\|z\|_{2} \leq 1\right\}}\left(f\left(Z_{s}+z\right)-f\left(Z_{s}\right)-\nabla f\left(Z_{s}\right) \cdot z\right) \bar{v}(d z) d s .
\end{aligned}
$$

Thus

$$
\begin{align*}
& \mathbb{E} f\left(Z_{t}\right)-f(0) \\
&= \mathbb{E} \int_{0}^{t} \bar{b} \cdot \nabla f\left(Z_{s}\right) d s+\mathbb{E} \int_{0}^{t} \int_{\left\{\|z\|_{2}>1\right\}}\left(f\left(Z_{s-}+z\right)-f\left(Z_{s-}\right) N(d s, d z)\right. \\
&+\mathbb{E} \int_{0}^{t} \int_{\left\{\|z\|_{2} \leq 1\right\}}\left(f\left(Z_{s}+z\right)-f\left(Z_{s}\right)-\nabla f\left(Z_{s}\right) \cdot z\right) \bar{v}(d z) d s \\
&= \mathbb{E} \int_{0}^{t} \bar{b} \cdot \nabla f\left(Z_{s}\right) d s+\mathbb{E} \int_{0}^{t} \int_{\left\{\|z\|_{2}>1\right\}}\left(f\left(Z_{s-}+z\right)-f\left(Z_{s-}\right) \bar{v}(d z) d s\right. \\
&+\mathbb{E} \int_{0}^{t} \int_{\left\{\|z\|_{2} \leq 1\right\}}\left(f\left(Z_{s}+z\right)-f\left(Z_{s}\right)-\nabla f\left(Z_{s}\right) \cdot z\right) \bar{v}(d z) d s \\
&= \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(f\left(Z_{s-}+z\right)-f\left(Z_{s-}\right)-\nabla f\left(Z_{s}\right) \cdot \varphi(\Phi(z))\right) \bar{v}(d z) d s \tag{7.12}
\end{align*}
$$

where $\varphi(\sigma):=\left(\varphi_{1}(\sigma), \ldots, \varphi_{d}(\sigma)\right)$ for $\sigma \in N$, and the last equality is due to the definition of $\bar{b}$.

For $f_{0} \in C^{2}$ on $N$ with $f_{0}(e)=0$ and $X_{j} f_{0}(e)=0$ for $1 \leq j \leq d$, the function $f:=f_{0} \circ \Phi$ is $C_{b}^{2}$ on $\mathbb{R}^{d}$ with $f(0)=0$ and $\nabla f(0)=0$. Applying (7.4) and (7.12) to this $f$, we have by the dominated convergence theorem that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E} f_{0}\left(\Phi\left(Z_{t}\right)\right)=\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E} f\left(Z_{t}\right)=\int_{\mathbb{R}^{d} \backslash\{0\}} f(z) \bar{v}(z)=\int_{N \backslash\{e\}} f_{0}(\sigma) v(d \sigma) \tag{7.13}
\end{equation*}
$$

If we denote the law of $\Phi\left(Z_{t}\right)$ on $N$ by $\widetilde{v}_{t}$, then the above in particular implies that $t^{-1} \widetilde{v}_{t}$ converges vaguely to $v$ on $N \backslash\{e\}$ as $t \rightarrow 0$.

Since $\varphi_{j}$ is an odd function on $N$, taking $f_{0}=\varphi_{j}$ in (7.13) in particular yields that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E} \varphi_{j}\left(\Phi\left(Z_{t}\right)\right)=0 \quad \text { for every } 1 \leq j \leq d \tag{7.14}
\end{equation*}
$$

On the other hand, since $v$ is a symmetric measure on $N$ and $\varphi$ is an odd $\mathbb{R}^{d}$-valued function on $N$, we have from (7.12) that for any $f \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$,

$$
\mathbb{E} f\left(Z_{t}\right)-f(0)=\mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(f\left(Z_{s-}+z^{-1}\right)-f\left(Z_{s-}\right)+\nabla f\left(Z_{s}\right) \cdot \varphi(\Phi(z))\right) \bar{v}(d z) d s
$$

and so

$$
\begin{equation*}
\mathbb{E} f\left(Z_{t}\right)-f(0)=\frac{1}{2} \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(f\left(Z_{s}+z\right)+f\left(Z_{s_{-}}+z^{-1}\right)-2 f\left(Z_{s-}\right)\right) \bar{v}(d z) d s \tag{7.15}
\end{equation*}
$$

Note that by (7.9),

$$
\int_{\mathbb{R}^{d}}\left|f(z)+f\left(z^{-1}\right)-2 f(0)\right| \bar{v}(d z)<\infty
$$

It follows from (7.15) and the dominated convergence theorem that for any $f \in$ $C_{b}^{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E}\left[f\left(Z_{t}\right)-f(0)\right]=\frac{1}{2} \int_{\mathbb{R}^{d} \backslash\{0\}}\left(f(z)+f\left(z^{-1}\right)-2 f(0)\right) \bar{v}(z) \tag{7.16}
\end{equation*}
$$

For $\varepsilon \in(0,1)$, define

$$
U_{\varepsilon}=\{\sigma \in N:\|\sigma\|<\varepsilon\}=\left\{\sigma \in N: \sum_{i=1}^{d} x^{i}(\sigma)^{2}<\varepsilon^{2}\right\},
$$

where $\|\sigma\|$ is the symmetric norm of $\sigma \in N$ as defined by (7.2) and $\left(x^{1}(\sigma), \ldots x^{d}(\sigma)\right)$ is the exponential coordinates of $\sigma \in N$. By the Lipschitz equivalents (3.2)-(3.3) between $\Phi$ and the exponential coordinates, there is a constant $\lambda_{0} \geq 1$ so that

$$
\lambda_{0}^{-1}\left\|\Phi^{-1}(\sigma)\right\|_{2} \leq\|\sigma\| \leq \lambda_{0}\left\|\Phi^{-1}(\sigma)\right\|_{2} \quad \text { for } \sigma \in N \text { with }\|\sigma\| \leq 1
$$

Consequently,

$$
U_{\varepsilon} \subset\left\{\sigma \in N:\left\|\Phi^{-1}(\sigma)\right\|_{2}<\lambda_{0} \varepsilon\right\} \quad \text { for every } \varepsilon \in(0,1)
$$

For $\varepsilon \in(0,1)$, let $f_{\varepsilon} \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ so that $f_{\varepsilon}(z)=\|z\|_{2}^{2}$ for $\mid z \|_{2}<\lambda_{0} \varepsilon, f_{\varepsilon}(z)=0$ for $\|z\|_{2} \geq 2 \lambda_{0} \varepsilon, 0 \leq f_{\varepsilon}(z) \leq 2 \lambda_{0}^{2} \varepsilon^{2}$ and $\left|D f_{\varepsilon}\right|+\left|D^{2} f_{\varepsilon}\right| \leq C$ for some constant $C>0$ independent of $\varepsilon$. Then we have by (7.16) and the Taylor expansion, that

$$
\begin{align*}
& \limsup _{t \rightarrow 0} \frac{1}{t} \mathbb{E}\left[\mathbb{1}_{\left\{\Phi\left(Z_{t}\right) \in U_{\varepsilon}\right\}}\left\|\Phi\left(Z_{t}\right)\right\|^{2}\right] \\
& \leq \limsup _{t \rightarrow 0} \frac{\lambda_{0}^{2}}{t} \mathbb{E}\left[\mathbb{1}_{\left\{\left\|Z_{t}\right\|_{2} \leq \lambda_{0} \varepsilon\right\}}\left\|Z_{t}\right\|_{2}^{2}\right] \\
& \leq \limsup _{t \rightarrow 0} \frac{\lambda_{0}^{2}}{t}\left(\mathbb{E} f_{\varepsilon}\left(Z_{t}\right)-f_{\mathcal{E}}\left(Z_{0}\right)\right) \\
& =\lambda_{0}^{2} \int_{\mathbb{R}^{d}} f_{\mathcal{E}}(z) \bar{v}(d z) \\
& \leq \lambda_{0}^{2}\left\|D^{2} f_{\mathcal{E}}\right\|_{\infty} \int_{\left\{\|z\|_{2} \leq 2 \lambda_{0} \varepsilon\right\}}\|z\|_{2}^{2} \bar{v}(d z), \tag{7.17}
\end{align*}
$$

which tends to 0 as $\varepsilon \rightarrow 0$.

For $\varepsilon \in(0,1)$ so that $\partial U_{\varepsilon}$ has zero $v$-measure, it follows from (7.13) that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t} \int_{U_{\varepsilon}^{c}} \varphi_{j}(z) v_{t}(d z)=\int_{U_{\varepsilon}^{c}} \varphi_{j}(z) v(d z)=0 \tag{7.18}
\end{equation*}
$$

This together with (7.14) shows that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t} \int_{U_{\varepsilon}} \varphi_{j}(\sigma) v_{t}(d \sigma)=0 \tag{7.19}
\end{equation*}
$$

Properties (7.13), (7.17) and (7.18)-(7.19) show that the conditions of Theorems 7.2 are all satisfied for the sequence of random walks on $N$ whose one-step increment distributions are $v_{n}:=\widetilde{v}_{1 / n}$ for $n \in \mathcal{N}$ with $\left(a_{i j}\right)=0$ and $b=0$. Thus for each $T>0$, the random walk

$$
Z_{t}^{(n)}:=\Phi\left(Z_{1 / n}\right) \Phi\left(Z_{2 / n}-Z_{1 / n}\right) \cdots \Phi\left(Z_{[n t] / n}-Z_{([n t]-1) / n}\right)
$$

converges weakly in the Skorokhod space $\mathbb{D}([0, T] ; G)$ as $n \rightarrow \infty$ to a symmetric Lévy process $Y=\left\{Y_{t} ; t \in[0, T]\right\}$ on $N$ with Lévy measure $v$ in the following sense: Denote by $(\mathcal{L}, \mathcal{D}(\mathcal{L}))$ the infinitesimal generator of $Y$. Then $C^{2} \subset \mathcal{D}(\mathcal{L})$ and for any $f \in C^{2}$,

$$
\mathcal{L} f(\sigma)=\int_{N \backslash\{e\}}\left(f(\sigma z)-f(\sigma)-\sum_{j=1}^{d} \varphi_{j}(z) \mathcal{X}_{i} f(\sigma)\right) v(d z)
$$

We next show that $Y$ has the same distribution as the Lévy process $X$ on $N$ defined through the Dirichlet form $(\mathcal{E}, \mathcal{F})$ of (7.1) on $L^{2}(N ; d x)$. Denote by $\mathcal{L}^{0}$ the $L^{2}$-generator of the symmetric Lévy process $X$. It is easy to check by definition (cf. $[18,27])$ that $C^{2} \subset \mathcal{D}\left(\mathcal{L}^{0}\right)$ and

$$
\begin{aligned}
\mathcal{L}^{0} f(\sigma) & =\text { p.v. } \int_{N \backslash\{e\}}(f(\sigma z)-f(\sigma)) v(d z) \\
& =\int_{N \backslash\{e\}}\left(f(\sigma z)-f(\sigma)-\sum_{i=1}^{d} \varphi_{j}(z) X_{i} f(\sigma)\right) v(d z) \\
& =\mathcal{L} f(\sigma) .
\end{aligned}
$$

By the uniqueness of infinitesimal generator characterization of Lévy processes on $N$ (see, e.g., [42, Theorem 1] due to Hunt), we conclude that the Lévy processes $X$ and $Y$ have the same law. This completes the proof of the theorem.

Remark 7.4 When $\Phi$ is the exponential coordinate system of the first type for $N$, Theorem 7.3 follows from Theorem 4.2 and the proof of Theorem 4.1 of [41]. The main point of Theorem 7.3 is that it is valid for any global coordinate system $\Phi$ of $N$, not just the exponential coordinate system of first type. This is important in applications as many times it is more natural or convenient to work in other global coordinate systems such as the matrix coordinate system for Heisenberg groups. In
theory, one could translate the global coordinate system into exponential coordinate system, apply Kunita's result in exponential coordinate system, and then translate the results back to the original global coordinate system. But this is not always easy to carry out and it needs to be performed on a case by case basis. Interested reader may try the following two exercises.

Exercise 7.5 Let $N$ be the continuous Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$ and $v$ be a Lévy measure on $\mathbb{H}_{3}(\mathbb{R})$ whose expression under the matrix coordinate $(x, y, z)$ is given by

$$
\bar{v}(d x, d y, d z)=\frac{\kappa_{1}}{|x|^{1+\alpha_{1}}} d x \otimes \delta_{0}(d y) \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{|y|^{1+\alpha_{2}}} \delta_{0}(d x) \otimes d y \otimes \delta_{0}(d z)
$$

for some positive constants $\alpha_{i} \in(0,2)$ and $\kappa_{i}>0, i=1,2$. What is the expression of $v$ in the exponential coordinates $\left(x^{1}, x^{2}, x^{3}\right)$ of the first type for $\mathbb{H}_{3}(\mathbb{R})$ ? The group isomorphism between the matrix coordinate system and the exponential coordinate system on $\mathbb{H}_{3}(\mathbb{R})$ is given in (3.10).

Exercise 7.6 Repeat Exercise 7.5 with the Lévy measure $v$ on $N$ being replaced in the matrix coordinate system by
$\bar{v}(d x, d y, d z)=\frac{\kappa_{1}}{\left(|x|^{2}+|y|^{2}\right)^{1+\beta_{1}}} d x \otimes d y \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{\left(|y|^{2}+|z|^{2}\right)^{1+\beta_{2}}} \delta_{0}(d x) \otimes d y \otimes d z$
for some positive constants $\beta_{i} \in(0,1)$ and $\kappa_{i}>0, i=1,2$.

### 7.3 Examples

To illustrate the main results of this work, in this section, we first revisit Example 1.5 of random walks on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$. Here, we will not use the limit results for operator stable processes from the literature; that is, we will not use Propositions 1.1 and 1.3. We will use instead Theorems 5.10 and 7.3 developed in this monograph. We will then present some more examples.
Exampe 1.5 (revisited) We use the matrix coordinate system $\Phi$ on the discrete Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$, through which it is identified with $\mathbb{Z}^{3}$. Denote by $e_{1}, e_{2}$ and $e_{3}$ the elements in $\mathbb{H}_{3}(\mathbb{Z})$ that has matrix coordinates $(1,0,0),(0,1,0)$ and $(0,0,1)$, respectively. Recall that $\mu_{\boldsymbol{\alpha}}$ is the probability measure on $H_{3}(\mathbb{Z})=\mathbb{Z}^{3}$ given by

$$
\mu_{\boldsymbol{\alpha}}(g)=\sum_{i=1}^{3} \sum_{n \in \mathbb{Z}} \frac{\kappa_{i}}{(1+|n|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{e_{i}^{n}\right\}}(g), \quad g \in \mathbb{H}_{3}(\mathbb{Z}),
$$

where $0<\alpha_{j}<2$ and $\kappa_{j}, 1 \leq j \leq 3$, are positive constants. The measure $\mu_{\boldsymbol{\alpha}}$ is in $\mathcal{S M}$ on $\mathbb{H}_{3}(\mathbb{Z})$ and the matrix coordinate system $\Phi$ is an exponential coordinate system of the second kind described in Section 9.5. The dilation structures $\left\{\delta_{t} ; t>0\right\}$
considered below in this example are straight approximate group dilations of (9.3) adapted to the measure $\mu_{\boldsymbol{\alpha}}$. So by Chapter 10 below, the conditions (R1)-(R2), (E1)(E2), (T•) and (TГ) are automatically satisfied for $\mu_{\boldsymbol{\alpha}}$ and these $\left\{\delta_{t} ; t>0\right\}$. For simplicity, we write $\mu$ for $\mu_{\alpha}$. Let $\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}\right) ; k \geq 1\right\}$ be a sequence of i.i.d random variables taking values in $\mathbb{H}_{3}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$. Write $S_{n}$ as $\left(X_{n}, Y_{n}, Z_{n}\right)$.
(i) If $1 / \alpha_{3}<1 / \alpha_{1}+1 / \alpha_{2}$, we consider straight dilation structure $\left\{\delta_{t}\right.$; $\left.t>0\right\}$ in matrix coordinates:

$$
\delta_{t}(x, y, z)=\left(t^{1 / \alpha_{1}} x, t^{1 / \alpha_{2}} y, t^{\left(1 / \alpha_{1}\right)+\left(1 / \alpha_{2}\right)} z\right) .
$$

In this case, $\left\{\delta_{t} ; t>0\right\}$ is a straight group dilation structure for the limit group $\left(G_{\bullet}, \bullet\right)$, and $\left(G_{\bullet}, \bullet\right)$ is the continuous Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$. It is easy to check that $t \delta_{1 / t}(\mu)$ converges vaguely on $\mathbb{R}^{3} \backslash\{0\}$ to $\bar{\mu}_{\bullet}(d x, d y, d z)$ as $t \rightarrow \infty$, where

$$
\bar{\mu}_{\bullet}(d x, d y, d z)=\frac{\kappa_{1}}{|x|^{1+\alpha_{1}}} d x \otimes \delta_{0}(d y) \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{|y|^{1+\alpha_{2}}} \delta_{0}(d x) \otimes d y \otimes \delta_{0}(d z)
$$

The measure $\bar{\mu}_{\bullet}$ defines a Lévy measure measure $\mu_{\bullet}$ on the continuous Heisenberg group $\left(G_{\bullet}, \bullet\right)$ through the matrix coordinate system; see Remark 5.1(i). In other words, $\bar{\mu}_{\bullet}$ is the pull-back measure of $\mu_{\bullet}$ under the matrix coordinate system. When there is no danger of confusions, we simply use the same notation $\mu_{\bullet}$ for $\bar{\mu}_{\text {. }}$. Thus by Theorem 5.10, for any $T>0$, the rescaled random walk on $\mathbb{H}_{3}(\mathbb{Z})$ in matrix coordinates

$$
\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{1}-1 / \alpha_{2}} Z_{[n t]}\right) ; t \in[0, T]\right\}
$$

converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ to a Lévy process $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$. We next identify the Lévy process $X^{\bullet}$ in the matrix coordinate system of $\left(G_{\bullet}, \bullet\right)$ by using Theorem 7.3.
By (3.9) and (3.10), in matrix coordinates $(x, y, z)$ for $\sigma \in \mathcal{G}_{\bullet}$,

$$
\begin{equation*}
\sigma_{\bullet}^{-1}=(-x,-y,-z+x y) \quad \text { and } \quad\|\sigma\|=\sqrt{x^{2}+y^{2}+\left(z+\frac{1}{2} x y\right)^{2}} \tag{7.20}
\end{equation*}
$$

So $\sigma+\sigma_{\bullet}^{-1}=(0,0, x y)$. On the support of $\mu_{\bullet}$, since $x y=0$, we have $\|\sigma\|=\|\sigma\|_{2}$ and $\sigma+\sigma_{\bullet}^{-1}=(0,0,0)$, that is, $\sigma_{\bullet}^{-1}=-\sigma$. Hence denoting the matrix coordinates for $\sigma \in G_{\bullet}$ by $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right) \in \mathbb{R}^{d}$, it follows from (7.8) that for every $1 \leq i \leq 3$,

$$
\bar{b}_{j}=\frac{1}{2} \int_{\left\{\sigma \in G_{\bullet}:\|\sigma\|_{2} \leq 1\right\}}\left(\sigma_{i}+\left(\sigma_{\bullet}^{-1}\right)_{i}\right) \mu_{\bullet}(d \sigma)=0 .
$$

Let $\bar{X}$ be a symmetric $\alpha_{1}$-stable process on $\mathbb{R}$ with Lévy measure $\kappa_{1}|z|^{-\left(1+\alpha_{1}\right)}$ and $\bar{Y}$ be a symmetric $\alpha_{2}$-stable process on $\mathbb{R}$ with Lévy measure $\kappa_{2}|z|^{-\left(1+\alpha_{2}\right)}$
independent of $X$. Then

$$
X^{\circ}=(\bar{X}, \bar{Y}, 0)
$$

is a driftless Lévy process on $\mathbb{R}^{3}$ with Lévy measure $\bar{\mu}_{\bullet}$ corresponding to (7.10). By Theorem 7.3, $X^{\bullet}$ is the weak limit on $\mathbb{D}\left([0, T] ; G_{\bullet}\right)=\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ of

$$
X_{t}^{\bullet, n}:=\Phi\left(X_{1 / n}^{\circ}\right) \bullet \Phi\left(X_{2 / n}^{\circ}-X_{1 / n}^{\circ}\right) . \bullet \cdots \bullet \Phi\left(X_{[n t] / n}^{\circ}-X_{([n t]-1) / n}^{\circ}\right) .
$$

Note that in matrix coordinate system on $G_{\bullet}$,

$$
X_{t}^{\bullet, n}=\left(\bar{X}_{[n t] / n}, \bar{Y}_{[n t] / n}, \sum_{k=1}^{[n t]} \bar{X}_{(k-1) / n}\left(\bar{Y}_{k / n}-\bar{Y}_{(k-1) / n}\right)\right), \quad t \geq 0
$$

which converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ equipped with $\mathcal{J}_{1}$ topology to $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \in[0, T]\right\}$; see, e.g., [44, Theorem 7.19]. This shows that $\left\{X_{t}^{\bullet} ; t \in[0, T]\right\}$ under the matrix coordinate system of $\left(G_{\bullet}, \bullet\right)$ has the same distribution as $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \in[0, T]\right\}$.
(ii) If $1 / \alpha_{3}=1 / \alpha_{1}+1 / \alpha_{2}$, we consider straight dilation structure $\left\{\delta_{t} ; t>0\right\}$ in matrix coordinates:

$$
\delta_{t}(x, y, z)=\left(t^{1 / \alpha_{1}} x, t^{1 / \alpha_{2}} y, t^{1 / \alpha_{3}} z\right)
$$

As mentioned in (i), $\left\{\delta_{t} ; t>0\right\}$ is a straight group dilation structure the limiting group structure $\left(G_{\bullet}, \bullet\right)$ is the continuous Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$. It is easy to check in this case that $t \delta_{1 / t}(\mu)$ converges vaguely on $\mathbb{R}^{3} \backslash\{0\}$ to $\bar{\mu}_{\bullet}(d x, d y, d z)$ as $t \rightarrow \infty$, where

$$
\begin{aligned}
& \mu_{\bullet}(d x, d y, d z) \\
& =\frac{\kappa_{1}}{|x|^{1+\alpha_{1}}} d x \otimes \delta_{0}(d y) \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{|y|^{1+\alpha_{2}}} \delta_{0}(d x) \otimes d y \otimes \delta_{0}(d z) \\
& \quad+\frac{\kappa_{3}}{|z|^{1+\alpha_{3}}} \delta_{0}(d x) \otimes \delta_{0}(d y) \otimes d z
\end{aligned}
$$

The above measure $\bar{\mu}_{\bullet}$ is the expression of a symmetric Lévy measure $\mu_{\bullet}$ under the matrix coordinate system on continuous Heisenberg group $\left(G_{\bullet}, \bullet\right)$. By Theorem 5.10 , for any $T>0$, the rescaled random walk on $\mathbb{H}_{3}(\mathbb{Z})$ in matrix coordinates

$$
\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{3}} Z_{[n t]}\right) ; t \in[0, T]\right\}
$$

converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ to a symmetric Lévy process $X^{\bullet}$ on $G_{\bullet}$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$.
To identify the Lévy process $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ in matrix coordinates $(x, y, z)$ of $\sigma \in G_{\bullet}$, note that by (7.20), since $x y=0$ on the support of $\mu_{\bullet},\|\sigma\|=\|\sigma\|_{2}$ and $\sigma_{\bullet}^{-1}=-\sigma$. Thus we have by (7.8) that

$$
\bar{b}_{j}=\frac{1}{2} \int_{\left\{\sigma \in G_{\bullet}:\|\sigma\|_{2} \leq 1\right\}}\left(\sigma_{i}+\left(\sigma_{\bullet}^{-1}\right)_{i}\right) \mu_{\bullet}(d \sigma)=0 \quad \text { for every } 1 \leq i \leq 3
$$

Let $\bar{X}, \bar{Y}$ and $\bar{Z}$ be independent one-dimensional symmetric $\alpha_{1^{-}}, \alpha_{2}$ - and $\alpha_{3}$-stable processes with Lévy measure $\kappa_{i}|z|^{-\left(1+\alpha_{i}\right)}, 1 \leq i \leq 3$. Then

$$
X^{\circ}=(\bar{X}, \bar{Y}, \bar{Z})
$$

is a driftless Lévy process on $\mathbb{R}^{3}$ with Lévy measure $\mu_{\bullet}$ corresponding to (7.10). By Theorem 7.3, $X^{\bullet}$ is the weak limit on $\mathbb{D}\left([0, T] ; G_{\bullet}\right)=\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ of

$$
X_{t}^{\bullet, n}:=\Phi\left(X_{1 / n}^{\circ}\right) \bullet \Phi\left(X_{2 / n}^{\circ}-X_{1 / n}^{\circ}\right) . \bullet \bullet \Phi\left(X_{[n t] / n}^{\circ}-X_{([n t]-1) / n}^{\circ}\right) .
$$

In this case, in matrix coordinates,

$$
X_{t}^{\bullet, n}=\left(\bar{X}_{[n t] / n}, \bar{Y}_{[n t] / n}, \bar{Z}_{[n t] / n}+\sum_{k=1}^{[n t]} \bar{X}_{(k-1) / n}\left(\bar{Y}_{k / n}-\bar{Y}_{(k-1) / n}\right)\right),
$$

which converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ equipped with $\mathcal{J}_{1}$ topology to $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}+\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \in[0, T]\right\}$. This shows that $\left\{X_{t}^{\bullet} ; t \in[0, T]\right\}$ in the matrix coordinate system of $\left(G_{\bullet}, \bullet\right)$ has the same distribution as $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}+\right.\right.$ $\left.\left.\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \in[0, T]\right\}$.
(iii) If $1 / \alpha_{3}>1 / \alpha_{1}+1 / \alpha_{2}$, we consider straight dilation structure $\left\{\delta_{t} ; t>0\right\}$ in matrix coordinates:

$$
\delta_{t}(x, y, z)=\left(t^{1 / \alpha_{1}} x, t^{1 / \alpha_{2}} y, t^{1 / \alpha_{3}} z\right)
$$

In this case, we see from Example 3.15 that the limit group structure $\left(G_{\mathbf{\bullet}}, \bullet\right)$ is just the additive $\mathbb{R}^{3}$. It is easy to check that $t \delta_{1 / t}(\mu)$ converges vaguely on $\mathbb{R}^{3} \backslash\{0\}$ to $\mu_{\bullet}(d x, d y, d z)$ as $t \rightarrow \infty$, where

$$
\begin{aligned}
& \bar{\mu}_{\bullet}(d x, d y, d z) \\
& =\frac{\kappa_{1}}{|x|^{1+\alpha_{1}}} d x \otimes \delta_{0}(d y) \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{|y|^{1+\alpha_{2}}} \delta_{0}(d x) d \otimes d y \otimes \delta_{0}(d z) \\
& \quad+\frac{\kappa_{3}}{|z|^{1+\alpha_{3}}} \delta_{0}(d x) \otimes \delta_{0}(d y) \otimes d z
\end{aligned}
$$

Note that the matrix coordinate system on $\mathbb{R}^{3}$ is the identity map so the induced Lévy measure $\mu_{\bullet}$ on the abelian group $\left(G_{\bullet}, \bullet\right)$ is just $\bar{\mu}_{\bullet}$ itself. By Theorem 5.10, for any $T>0$, the rescaled random walk on $\mathbb{H}_{3}(\mathbb{Z})$ in matrix coordinates

$$
\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{3}} Z_{[n t]}\right) ; t \in[0, T]\right\}
$$

converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ to a symmetric Lévy process $X^{\bullet}$ on $G_{\bullet}$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$. Since $\left(G_{\bullet}, \bullet\right)$ is $\left(\mathbb{R}^{3},+\right)$, we conclude
directly that $X^{\bullet}$ has the same distribution as $X^{\circ}=(\bar{X}, \bar{Y}, \bar{Z})$, where $\bar{X}, \bar{Y}$ and $\bar{Z}$ are independent one-dimensional symmetric $\alpha_{1^{-}}, \alpha_{2^{-}}$and $\alpha_{3}$-stable processes with Lévy measure $\kappa_{i}|z|^{-\left(1+\alpha_{i}\right)}, 1 \leq i \leq 3$.

We next present a few more examples.
Example 7.7 Let $\mu=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$ be the probability measure on $\mathbb{H}_{3}(\mathbb{Z})=\mathbb{Z}^{3}$ with

$$
\mu_{1}(x, y, z)=\frac{c_{1}}{(1+|x|+|z|)^{2+\alpha_{1}}} \quad \text { and } \quad \mu_{2}(x, y, z)=\frac{c_{2}}{(1+|y|+|z|)^{2+\alpha_{2}}}
$$

where $0<\alpha_{1}, \alpha_{2}<2$ and $c_{j}>0, j=1,2$, are positive constants. The measure $\mu$ is again in $\mathcal{S M}$ on $\mathbb{H}_{3}(\mathbb{Z})$. Let $\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}\right) ; k \geq 1\right\}$ be a sequence of i.i.d random variables taking values in $\mathbb{H}_{3}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$. Write $S_{n}$ as $\left(X_{n}, Y_{n}, Z_{n}\right)$.
We consider straight dilation structure $\left\{\delta_{t} ; t>0\right\}$ in matrix coordinates:

$$
\delta_{t}(x, y, z)=\left(t^{1 / \alpha_{1}} x, t^{1 / \alpha_{2}} y, t^{1 / \alpha_{1}+1 / \alpha_{2}} z\right)
$$

This dilation structure $\left\{\delta_{t} ; t>0\right\}$ is a straight group dilation of (9.3) adapted to the measure $\mu$ so the limiting group $\left(G_{\bullet}, \bullet\right)$ is the continuous Heisenberg group $H_{3}(\mathbb{R})$. Since the matrix coordinate system $\Phi$ is an exponential coordinate system of the second kind described in Section 9.5, by Chapter 10 below, the conditions (R1)(R2), (E1)-(E2), (T•) and (TГ) are automatically satisfied for $\mu$ and $\left\{\delta_{t} ; t>0\right\}$. It is easy to check (cf. Example 4.5) that $t \delta_{1 / t}(\mu)$ converges vaguely on $\mathbb{R}^{3} \backslash\{0\}$ to $\bar{\mu}_{\bullet}(d x, d y, d z)$ as $t \rightarrow \infty$, where

$$
\bar{\mu}_{\bullet}(d x, d y, d z)=\frac{\kappa_{1}}{|x|^{1+\alpha_{1}}} d x \otimes \delta_{0}(d y) \otimes \delta_{0}(d z)+\frac{\kappa_{2}}{|y|^{1+\alpha_{2}}} \delta_{0}(d x) \otimes d y \otimes \delta_{0}(d z)
$$

Here $\kappa_{i}=c_{i} \int_{\mathbb{R}}(1+|u|)^{-\left(2+\alpha_{i}\right)} d u$ for $i=1,2$. The measure $\bar{\mu}_{\bullet}$ induces a Lévy measure $\mu_{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ via the matrix coordinate system $\Phi$. In part (i) of Example 1.5 (revisited), we have already identified the symmetric Lévy process $X^{\bullet}$ on the continuous Heisenberg group $\left(G_{\bullet}, \bullet\right)$. Thus it follows from Theorem 5.10 that, for any $T>0$, the rescaled random walk on $\mathbb{H}_{3}(\mathbb{Z})$ in matrix coordinates

$$
\left\{\left(n^{-1 / \alpha_{1}} X_{[n t]}, n^{-1 / \alpha_{2}} Y_{[n t]}, n^{-1 / \alpha_{1}-1 / \alpha_{2}} Z_{[n t]}\right) ; t \in[0, T]\right\}
$$

converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ to $\left\{\left(\bar{X}_{t}, \bar{Y}_{t}, \int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) ; t \in\right.$ $[0, T]\}$ on the continuous Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$ in matrix coordinates, where $\bar{X}$ and $\bar{Y}$ are independent one-dimensional symmetric $\alpha_{1}$ - and $\alpha_{2}$-stable processes, respectively.

Example 7.8 Let $\mu$ be the probability measure on $\mathbb{H}_{3}(\mathbb{Z})=\mathbb{Z}^{3}$ with

$$
\mu(x, y, z)=\frac{c}{\left(1+\sqrt{x^{2}+y^{2}+|z-x y|}\right)^{4+\alpha}}
$$

where $0<\alpha<2$ and $c>0$ are positive constants.
The measure $\mu$ is again in $\mathcal{S M}$ on $\mathbb{H}_{3}(\mathbb{Z})$. Let $\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}\right) ; k \geq 1\right\}$ be a sequence of i.i.d random variables taking values in $\mathbb{H}_{3}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$. Write $S_{n}$ as $\left(X_{n}, Y_{n}, Z_{n}\right)$.
Consider the dilation

$$
\delta_{t}((x, y, z))=\left(t^{1 / \alpha} x, t^{1 / \alpha} y, t^{2 / \alpha} z\right)
$$

This dilation structure $\left\{\delta_{t} ; t>0\right\}$ is a straight group dilation of (9.3) adapted to the measure $\mu$ so the limiting group structure $\left(G_{\bullet}, \bullet\right)$ is the continuous Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$. By Chapter 10 below, the conditions (R1)-(R2), (E1)-(E2), (T•) and (TГ) are automatically satisfied for $\mu$ and $\left\{\delta_{t}, t>0\right\}$. It is easy to check in this case that $t \delta_{1 / t}(\mu)$ converges vaguely on $\mathbb{R}^{3} \backslash\{0\}$ to $\bar{\mu}_{\bullet}(d x, d y, d z)$ as $t \rightarrow \infty$, where

$$
\bar{\mu}_{\bullet}(d x)=\frac{c}{\left(\sqrt{x^{2}+y^{2}+|z-x y|}\right)^{4+\alpha}} d x d y d z
$$

The measure $\bar{\mu}_{\bullet}$, though itself is not symmetric on $\mathbb{R}^{3}$, induces a symmetric Lévy measure $\mu_{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ via the matrix coordinate system $\Phi$. Thus by Theorem 5.10, for any $T>0$, the rescaled random walk on $\mathbb{H}_{3}(\mathbb{Z})$ in matrix coordinates

$$
\left\{\left(n^{-1 / \alpha} X_{[n t]}, n^{-1 / \alpha} Y_{[n t]}, n^{-2 / \alpha} Z_{[n t]}\right) ; t \in[0, T]\right\}
$$

converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{3}\right)$ to a purely discontinuous symmetric Lévy process $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$. We next identify the Lévy process $X^{\bullet}$ in the matrix coordinate system of $\left(G_{\bullet}, \bullet\right)$ by using Theorem 7.3.

Recall that for $\sigma=(x, y, z) \in \mathbb{H}_{3}(\mathbb{R})$,

$$
\sigma_{\bullet}^{-1}=(-x,-y,-z+x y) \quad \text { and } \quad \sigma+\sigma_{\bullet}^{-1}=(0,0, x y) .
$$

Since $\|\sigma\|_{2},\left\|\sigma_{\bullet}^{-1}\right\|_{2}$ and $\bar{\mu}_{\bullet}$ are invariant under the transformations $(x, y, z) \mapsto$ $(-x, y,-z)$ and $(x, y, z) \mapsto(x,-y,-z)$, we have by (7.8) that $\bar{b}_{j}=0$ for every $1 \leq j \leq 3$. Let $X^{\circ}=(\bar{X}, \bar{Y}, \bar{Z})$ be the Lévy process on $\mathbb{R}^{3}$ with Lévy triplet $\left(0,0, \bar{\mu}_{\bullet}\right)$. Note that the Lévy process $X^{\circ}$ is not symmetric on $\mathbb{R}^{3}$ as its Lévy measure $\bar{\mu}_{\bullet}$ is not symmetric on $\mathbb{R}^{3}$. We conclude from Theorem 7.3 with the same calculation as that in part (ii) of Example 1.5(revisited) that, in matrix coordinate $\Phi$,

$$
X_{t}^{\bullet}=\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}+\int_{0}^{t} \bar{X}_{s-} d \bar{Y}_{s}\right) \quad \text { for } t \geq 0
$$

Example 7.9 Consider the group $\mathbb{U}_{4}(\mathbb{Z})$ of 4 by 4 upper-triangular matrices with diagonal entries equal to 1 given in Example 3.16. That is,

$$
\Gamma=\mathbb{U}_{4}(\mathbb{Z})=\left\{\left(\begin{array}{cccc}
1 & x_{1} & x_{4} & x_{6} \\
0 & 1 & x_{2} & x_{5} \\
0 & 0 & 1 & x_{3} \\
0 & 0 & 0 & 1
\end{array}\right): x_{i} \in \mathbb{Z}\right\}
$$

In matrix coordinates, $\mathbb{U}_{4}(\mathbb{R})$ is $\mathbb{R}^{6}$ with multiplication $\left(x_{i}\right)_{1}^{6}\left(y_{i}\right)_{1}^{6}=\left(z_{i}\right)_{1}^{6}$ given by

$$
z_{i}= \begin{cases}x_{i}+y_{i} & \text { for } i=1,2,3 \\ x_{4}+y_{4}+x_{1} y_{2} & \text { for } i=4 \\ x_{5}+y_{5}+x_{2} y_{3} & \text { for } i=5 \\ x_{6}+y_{6}+x_{1} y_{5}+x_{4} y_{3} & \text { for } i=6\end{cases}
$$

This matrix coordinate system $\Phi$ is an exponential coordinate system of the second kind described in Section 9.5; see Example 3.3.

We consider two cases.
(i) Let $\mu=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$ be the probability measure on $\mathbb{U}_{4}(\mathbb{Z})=\mathbb{Z}^{6}$ with

$$
\begin{equation*}
\mu_{1}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{1}}{\left(1+\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{4}-x_{1} x_{2}\right|}\right)^{4+\alpha_{1}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{3}, x_{5}, x_{6}\right) \tag{7.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{2}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{2}}{\left(1+\sqrt{x_{3}^{2}+x_{5}^{2}+x_{6}^{2}}\right)^{3+\alpha_{2}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{1}, x_{2}, x_{4}\right) \tag{7.22}
\end{equation*}
$$

where $0<\alpha_{1}, \alpha_{2}<2$ and $c_{1}, c_{2}$ are appropriate positive normalizing constants.
The measure $\mu$ is in $\mathcal{S M}$ on $\mathbb{U}_{4}(\mathbb{Z})$. Let $\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}, \xi_{k}^{(4)}, \xi_{k}^{(5)}, \xi_{k}^{(6)}\right) ; k \geq 1\right\}$ be a sequence of i.i.d random variables taking values in $\mathbb{U}_{4}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on $\mathbb{U}_{4}(\mathbb{Z})$. Write $S_{n}$ as

$$
\left(X_{n}^{(1)}, X_{n}^{(2)}, X_{n}^{(3)}, X_{n}^{(4)}, X_{n}^{(5)}, X_{n}^{(6)}\right)
$$

Consider the dilation

$$
\delta_{t}\left(\left(x_{i}\right)_{1}^{6}\right)=\left(t^{1 / \alpha_{1}} x_{1}, t^{1 / \alpha_{1}} x_{2}, t^{1 / \alpha_{2}} x_{3}, t^{2 / \alpha_{1}} x_{4}, t^{1 / \alpha_{1}+1 / \alpha_{2}} x_{5}, t^{2 / \alpha_{1}+1 / \alpha_{2}} x_{6}\right)
$$

As noted in Example 3.16, this is a group dilation structure so the limit group $\left(G_{\bullet}, \bullet\right)$ is $\mathbb{U}_{4}(\mathbb{R})$. It is in fact the straight group dilation of (9.3) adapted to the measure $\mu$ Thus by Chapter 10 below, the conditions (R1)-(R2), (E1)-(E2), (T•) and (TГ) are automatically satisfied for $\mu$ and $\left\{\delta_{t}, t>0\right\}$.

The measure $\mu_{t}=t \delta_{t}(\mu)$ has vague limit $\bar{\mu}_{\bullet}$ as $t \rightarrow \infty$ given by

$$
\begin{aligned}
\bar{\mu}_{\bullet}(d x)= & \frac{c_{1}}{2\left(x_{1}^{2}+x_{2}^{2}+\left|x_{4}-x_{1} x_{2}\right|\right)^{\left(4+\alpha_{1}\right) / 2}} d x_{1} d x_{2} d x_{4} \otimes \delta_{(0,0,0)}\left(d x_{3}, d x_{5}, d x_{6}\right) \\
& +\frac{c_{2}^{\prime}}{2\left|x_{3}\right|^{1+\alpha_{2}}} d x_{3} \otimes \delta_{(0,0,0,0,0)}\left(d x_{1}, d x_{2}, d x_{4}, d x_{5}, d x_{6}\right)
\end{aligned}
$$

Note that though the measure $\bar{\mu}_{\bullet}$ is not symmetric on $\mathbb{R}^{6}$, it induces a symmetric Lévy measure $\mu_{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ through the matrix coordinate system $\Phi$.

By a similar reasoning as in the previous example, one can check that the drift $\bar{b}$ defined by (7.8) is the zero vector in $\mathbb{R}^{6}$. Let

$$
X^{\circ}=\left(\bar{X}^{(1)}, \bar{X}^{(2)}, \bar{X}^{(3)}, \bar{X}^{(4)}, 0,0\right)
$$

be the Lévy process on $\mathbb{R}^{6}$ with Lévy triplet $\left(0,0, \bar{\mu}_{\bullet}\right)$. Note that $\left(\bar{X}^{(1)}, \bar{X}^{(2)}, \bar{X}^{(4)}\right)$ is a Lévy process on $\mathbb{R}^{3}$ with Lévy triplet $\left(0,0, \frac{c_{1}}{2\left(x_{1}^{2}+x_{2}^{2}+\left|x_{4}-x_{1} x_{2}\right|\right)^{\left(4+\alpha_{1}\right) / 2}} d x_{1} d x_{2} d x_{4}\right)$ and $\bar{X}^{(3)}$ is a one-dimensional symmetric $\alpha_{2}$-stable process with Lévy measure $\frac{c_{2}^{\prime}}{2\left|x_{3}\right|^{1+\alpha_{2}}} d x_{3}$ independent of $\left(\bar{X}^{(1)}, \bar{X}^{(2)}, \bar{X}^{(4)}\right)$. Thus we have by Theorem 5.10, for any $T>0$, the rescaled random walk $\left\{\delta_{1 / n}\left(S_{[n t]}\right) ; t \in[0, T]\right)$ on $\mathbb{U}_{4}(\mathbb{Z})$ converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{6}\right)$ to a purely discontinuous symmetric Lévy process $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$.

We next identify the Lévy process $X^{\bullet}$ in the matrix coordinate system of $\left(G_{\bullet}, \bullet\right)$ by using Theorem 7.3, through the fact that $X^{\bullet}$ is the weak limit of

$$
X_{t}^{\bullet, n}:=\Phi\left(X_{1 / n}^{\circ}\right) \bullet \Phi\left(X_{2 / n}^{\circ}-X_{1 / n}^{\circ}\right) \cdot \cdots \bullet \Phi\left(X_{[n t] / n}^{\circ}-X_{([n t]-1) / n}^{\circ}\right) .
$$

When $\alpha_{1} \leq \alpha_{2},\left(G_{\bullet}, \bullet\right)$ is $\mathbb{U}_{4}(\mathbb{R})$. By a similar reasoning as in previous examples, we conclude from Theorem 7.3 that in matrix coordinates, the symmetric Lévy process $X_{t}^{\bullet}$ on $\mathbb{U}_{4}(\mathbb{R})$ has the following six coordinates:

$$
\bar{X}_{t}^{(1)}, \bar{X}_{t}^{(2)}, \bar{X}_{t}^{(3)}, \bar{X}^{(4)}+\int_{0}^{t} \bar{X}_{s-}^{(1)} d \bar{X}_{s}^{(2)}, \int_{0}^{t} \bar{X}_{s-}^{(2)} d \bar{X}_{s}^{(3)}
$$

and

$$
\int_{0}^{t} \bar{X}_{s_{-}}^{(1)} \bar{X}_{s_{-}}^{(2)} d \bar{X}_{s}^{(3)}+\int_{0}^{t}\left(\bar{X}_{r_{-}}^{(4)}+\int_{[0, r)} \bar{X}_{s-}^{(1)} d \bar{X}_{s}^{(2)}\right) d \bar{X}_{r}^{(3)}
$$

Note that Lévy processes are semimartingales so the above stochastic integrals are all well defined.
(ii) Now let $\mu=\frac{1}{3}\left(\mu_{1}+\mu_{2}+\mu_{3}\right)$ be the probability measure on $\mathbb{U}_{4}(\mathbb{Z})=\mathbb{Z}^{6}$ with $\mu_{1}$ and $\mu_{2}$ given by (7.21) and (7.22) with $\alpha_{1}=\alpha_{2} \in(0,2)$, and

$$
\mu_{3}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{3}}{\left(1+\sqrt{x_{4}^{2}+x_{5}^{2}+x_{6}^{2}}\right)^{3+\alpha_{3}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{1}, x_{2}, x_{3}\right)
$$

for some $\alpha_{3} \in\left(0, \alpha_{1} / 2\right)$. This measure $\mu$ is in $\mathcal{S M}$ on $\mathbb{U}_{4}(\mathbb{Z})$. Let

$$
\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}, \xi_{k}^{(4)}, \xi_{k}^{(5)}, \xi_{k}^{(6)}\right) ; k \geq 1\right\}
$$

be a sequence of i.i.d random variables taking values in $\mathbb{U}_{4}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on $\mathbb{U}_{4}(\mathbb{Z})$.
Consider the dilation

$$
\delta_{t}\left(\left(x_{i}\right)_{1}^{6}\right)=\left(t^{1 / \alpha_{1}} x_{1}, t^{1 / \alpha_{1}} x_{2}, t^{1 / \alpha_{1}} x_{3}, t^{1 / \alpha_{3}} x_{4}, t^{1 / \alpha_{3}} x_{5}, t^{1 / \alpha_{1}+1 / \alpha_{3}} x_{6}\right)
$$

which is a straight group approximate dilation of (9.3) adapted to the measure $\mu$. As noted in Example 3.16 (the fourth bullet case), this is an approximate group dilation structure for $\mathbb{U}_{4}(\mathbb{Z})$ and the group law $\bullet$ of the limit group $\left(G_{\bullet}, \bullet\right)$ is the direct product of the 5 dimensional Heisenberg group $\mathbb{H}_{5}(\mathbb{R})$ and a copy of $\mathbb{R}$, that is,

$$
\begin{aligned}
& \left(x_{i}\right)_{1}^{6} \bullet\left(y_{i}\right)_{1}^{6} \\
& =\left(x_{1}+y_{1}, x_{2}+y_{2}, x_{3}+y_{3}, x_{4}+y_{4}, x_{5}+y_{5}, x_{6}+y_{6}+x_{1} y_{5}+x_{4} y_{3}\right)
\end{aligned}
$$

Clearly, $\left(G_{\bullet}, \bullet\right)$ is different from from $\mathbb{U}_{4}(\mathbb{R})$. Since the measure $\mu$ is in $\mathcal{S M}$ on $\mathbb{U}_{4}(\mathbb{Z})$, the conditions (R1)-(R2), (E1)-(E2), (T•) and (TГ) are automatically satisfied for $\mu$ and $\left\{\delta_{t}, t>0\right\}$ by Chapter 10 below.

The measure $\mu_{t}=t \delta_{t}(\mu)$ has vague limit $\bar{\mu}_{\bullet}$ as $t \rightarrow \infty$ given by

$$
\begin{aligned}
\bar{\mu}_{\bullet}(d x)= & \frac{\kappa_{1}}{\left(x_{1}^{2}+x_{2}^{2}\right)^{\left(2+\alpha_{1}\right) / 2}} d x_{1} d x_{2} \otimes \delta_{(0,0,0,0)}\left(d x_{3}, d x_{4}, d x_{5}, d x_{6}\right) \\
& +\frac{\kappa_{2}}{\left|x_{3}\right|^{1+\alpha_{1}}} d x_{3} \otimes \delta_{(0,0,0,0,0)}\left(d x_{1}, d x_{2}, d x_{4}, d x_{5}, d x_{6}\right) \\
& +\frac{\kappa_{3}}{\left(x_{4}^{2}+x_{5}^{2}\right)^{\left(2+\alpha_{3}\right) / 2}} d x_{4} d x_{5} \otimes \delta_{(0,0,0,0)}\left(d x_{1}, d x_{2}, d x_{3}, d x_{6}\right)
\end{aligned}
$$

It induces a symmetric Lévy measure $\mu_{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ through the matrix coordinate system $\Phi$. It is easy to see that the drift $\bar{b}$ defined by (7.8) is the zero vector in $\mathbb{R}^{6}$ and the Lévy process $X^{\circ}$ on $\mathbb{R}^{d}$ with Lévy triplet $\left(0,0, \bar{\mu}_{\bullet}\right)$ is

$$
X_{t}^{\circ}=\left(\bar{X}_{t}^{(1)}, \bar{X}_{t}^{(2)}, \bar{X}_{t}^{(3)}, \bar{X}_{t}^{(4)}, \bar{X}_{t}^{(5)}, 0\right)
$$

where $\left(\bar{X}^{(1)}, \bar{X}^{(2)}\right)$ is a two-dimensional isotropic $\alpha_{1}$-stable process, $\bar{X}^{(3)}$ is an independent one-dimensional $\alpha_{1}$-stable process, and $\left(\bar{X}^{(4)}, \bar{X}^{(5)}\right)$ is a two-dimensional isotropic $\alpha_{3}$-stable process that is independent of $\left(\bar{X}^{(1)}, X^{(2)}, X^{(3)}\right)$. In a similar way as in previous examples, we can conclude from Theorems 5.10 and 7.3 that for any $T>0$, the rescaled random walk $\left\{\delta_{1 / n}\left(S_{[n t]}\right) ; t \in[0, T]\right\}$ on $\mathbb{U}_{4}(\mathbb{Z})$ converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{6}\right)$ to a purely discontinuous symmetric Lévy pro-
cess $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$, which in the matrix coordinate system is given by

$$
\left(\bar{X}_{t}^{(1)}, \bar{X}_{t}^{(2)}, \bar{X}_{t}^{(3)}, \bar{X}_{t}^{(4)}, \bar{X}_{t}^{(5)}, \int_{0}^{t} \bar{X}_{s_{-}}^{(1)} d \bar{X}_{s}^{(5)}+\int_{0}^{t} \bar{X}_{s-}^{(4)} d \bar{X}_{s}^{(3)}\right)
$$

Example 7.10 In Example 7.9, now consider the probability measure $\mu=\frac{1}{3}\left(\mu_{1}+\right.$ $\left.\mu_{2}+\mu_{3}\right)$ on $\mathbb{U}_{4}(\mathbb{Z})=\mathbb{Z}^{6}$, where

$$
\begin{gathered}
\mu_{1}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{1}}{\left(1+\sqrt{x_{1}^{2}+x_{4}^{2}+x_{6}^{2} \mid}\right)^{3+\alpha_{1}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{2}, x_{3}, x_{5}\right), \\
\mu_{2}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{2}}{\left(1+\left|x_{2}\right|\right)^{1+\alpha_{2}}} \otimes \mathbb{1}_{(0,0,0,0,0)}\left(x_{1}, x_{3}, x_{4}, x_{5}, x_{6}\right),
\end{gathered}
$$

and

$$
\mu_{3}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{3}}{\left(1+\sqrt{x_{3}^{2}+x_{5}^{2}+x_{6}^{2}}\right)^{3+\alpha_{3}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{1}, x_{2}, x_{4}\right)
$$

where $0<\alpha_{1}, \alpha_{2}, \alpha_{3}<2$ and $c_{1}, c_{2}, c_{3}$ are appropriate positive normalizing constants.
The measure $\mu$ is in $\mathcal{S M}$ on $\mathbb{U}_{4}(\mathbb{Z})$. Let

$$
\left\{\xi_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \xi_{k}^{(3)}, \xi_{k}^{(4)}, \xi_{k}^{(5)}, \xi_{k}^{(6)}\right) ; k \geq 1\right\}
$$

be a sequence of i.i.d random variables taking values in $\mathbb{U}_{4}(\mathbb{Z})$ of distribution $\mu$. Then

$$
S_{n}=S_{0} \cdot \xi_{1} \cdot \ldots \cdot \xi_{n}, \quad n=0,1,2, \ldots
$$

defines a random walk on $\mathbb{U}_{4}(\mathbb{Z})$.
Consider the dilation

$$
\delta_{t}\left(\left(x_{i}\right)_{1}^{6}\right)=\left(t^{1 / \alpha_{1}} x_{1}, t^{1 / \alpha_{2}} x_{2}, t^{1 / \alpha_{3}} x_{3}, t^{1 / \alpha_{1}+1 / \alpha_{2}} x_{4}, t^{1 / \alpha_{2}+1 / \alpha_{3}} x_{5}, t^{1 / \alpha_{1}+1 / \alpha_{2}+1 / \alpha_{3}} x_{6}\right)
$$

As noted in Example 3.16, this is a group dilation structure so the limiting group $G$ • is $\mathbb{U}_{4}(\mathbb{R})$. It is in fact a straight group dilation of (9.3) adapted to the measure $\mu$.

Since measure $\mu$ is in $\mathcal{S M}$ on $\mathbb{U}_{4}(\mathbb{Z})$, the conditions (R1)-(R2), (E1)-(E2), (T•) and $(\mathbf{T} \Gamma)$ are again automatically satisfied for $\mu$ and $\left\{\delta_{t}, t>0\right\}$ by Chapter 10 below. The measure $\mu_{t}=t \delta_{t}(\mu)$ has vague limit $\bar{\mu}_{\bullet}$ as $t \rightarrow \infty$ given by

$$
\begin{align*}
\bar{\mu}_{\bullet}(d x)= & \frac{\kappa_{1}}{\left|x_{1}\right|^{1+\alpha_{1}}} d x_{1} \otimes \delta_{(0,0,0,0,0)}\left(d x_{2}, d x_{3}, d x_{4}, x_{5}, d x_{6}\right) \\
& +\frac{\kappa_{2}}{\left|x_{2}\right|^{1+\alpha_{2}}} d x_{2} \otimes \delta_{(0,0,0,0,0)}\left(d x_{1}, d x_{3}, d x_{4}, d x_{5}, d x_{6}\right)  \tag{7.23}\\
& +\frac{\kappa_{3}}{\left|x_{3}\right|^{1+\alpha_{3}}} d x_{3} \otimes \delta_{(0,0,0,0,0)}\left(d x_{1}, d x_{2}, d x_{4}, d x_{5}, d x_{6}\right)
\end{align*}
$$

It induces a symmetric Lévy measure $\mu_{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ through the matrix coordinate system $\Phi$. It is easy to see that the drift $\bar{b}$ defined by (7.8) is the zero vector in $\mathbb{R}^{6}$ and the Lévy process $X^{\circ}$ on $\mathbb{R}^{d}$ with Lévy triplet $\left(0,0, \bar{\mu}_{\bullet}\right)$ is

$$
X_{t}^{\circ}=\left(\bar{X}_{t}^{(1)}, \bar{X}_{t}^{(2)}, \bar{X}_{t}^{(3)}, 0,0,0\right)
$$

where $\bar{X}^{(i)}$ are one-dimensional symmetric $\alpha_{i}$-stable processes with Lévy measure $\kappa_{i}|z|^{-1-\alpha_{i}} d z$ for $1 \leq i \leq 3$, independent to each other. In a similar way as in previous examples, we can conclude from Theorems 5.10 and 7.3 that for any $T>0$, the rescaled random walk $\left\{\delta_{1 / n}\left(S_{[n t]}\right) ; t \in[0, T]\right\}$ on $\mathbb{U}_{4}(\mathbb{Z})$ converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{6}\right)$ to a purely discontinuous symmetric Lévy process $X^{\bullet}$ on $\left(G_{\bullet}, \bullet\right)$ with Lévy measure $\mu_{\bullet}$ as $n \rightarrow \infty$, which in the matrix coordinate system is given by

$$
\bar{X}_{t}^{(1)}, \bar{X}_{t}^{(2)}, \bar{X}_{t}^{(3)}, \int_{0}^{t} \bar{X}_{s-}^{(1)} d \bar{X}_{s}^{(2)}, \int_{0}^{t} \bar{X}_{s-}^{(2)} d \bar{X}_{s}^{(3)}
$$

and

$$
\int_{0}^{t} \bar{X}_{s-}^{(1)} \bar{X}_{s-}^{(2)} d \bar{X}_{s}^{(3)}+\int_{0}^{t}\left(\int_{[0, r)} \bar{X}_{s-}^{(1)} d \bar{X}_{s}^{(2)}\right) d \bar{X}_{r}^{(3)}
$$

In the above, if we replace $\mu_{2}$ by

$$
\mu_{2}^{\prime}\left(\left(x_{i}\right)_{1}^{6}\right)=\frac{c_{2}}{\left(1+\sqrt{x_{2}^{2}+x_{3}^{2}+x_{5}^{2}}\right)^{3+\alpha_{2}}} \otimes \mathbb{1}_{(0,0,0)}\left(x_{1}, x_{4}, x_{6}\right)
$$

the measure $\mu$ is again an $\mathcal{S} \mathcal{M}$ measure on $\mathbb{U}_{4}(\mathbb{Z})$ and $\mu_{t}=t \delta_{t}(\mu)$ converges vaguely to the same $\bar{\mu}_{\bullet}$ of (7.23) as $t \rightarrow \infty$. Thus for any $T>0$, the rescaled random walk $\left\{\delta_{1 / n}\left(S_{[n t]}\right) ; t \in[0, T]\right)$ on $\mathbb{U}_{4}(\mathbb{Z})$ converges weakly in the Skorohod space $\mathbb{D}\left([0, T] ; \mathbb{R}^{6}\right)$ to the same purely discontinuous symmetric Lévy process on $\mathbb{U}_{4}(\mathbb{R})$.

Remark 7.11 Since condition (R2) is satisfied, the local limit theorem, Theorem 6.2 , holds as well for all the examples in this section.

## Chapter 8 <br> Measures in $\mathcal{S} \mathcal{M}(\Gamma)$ and their geometries


#### Abstract

For any torsion free finitely generated nilpotent group $\Gamma$, this short but essential chapter introduces the set $\mathcal{S M}(\Gamma)$, a set of stable-like probability measures on $\Gamma$. For each measure $\mu$ in $\mathcal{S M}(\Gamma)$, a particular "geometry" associated to $\mu$ is defined. This geometry will later be the key needed to understand how to define norms and appropriate approximate dilations adapted to the measure $\mu$ in order to apply the limit theorems of Chapters 5 and 6.


### 8.1 Probability measures in $\mathcal{S M}$ and $\mathcal{S} \mathcal{M}_{1}$

Consider a subgroup $H \subset \Gamma$. Because $\Gamma$ is nilpotent, $H$ is automatically finitely generated and we equip $H$ with a finite symmetric generating set $S$ and the associated word-length $|\cdot|_{S}$. Let $\alpha \in(0,2)$. Let $\mathcal{S} \mathcal{M}_{H}^{\alpha}(\Gamma)$ be the set of all symmetric probability measures $v$ on $\Gamma$ which are supported on $H$ and satisfy

$$
v(g) \asymp \frac{1}{\left(1+|g|_{S}\right)^{\alpha} V_{H, S}\left(|g|_{S}\right)} \mathbb{1}_{H}(g),
$$

where $V_{H, S}$ is the volume growth function of the pair $(H, S)$ and the notation $v \asymp \mu$ indicates that there are constants $0<c \leq C<\infty$, which may depend on $v$ and $\mu$, so that

$$
c \mu(g) \leq v(g) \leq C \mu(g) \quad \text { for every } g \in \Gamma .
$$

Note that since $H$ is a subgroup of the finitely generated nilpotent group, its volume growth is polynomial and there is an integer $d_{H}$ such that $V_{H, S}(k) \asymp k^{d_{H}}, k=$ $1,2, \ldots$. Note also that the set $\mathcal{S} \mathcal{M}_{H}^{\alpha}(\Gamma)$ does not depend on the choice of the generating $S$ for $H$. These symmetric probability measures are the basic building blocks of the set $\mathcal{S M}(\Gamma)$ which we now define.
Definition $8.1(\mathcal{S M}(\Gamma))$ The set $\mathcal{S} \mathcal{M}(\Gamma)$ is the set of all finite convex combinations $\mu$ of probability measures belonging to the union

such that the support of $\mu$ generates $\Gamma$.

Definition $8.2\left(\mathcal{S M}_{1}(\Gamma)\right)$ The subset $\mathcal{S} \mathcal{M}_{1}(\Gamma)$ of $\mathcal{S M}(\Gamma)$ is the set of all finite convex combinations $\mu$ of probability measures in

$$
\bigcup_{\alpha \in(0,2)} \bigcup_{h \in \Gamma} \mathcal{S} \mathcal{M}_{\langle h\rangle}^{\alpha}(\Gamma)
$$

such that the support of $\mu$ generates $\Gamma$. That is, $\mu \in \mathcal{S M}_{1}(\Gamma)$ if it is the finite convex combinations of stable-like symmetric probability measures supported on a finite collection of subgroups of $\Gamma,\left\langle h_{i}\right\rangle, 1 \leq i \leq k$, with the property that $\left\{h_{i}^{ \pm 1}, 1 \leq i \leq k\right\}$ generates $\Gamma$.

Definition $8.3\left(\mathcal{S M}^{\alpha}(\Gamma), \alpha \in(0,2)\right)$ For each $\alpha \in(0,2)$, the subset $\mathcal{S} \mathcal{M}^{\alpha}(\Gamma)$ of $\mathcal{S} \mathcal{M}(\Gamma)$ is the set of all finite convex combinations $\mu$ of probability measures in

$$
\bigcup_{H: \text { subgroup of } \Gamma} \mathcal{S} \mathcal{M}_{H}^{\alpha}(\Gamma)
$$

such that the support of $\mu$ generates $\Gamma$.
So, any probability measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ as the form

$$
\begin{equation*}
\mu=\sum_{i=1}^{k} p_{i} \mu_{H_{i}, \alpha_{i}} \tag{8.1}
\end{equation*}
$$

where $\alpha_{i} \in(0,2), p_{i}>0, \sum_{i=1}^{k} p_{i}=1$, each $H_{i}$ is a subgroup of $\Gamma$, and $\mu_{H_{i}, \alpha_{i}}$ is a probability measure in $\mathcal{S} \mathcal{M}_{H_{i}}^{\alpha_{i}}(\Gamma)$. In addition, $\Gamma=\left\langle H_{1}, \ldots, H_{k}\right\rangle$. The typical measures in $\mathcal{S} \mathcal{M}_{1}(\Gamma)$ have the more explicit form

$$
\mu(g)=\sum_{1}^{k} \sum_{m \in \mathbb{Z}} \frac{p_{i} c_{\alpha_{i}}}{(1+|m|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{s_{i}^{m}\right\}}(g)
$$

where $\alpha_{i} \in(0,2), p_{i}>0, \sum_{1}^{k} p_{i}=1$, the finite set $\left\{s_{i}^{ \pm 1}: 1 \leq i \leq k\right\}$ is a generating set of $\Gamma$, and $c_{\alpha}^{-1}=\sum_{m \in \mathbb{Z}} \frac{1}{(1+|m|)^{1+\alpha}}$. There are more measures in $\mathcal{S} \mathcal{M}_{1}(\Gamma)$ because the individual component of the convex combination above do not have to be exactly $\sum_{m \in \mathbb{Z}} \frac{c_{\alpha_{i}}}{(1+|m|)^{1+\alpha_{i}}} \mathbb{1}_{\left\{s_{i}^{m}\right\}}(g)$, they only have to be $\asymp$-comparable to such a measure.
Example 8.4 On the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ viewed as the group of matrix (4.2), consider the measures

$$
\mu_{4}\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\frac{c_{\alpha}}{\left(1+\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}\right)^{4+\alpha_{4}}}
$$

(this is $\mu$ from Example 4.6) and

$$
\mu_{i}\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\frac{c_{\alpha} \mathbb{1}_{H_{i}}\left(\left(x_{1}, x_{2}, x_{3}\right)\right)}{\left(1+\left|x_{i}\right|\right)^{1+\alpha_{i}}}, i=1,2,3
$$

where $H_{i}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{j}=0\right.$ if $\left.j \neq i\right\}$, with $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in(0,2)$. The measure $\mu=\frac{1}{4} \sum_{i=1}^{4} \mu_{i}$ is a good example of a measure in $\mathcal{S M}\left(\mathbb{H}_{3}(\mathbb{Z})\right)$. This is because the expression $\sqrt{x_{1}^{2}+x_{2}^{2}+\left|x_{3}-x_{1} x_{2} / 2\right|}$ is constant under taking inverse and is comparable to the word-length on $\mathbb{H}_{3}(\mathbb{Z})$ (e.g., on the natural minimal symmetric generating set).

Example 8.5 On the Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ viewed as the group of matrix (4.2), for $i=1,2, \alpha_{i} \in(0,2)$, and $H_{1}=\left\{\left(x_{1}, 0, x_{3}\right): x_{1}, x_{3} \in \mathbb{Z}\right\}, H_{2}=\left\{\left(0, x_{2}, x_{3}\right): x_{2}, x_{3} \in \mathbb{Z}\right\}$, consider the measures

$$
\mu_{i}\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\frac{c_{\alpha_{i}}}{\left(1+\sqrt{x_{i}^{2}+x_{3}^{2}}\right)^{\alpha_{i}+2}} \mathbb{1}_{H_{i}}\left(x_{1}, x_{2}, x_{3}\right)
$$

The measure $\mu=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$ is another good example of a measure in $\mathcal{S M}\left(\mathbb{H}_{3}(\mathbb{Z})\right)$. The measure in Example 4.6 is also in $\mathcal{S M}\left(\mathbb{H}_{3}(\mathbb{Z})\right)$.

### 8.2 Weight systems on $\Gamma$ associated to measures in $\mathcal{S M}(\Gamma)$

Let $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ be given by (8.1). From the data defining $\mu$, we extract a long generating tuple

$$
\Sigma=\left(\sigma_{1}, \ldots \sigma_{\ell}\right)
$$

by listing one representative of $\left\{s, s^{-1}\right\}$ for each $s \in S_{i}, 1 \leq i \leq k$, with repetition when the same $s, s^{-1}$ belongs to more than one set $S_{i}$. Thus, we can think of each $\sigma_{j}$ as carrying a label that tells us from which $S_{i}$ it comes. Using this label we give each $\sigma_{j} \in \Sigma$ the positive weight $w\left(\sigma_{j}\right)=1 / \alpha_{i}$ if $\sigma_{j}$ comes from $S_{i}$. Now, consider $\Sigma$ as a finite alphabet and consider the set of all finite length formal commutators over $\Sigma \cup \Sigma^{-1}$ where $\Sigma^{-1}$ is the set of formal inverse letters. We can proceed inductively. Elements of $\Sigma \cup \Sigma^{-1}$ are length 1 commutators. After formal commutators of length at most $n$ have been defined, the formal commutators of length at most $n+1$ are all the formal expressions of the form $[\tau, \theta]$ where $\tau$ and $\theta$ are commutators of length $s$ and $t$ with $s+t \leq n+1$. Recall that each formal commutator $\sigma^{ \pm 1}$ of length 1 has a weight $w\left(\sigma^{ \pm 1}\right)=1 / \alpha_{i}$ if $\sigma$ comes originally from $S_{i}$. Extend the weight function $w$ to all formal commutators by setting $w([\tau, \theta])=w(\tau)+w(\theta)$.

A priori, there are countably many formal commutators but because $\Gamma$ is nilpotent and we will ultimately consider only the formal commutators that are not trivial when evaluated in $\Gamma$, we only have to deal with finitely many formal commutators, whose lengths are at most the nilpotent class of $\Gamma$. We now use weighted formal commutators to define a non-increasing equence of subgroups of $\Gamma$. Recall that by convention and abuse of notation, each letter $\sigma$ in $\Sigma$ is also a group element in $\Gamma$. The following definition is essentially from [55] where further details can be found. See Definition 1.4 and Proposition 1.5 in [55].

Definition 8.6 For any $s \geq 0$, let $\Gamma_{s}^{\Sigma, w}$ be the subgroup of $\Gamma$ generated by the elements in $\Gamma$ of all the formal commutators over the alphabet $\Sigma$ with weight at least $s$. By construction $\Gamma_{t}^{\Sigma, w} \subseteq \Gamma_{s}^{\Sigma, w}$ if $s \leq t$. Also, $\left[\Gamma_{s}^{\Sigma, w}, \Gamma_{t}^{\Sigma, w}\right] \subseteq \Gamma_{s+t}^{\Sigma, w}$.
Definition 8.7 There is a greatest $t$ such that $\Gamma_{t}^{\Sigma, w}=\Gamma$, call it $w_{1}$. By induction, having defined $w_{j}$, define $w_{j+1}$ to be the largest $t \in\left(w_{j}, \infty\right]$ such that $\Gamma_{s}^{\Sigma, w}=\Gamma_{t}^{\Sigma, w}$ for all $w_{j}<s \leq t$. This defines a finite strictly increasing sequence

$$
w_{1}<w_{2}<\cdots<w_{j}<w_{j+1}<\cdots<w_{j_{*}+1}=\infty
$$

such that

$$
\Gamma_{w_{j+1}, w}^{\succ} \subsetneq \Gamma_{w_{j}}^{\Sigma, w}, \quad \Gamma_{s}^{\Sigma, w}=\Gamma_{w_{j}}^{\Sigma, w} \text { for } s \in\left(w_{j-1}, w_{j}\right], \quad \text { and } \Gamma_{s}^{\Sigma, w}=\{e\} \text { for } s>w_{j_{*}} .
$$

By construction $\left[\Gamma, \Gamma_{w_{j}}^{\Sigma, w}\right] \subset \Gamma_{w_{j+1}}^{\Sigma, w}$. Call $A_{w_{j}}$ the abelian group

$$
A_{w_{j}}=\Gamma_{w_{j}}^{\Sigma, w} / \Gamma_{w_{j+1}}^{\Sigma, w}, \quad 1 \leq j \leq j_{*}
$$

Definition 8.8 Set $\gamma_{0}(\Sigma, w)=\sum_{1}^{j_{*}} w_{j} \operatorname{Rank}\left(A_{w_{j}}\right)$, where $\operatorname{Rank}(A)$ denotes the torsion free rank of the finitely generated abelian group $A$.

That the construction described above and the definition of the positive real $\gamma_{0}(\Sigma, w)$ is relevant to the study of random walks driven by measures in $\mathcal{S M}(\Gamma)$ is apparent from the following theorem from [55, 20].
Theorem 8.9 ( $[55,20])$ Let $\Gamma$ be a finitely generated nilpotent group. For any probability measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ with associated data $(\Sigma, w)$ as above, there are constants $c(\mu)$ and $C(\mu)$ such that, for all $n$,

$$
c(\mu) n^{-\gamma_{0}(\Sigma, w)} \leq \mu^{(n)}(e) \leq C(\mu) n^{-\gamma_{0}(\Sigma, w)} .
$$

### 8.3 Quasi-norms on $\Gamma$ associated with elements of $\mathcal{S} \mathcal{M}(\Gamma)$

The previous section associates to any measure $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ a weight system built on the $\ell$-tuple of group elements $\Sigma=\left(\sigma_{1}, \ldots, \sigma_{\ell}\right)$ obtained by listing consecutively with possible repetitions all the elements of the sets $S_{i}, 1 \leq i \leq k$, and the attached weight $w(\sigma)=1 / \alpha_{i}$ if $\sigma$ comes from $S_{i}$. Recall that in this construction, we view $\Sigma$ as an abstract alphabet. This data allows us to construct a quasi-norm on the countable group $\Gamma$ based on the writing of any element $g$ of $\Gamma$ as a word over the alphabet $\Sigma \cup \Sigma^{-1}$. For any finite word $\omega \in \cup_{m=0}^{\infty}\left(\Sigma \cup \Sigma^{-1}\right)^{m}$, set

$$
\operatorname{deg}_{\sigma}(\omega)=\text { number of times the letters } \sigma, \sigma^{-1} \text { are used in } \omega
$$

The following definition is from [55, 20].

Definition 8.10 Given $\Gamma, \Sigma=\left(\sigma_{1}, \ldots, \sigma_{\ell}\right)$ and weight $w$ as above, for each element $g \in \Gamma$, set

$$
\|g\|_{\Sigma, w}=\inf \left\{\max _{\sigma \in \Sigma}\left\{\left(\operatorname{deg}_{\sigma}(\omega)\right)^{1 / w(\sigma)}\right\}: \omega \in \cup_{m=0}^{\infty}\left(\Sigma \cup \Sigma^{-1}\right)^{m}, g=\omega \text { in } \Gamma\right\} .
$$

By convention, $\|e\|_{\Sigma, w}=0$.
Remark 8.11 When $w(\sigma)=w_{0}$ for all $\sigma \in \Sigma$, the quasi-norm $\|\cdot\|_{\Sigma, w}$ satisfies

$$
\frac{1}{\ell}|g|_{\Sigma} \leq\|g\|_{\Sigma, w}^{w_{0}} \leq|g|_{\Sigma} \quad \text { for every } g \in \Gamma,
$$

where $|\cdot|_{\Sigma}$ denotes the usual word length of the finite symmetric generating set $\Sigma \cup \Sigma^{-1} \subset \Gamma$.

Remark 8.12 It may be worth noting that, in general, it is hard to compute or estimate $\|g\|_{\Sigma, w}$ for a given $g \in \Gamma$. The reference [55] gives many results in this direction and these results will be useful in the sequel. This is related to the use of coordinate systems in so far as the question of estimating $g \in \Gamma$ becomes a precise question only when $g$ is given in terms of some parameter set, i.e., some sort of (possibly partial) coordinate system, see [55, Theorem 2.10]. To help the reader understand this comment, we suggest the following question: given a fixed $g \in \Gamma$, what is the behavior of $\left\|g^{m}\right\|_{\Sigma, w}$ as a function of $m$ ? See [55, Proposition 2.17].

## Chapter 9 <br> Adapted approximate group dilations


#### Abstract

Given a probability measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ and its associated geometry, this chapter discusses the construction of adapted coordinate systems using the group exponential map (exponential coordinates of the first and second type). Useful properties of these coordinate systems and their relations with the geometry previously associated with the measure $\mu$ are discussed. Each of these coordinate systems leads to the definition of an approximate group dilation adapted to the measure $\mu$. In the next chapter, these constructions are used to show that every $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ satisfies all the conditions except condition (A) of the limit theorems of Chapters 5 and 6.


### 9.1 Searching for adapted dilations

The goal of this chapter is to associate to each probability measure $\mu$ in $\mathcal{S M}(\Gamma)$ an adapted approximate dilation structure. This includes making the choice of an appropriate polynomial coordinate system for the simply connected nilpotent Lie group $G=\left(\mathbb{R}^{d}, \cdot\right)$ in which $\Gamma$ embeds as a co-compact discrete subgroup. The given measure $\mu$ determines uniquely certain features of the appropriate coordinate systems and associated approximate group dilations but not all. Among the feature that are determined uniquely (in this case, up to an arbitrary multiplicative positive constant) is a vector of non-decreasing weight values $b_{j}, 1 \leq j \leq d$, so that, in the chosen coordinate system $u=\left(u_{i}\right)_{1}^{d} \in \mathbb{R}^{d}$ for $G$, the appropriate approximate dilation structure is of the form $\delta_{t}(u)=\left(t^{b_{i}} u_{i}\right)_{1}^{d}$. Among the exponential coordinates of the first and second kind, the group structure $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$ defined by

$$
u \bullet u^{\prime}=\lim _{t \rightarrow \infty} \delta_{1 / t}\left(\delta_{t}(u) \cdot \delta_{t}\left(u^{\prime}\right)\right)
$$

(understood up to isomorphisms) depends only on $\Gamma$ and $\mu$ and not on the particular choice of a coordinate system. An interesting question is if this remains true beyond these exponential coordinate systems.

In the next sections, we describe two key constructions: the construction of adapted exponential coordinates of the first kind and that of adapted coordinate of the second kind. The essential difference between the two constructions is that, in the discussion of exponential coordinates of the first kind, we assume that the simply connected nilpotent Lie group $G$ in which $\Gamma$ sits as a co-compact subgroup is already given to us together with its Lie algebra and canonical exponential map. All we need to construct is an adapted linear basis of this Lie algebra based on the nature of
the measure $\mu$. In the case of exponential coordinates of the second kind, we start from scratch with only the finitely generated torsion free nilpotent group $\Gamma$ carrying the measure $\mu$ and, following Malcev and Hall, we construct a "discrete coordinate system" for $\Gamma$ which is adapted to $\mu$ and, in turn, "generates" for us the simply connected Lie group $G$ and its adapted exponential coordinates of the second type. It is only a posteriori (and with some work) that one can check that certain features of these two constructions are identical.

### 9.2 Exponential coordinates of the first kind

This section focuses on the situation when the torsion free finitely generated group $\Gamma$ is given to us as a co-compact discrete subgroup of a simply connected nilpotent Lie group $G$ with Lie algebra $\mathfrak{g}=\left(\mathbb{R}^{d},[\cdot, \cdot]\right)$ and the group $G$ is given in the (canonical) exponential coordinates of the first kind. This identifies the group $G$ with $\left(\mathbb{R}^{d}, \cdot\right)$ where the product • is given by the famous Campbell-Hausdorff formula (3.6).

In the next definition, we are given a probability measure $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ and the associated data $\Sigma, w$ as in Section 8.2 and we transfer the weight system to the Lie algebra $\mathfrak{g}$. Observe that the tuple (use the same ordering as for $\Sigma$ )

$$
\Sigma_{\mathfrak{g}}=\left(\varsigma_{i} \in \mathfrak{g}: \exp \left(\varsigma_{i}\right)=\sigma_{i} \in \Sigma\right)=\left(\varsigma_{1}, \ldots, \varsigma_{\ell}\right)
$$

must be an algebraically generating set for $\mathfrak{g}$ in that this set together with all iterated brackets of its elements generates $\mathfrak{g}$ linearly. Indeed, because the exponential map is a global diffeomorphism between $\mathfrak{g}$ and $G$, if $\Sigma_{\mathfrak{g}}$ did not generate $\mathfrak{g}$, $\Gamma$ would be contained in a proper closed connected Lie subgroup of $G$. This would contradict the fact that $\Gamma$ is co-compact in $G$.

We now trivially transfer the weight function $w: \Sigma \rightarrow(0, \infty)$ to a function defined on $\Sigma_{\mathfrak{g}}$ by setting $w^{\mathfrak{g}}(\varsigma)=w(\sigma)$ if $\sigma=\exp (\varsigma)$. This leads to the definition of a weight system $w^{\mathfrak{g}}$ on the formal (Lie) commutators of the $\varsigma$ 's in a way that is formally analogous to what we did on $\Gamma$.

Definition 9.1 Let $\mathfrak{g}_{s}^{\Sigma, w}$ be the Lie sub-algebra of $\mathfrak{g}$ generated by the evaluation in $\mathfrak{g}$ of all formal commutators of the $\varsigma \in \Sigma_{\mathfrak{g}}$ whose weight is at least $s$. By construction,

$$
\mathfrak{g}_{t}^{\Sigma, w} \subseteq \mathfrak{g}_{s}^{\Sigma, w} \text { if } s \leq t
$$

and

$$
\left[\mathfrak{g}_{s}^{\Sigma, w}, \mathfrak{g}_{t}^{\Sigma, w}\right] \subseteq \mathfrak{g}_{s+t}^{\Sigma, w}
$$

Definition 9.2 There is a greatest $t$ such that $\mathfrak{g}_{t}^{\Sigma, w}=\mathfrak{g}$, call it $w_{1}^{\mathfrak{g}}$. By induction, having defined $w_{j}^{\mathfrak{g}}$, there is a greatest $t \in\left(w_{j}^{\mathfrak{g}}, \infty\right]$ such that $\mathfrak{g}_{s}^{\Sigma, w}=\mathfrak{g}_{t}^{\Sigma, w}$ for all $s \in\left(w_{j}^{\mathfrak{g}}, t\right]$. Call it $w_{j+1}^{\mathfrak{g}}$. Let $j_{\star}^{\mathfrak{g}}$ be the largest integer $j$ such that $w_{j}^{\mathfrak{g}}<\infty$ so that $w_{j_{\star}^{\mathrm{g}}+1}^{\mathrm{g}}=\infty$ and $\mathfrak{g}_{w_{j_{\star}}^{\mathrm{g}}, \boldsymbol{w}}^{\Sigma, w}=\{0\}$. This defines a finite strictly decreasing sequence of
sub-Lie algebras

$$
\mathfrak{g}=\mathfrak{g}_{w_{1}^{s}}^{\Sigma, w} \supset \cdots \supset \mathfrak{g}_{w_{j_{\star}^{g}}^{s}}^{\Sigma, w} \supset\{0\}
$$

with the property that

$$
\left[\mathfrak{g}, \mathfrak{g}_{w_{j}^{\mathrm{g}}}^{\Sigma, w}\right] \subseteq \mathfrak{g}_{w_{j+1}^{\mathrm{g}}}^{\Sigma, w}, \quad j=1, \ldots, j_{\star}^{\mathfrak{g}}
$$

Definition 9.3 (Adapted direct sum decomposition) We say that a direct sum decomposition of $\mathfrak{g}$,

$$
\mathfrak{g}=\oplus_{1}^{j_{\star}^{\mathfrak{g}}} \mathfrak{n}_{j}
$$

is adapted to $(\Sigma, w)$ if, for all $j \in\left\{1, \ldots, j_{\star}^{\mathrm{g}}\right\}$,

$$
\mathfrak{g}_{w_{j}^{s}}^{\Sigma, w}=\oplus_{\ell=j}^{j_{\star}^{\mathrm{g}}} \mathrm{n}_{\ell} .
$$

Remark 9.4 To construct an adapted direct sum decomposition, start from the top and set $\mathfrak{n}_{j_{\star}^{\mathfrak{g}}}=\mathfrak{g}_{w_{j_{\star}^{g}}^{\Sigma}}^{\Sigma, w}$. By descending induction, having constructed $\mathfrak{n}_{j}, \ldots, n_{j_{\star}^{g}}$ so that $\mathfrak{g}_{w_{j}^{g}}^{\Sigma, w}=\oplus_{\ell=j}^{j_{\star}^{\mathrm{g}}} \mathfrak{n}_{\ell}$, pick a linear complement of $\mathfrak{g}_{w_{j}^{g}}^{\Sigma, w}$ inside $\mathfrak{g}_{w_{j-1}^{s}}^{\Sigma, w}$ and call it $\mathfrak{n}_{j-1}$.
Definition 9.5 (Approximate Lie dilation structure (first kind)) Given a direct sum decomposition that is adapted to $(\Sigma, w)$, consider the group of invertible linear maps

$$
\delta_{t}: \mathfrak{g} \rightarrow \mathfrak{g}, \quad t>0
$$

define by

$$
\delta_{t}(v)=t^{\mathfrak{w}_{j}^{\mathrm{g}}} \quad \text { for all } v \in \mathfrak{n}_{j}, 1 \leq j \leq j_{\star}^{\mathrm{g}} .
$$

Let $\boldsymbol{\varepsilon}=\left(\varepsilon_{i}\right)_{1}^{d}$ be a linear basis of $\mathbb{R}^{d}$ adapted to the direct sum $\mathfrak{g}=\oplus_{1}^{j_{\star}^{\mathfrak{g}}} \mathfrak{n}_{j}$, let $u=\left(u_{i}\right)_{1}^{d}$ be the corresponding coordinate system, and let

$$
b_{i}=\mathfrak{w}_{j}^{\mathfrak{g}} \quad \text { if } \varepsilon_{i} \in \mathfrak{n}_{j}
$$

so that

$$
\delta_{t}(u)=\left(t^{b_{i}} u_{i}\right)_{1}^{d} .
$$

We shall see below in Proposition 9.12 and Corollary 9.13 that the important quantity $\gamma_{0}(\Sigma, w)$ is given in terms of the sequences $\left(b_{i}\right)_{1}^{d}$ and $\left(\mathfrak{w}_{j}^{\mathfrak{g}}\right)_{1}^{j_{\star}^{\mathfrak{q}}}$ by

$$
\gamma_{0}(\Sigma, w)=\sum_{1}^{d} b_{i}=\sum_{1}^{j_{\star}^{\mathfrak{g}}} \mathfrak{w}_{j}^{\mathfrak{g}} \operatorname{dim}\left(\mathfrak{n}_{j}\right)
$$

Proposition 9.6 The maps $\left(\delta_{t}\right)_{t>0}$ defined above form an approximate Lie dilation structure on $\mathfrak{g}$. In any exponential coordinate system of the first kind adapted to the
direct sum decomposition $\mathfrak{g}=\oplus_{1}^{j_{\star}^{\mathrm{g}}} \mathfrak{n}_{j},\left(\delta_{t}\right)_{t>0}$ is a straight approximate group dilation structure on $G$.

Proof By linearity, it suffices to prove that for any $v_{i} \in \mathfrak{n}_{j_{i}}, i=1,2$,

$$
\delta_{t}^{-1}\left(\left[\delta_{t}\left(v_{1}\right), \delta_{t}\left(v_{2}\right)\right]\right)
$$

has a limit when $t$ tends to infinity. By construction, $\delta_{t}\left(v_{i}\right)=t^{w_{j_{i}}^{g}} v_{i}$ and $\left[v_{1}, v_{2}\right] \in$ $\mathfrak{g}_{w_{N}}^{\Sigma, w}=\oplus_{\ell \geq N} \mathfrak{n}_{\ell}$ where $w_{N}^{\mathfrak{g}} \geq w_{j_{1}}^{\mathfrak{g}}+w_{j_{2}}^{\mathfrak{g}}$, namely,

$$
\left[v_{1}, v_{2}\right]=\sum_{\ell=N}^{j_{\star}^{\mathrm{g}}} f_{\ell}, \quad f_{\ell} \in \mathfrak{n}_{\ell} .
$$

It follows that

$$
\delta_{t}^{-1}\left(\left[\delta_{t}\left(v_{1}\right), \delta_{t}\left(v_{2}\right)\right]\right)=\sum_{\ell=N}^{j_{\star}^{g}} t^{w_{i_{1}}^{g}+w_{i_{2}}^{g}-w_{\ell}^{\mathrm{g}}} f_{\ell}
$$

The limit of this expression when $t$ tends to infinity exists because $w_{i_{1}}^{\mathfrak{g}}+w_{i_{2}}^{\mathfrak{g}} \leq w_{N}^{\mathfrak{g}} \leq$ $w_{\ell}^{\mathfrak{g}}$ for all $\ell \geq N$. If $w_{N}^{\mathfrak{g}}>w_{i_{1}}^{\mathfrak{g}}+w_{i_{2}}^{\mathfrak{g}}$, the limit is 0 . If $w_{N}^{\mathfrak{g}}=w_{i_{1}}^{\mathfrak{g}}+w_{i_{2}}^{\mathfrak{g}}$, the limit is $f_{N}$.

### 9.3 Building adapted exponential coordinates of the second kinds from $\Gamma$ and $\mu$

In this section, we start with the given discrete torsion free nilpotent group $\Gamma$ (described, perhaps, by generators and relations, or as a subgroup of a bigger group) and we explain how to construct the Lie group $G$ using well-known ideas related to exponential coordinate systems of the second kind. This is done in $[46,35]$ and we refer the reader to the treatment in [21, Theorem 4.9, Section 4.3].

## Hall-Malcev coordinates

Theorem 4.9 of [21] asserts that, for any finitely generated torsion free nilpotent group $\Gamma$, any descending central series (this means that $\Gamma_{i} / \Gamma_{i+1}$ is central in $\Gamma / \Gamma_{i+1}$ for each $1 \leq i \leq n$ )

$$
\Gamma=\Gamma_{1} \triangleright \Gamma_{2} \triangleright \cdots \triangleright \Gamma_{n} \triangleright \Gamma_{n+1}=\{e\}
$$

with $\Gamma_{i} / \Gamma_{i+1}$ infinite cyclic, and any sequence of elements $\tau_{i} \in G$ such that $\Gamma_{i}=$ $\left\langle\Gamma_{i+1}, \tau_{i}\right\rangle$, each element $\gamma \in \Gamma$ can be written uniquely

$$
\gamma=\tau_{1}^{u_{1}} \cdot \tau_{2}^{u_{2}} \cdots \cdots \tau_{n}^{u_{n}}, \quad u_{1}, u_{2}, \ldots, u_{n} \in \mathbb{Z}
$$

Moreover, for any $k \in \mathbb{Z}$ and any $\gamma^{\prime}=\tau_{1}^{u_{1}^{\prime}} \cdot \tau_{2}^{u_{2}^{\prime}} \cdots \cdots \tau_{n}^{u_{n}^{\prime}}$,

$$
\gamma^{k}=\tau_{1}^{g_{1}(u, k)} \cdot \tau_{2}^{g_{2}(u, k)} \cdots \cdots \tau_{n}^{g_{n}(u, k)}
$$

and

$$
\gamma \cdot \gamma^{\prime}=\tau_{1}^{f_{1}\left(u, u^{\prime}\right)} \cdot \tau_{2}^{f_{2}\left(u, u^{\prime}\right)} \cdots \cdots \tau_{n}^{f_{n}\left(u, u^{\prime}\right)}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right), u^{\prime}=\left(u_{1}^{\prime}, \ldots, u_{n}^{\prime}\right)$, and $f_{i}, g_{i}, 1 \leq i \leq n$ are polynomials with rational coefficients in there respective variables.

Furthermore ([21, Theorems 4.11-4.12]), by interpreting these coordinates in $\mathbb{R}^{n}$ instead of $\mathbb{Z}^{n}$, one obtains a simply connected nilpotent Lie group of which $\Gamma$ is a discrete co-compact subgroup.

For our present purpose, the task is to produce a descending central series

$$
\Gamma=\Gamma_{1} \triangleright \Gamma_{2} \triangleright \cdots \triangleright \Gamma_{n} \triangleright \Gamma_{n+1}=\{e\}
$$

with $\Gamma_{i} / \Gamma_{i+1}$ infinite cyclic, which is adapted to the measure $\mu$. Using the sequence $\Gamma_{w_{j}}^{\Sigma, w}, 1 \leq j \leq j_{*}$ is a good first guess. If each quotient $A_{w_{j}}=\Gamma_{w_{j}}^{\Sigma, w} / \Gamma_{w_{j+1}}^{\Sigma, w}$ is free abelian (i.e., has no torsion), then we can produce a descending central series

$$
\Gamma=\Gamma_{1} \triangleright \Gamma_{2} \triangleright \cdots \triangleright \Gamma_{n} \triangleright \Gamma_{n+1}=\{e\}
$$

which refines the sequence $\Gamma_{w_{j}}^{\Sigma, w}, 1 \leq j \leq j_{*}$, and has $\Gamma_{i} / \Gamma_{i+1}$ infinite cyclic. In addition, we can find a sequence of elements $\tau_{i} \in \Gamma$, each of which is a commutator of the elements in $\Sigma$, such that $\Gamma_{i}=\left\langle\Gamma_{i+1}, \tau_{i}\right\rangle$ and such that

$$
w\left(\tau_{i}\right)=w_{j} \text { if and only if } \Gamma_{w_{j+1}}^{\Sigma, w} \supset \Gamma_{i} \supseteq \Gamma_{w_{j}}^{\Sigma, w}
$$

The problem we face is that it is NOT always the case that the groups $A_{w_{j}}$ are torsion free (even in the simplest of all cases when $\Gamma=\mathbb{Z}$ !).

## Modified weight system on $\Gamma$

Given a measure $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ as in (8.1), we defined in Section 8.2 a generating set $\Sigma=\left(\sigma_{1}, \ldots, \sigma_{\ell}\right)$ and a weight system $w$ on formal commutators which generates the descending central sequence of subgroups $\Gamma_{w_{j}}^{\Sigma, w}, 1 \leq j \leq j_{*}$.

Consider the finite set of all formal commutators over the alphabet $\Sigma$ which are not trivial in $\Gamma$ and organize that finite set as a long tuple $\Sigma_{\text {com }}=\left(c_{1}, \ldots, c_{L}\right)$. Let $\underline{\Sigma}_{\text {com }}=\left(\underline{c}_{1}, \ldots, \underline{c}_{L}\right)$ be the evaluation of $\Sigma_{\text {com }}$ in $\Gamma$.

Let us introduce a (modified) weight function, $\underline{w}$, on $\underline{\Sigma}_{\mathrm{com}}$ by setting, for each $\underline{c}$ appearing in the tuple $\underline{\Sigma}_{\text {com }}$,

$$
\underline{w}(\underline{c})=\max \left\{w_{j}: \exists m \in \mathbb{N}, \underline{c}^{m} \in \Gamma_{w_{j}}^{\Sigma, w}, 1 \leq j \leq j_{*}\right\}
$$

For commutators whose evaluation in $\Gamma$ is trivial, we can set $\underline{w}(c)=\infty$. Following [55, Section 2.2], we set

$$
\operatorname{core}(\Sigma, w)=\left\{\sigma_{i}: \underline{w}\left(\sigma_{i}\right)=w\left(\sigma_{i}\right), 1 \leq i \leq \ell\right\} .
$$

The function $\underline{w}$ is no less than $w$ and has the property that, if $c=\left[c_{1}, c_{2}\right]$ is nontrivial in $\Gamma$ then

$$
\underline{w}(\underline{c}) \geq \underline{w}\left(\underline{c}_{1}\right)+\underline{w}\left(\underline{c}_{2}\right) .
$$

It follows that the induced weight of a formal commutator $\mathbf{c}$ over the alphabet $\underline{\Sigma}_{\text {com }}$ whose evaluation in $\Gamma$ is not trivial is actually equal to the $\underline{w}$ weight of the same commutator view as an element of $\underline{\Sigma}_{\text {com }}$. $\operatorname{Moreover}, \operatorname{core}\left(\Sigma_{\text {com }}, \underline{w}\right)=\Sigma_{\text {com }}$.

Definition 9.7 For any $s \geq 0$, let $\Gamma_{s}^{\text {com }}$ be the subgroup of $\Gamma$ generated by the values in $\Gamma$ of all the formal commutators over the alphabet $\Sigma$ with $\underline{w}$-weight at least $s$. By construction $\Gamma_{t}^{\mathrm{com}} \subseteq \Gamma_{s}^{\mathrm{com}}$ if $s \leq t$. Also, $\left[\Gamma_{s}^{\mathrm{com}}, \Gamma_{t}^{\mathrm{com}}\right] \subseteq \Gamma_{s+t}^{\mathrm{com}}$.

Definition 9.8 There is a greatest $t$ such that $\Gamma_{t}^{\mathrm{com}}=\Gamma$, call it $\underline{w}_{1}$. By induction, having defined $\underline{w}_{j}$, define $\underline{w}_{j+1}$ to be the largest $t \in\left(\underline{w}_{j}, \infty\right]$ such that $\Gamma_{t}^{\text {com }}=\Gamma_{s}^{\text {com }}$ for all $\underline{w}_{j}<s \leq t$. This defines a finite strictly increasing sequence

$$
0<\underline{w}_{1}<\underline{w}_{2}<\cdots<\underline{w}_{j}<\underline{w}_{j+1}<\cdots<\underline{w}_{j}{ }^{\text {com }}+1=\infty
$$

such that

$$
\Gamma_{\underline{w}_{j+1}}^{\mathrm{com}} \subset \Gamma_{\underline{w}_{j}}^{\mathrm{com}}, \quad \Gamma_{s}^{\mathrm{com}}=\Gamma_{\underline{w}_{j}}^{\mathrm{com}} \text { for } s \in\left(\underline{w}_{j-1}, \underline{w}_{j}\right], \quad \Gamma_{s}^{\mathrm{com}}=\{e\} \text { for } s>\underline{w}_{j_{*}}^{\mathrm{com}} .
$$

By construction $\left[\Gamma, \Gamma_{\underline{w}_{j}}^{\mathrm{com}}\right] \subset \Gamma_{\underline{w}_{j+1}}^{\mathrm{com}}$. Call $A_{\underline{w}_{j}}^{\mathrm{com}}$ the abelian group

$$
A_{\underline{w}_{j}}^{\mathrm{com}}=\Gamma_{\underline{w}_{j}}^{\mathrm{com}} / \Gamma_{\underline{w}_{j+1}}^{\mathrm{com}}, \quad 1 \leq j \leq j_{*}^{\mathrm{com}} .
$$

The following lemma follows immediately from the construction outlined above.
Lemma 9.9 The groups $A_{\underline{w}_{j}}^{\text {com }}, 1 \leq j \leq j_{*}^{\text {com }}$ are free abelian and each is generated by a finite subset of the commutators $\underline{c} \in \Sigma_{\mathrm{com}}$. Consequently, there exists a descending central series

$$
\Gamma=\Gamma_{1} \triangleright \Gamma_{2} \triangleright \cdots \triangleright \Gamma_{d} \triangleright \Gamma_{d+1}=\{e\}
$$

refining the descending central series

$$
\Gamma=\Gamma_{\underline{w}_{1}}^{\mathrm{com}} \triangleright \Gamma_{\underline{w}_{2}}^{\mathrm{com}} \triangleright \cdots \triangleright \Gamma_{\underline{w}_{j} \mathrm{com}}^{\mathrm{com}} \triangleright \Gamma=\Gamma_{\underline{w}_{j_{*}}^{\mathrm{com}}+1}^{\mathrm{com}}=\{e\}
$$

and a sequence $\tau_{i}=\underline{c}_{\ell_{i}}, 1 \leq j \leq d$, in $\Sigma_{\text {com }}$ such that $\Gamma_{i} / \Gamma_{i+1}$ is an infinite cyclic, $\Gamma_{i}=\left\langle\tau_{i}, \Gamma_{i+1}\right\rangle, 1 \leq i \leq d$, and

$$
\Gamma_{\underline{w}_{j}}^{\mathrm{com}}=\left\langle\tau_{i}: \underline{w}\left(\tau_{i}\right) \geq \underline{w}_{j}\right\rangle .
$$

Because of this lemma, it is clear that [21, Theorems 4.9, 4.11,4.12] apply and provide a set of coordinate of the second kind

$$
\Gamma=\left\{\gamma=\tau_{1}^{u_{1}} \cdot \tau_{2}^{u_{2}} \cdots \cdots \tau_{d}^{u_{d}}, u_{1}, u_{2}, \ldots, u_{d} \in \mathbb{Z}\right\}
$$

for $\Gamma$, as well as an embedding of $\Gamma$ as a co-compact discrete subgroup a simply connected Lie group $G$

$$
\begin{aligned}
G & =\left\{g=\tau_{1}^{x_{1}} \cdot \tau_{2}^{x_{2}} \cdots \tau_{d}^{x_{d}}, x_{1}, x_{2}, \ldots, x_{d} \in \mathbb{R}\right\} \\
& =\left\{g=\exp \left(x_{1} \zeta_{1}\right) \cdot \exp \left(x_{2} \zeta_{2}\right) \cdots \cdots \exp \left(x_{d} \zeta_{d}\right), x_{1}, x_{2}, \ldots, x_{d} \in \mathbb{R}\right\},
\end{aligned}
$$

where $\zeta_{i}=\log \tau_{i} \in \mathfrak{g}$.
Definition 9.10 (Approximate group dilation structure (second kind)) In the exponential coordinate system of the second kind $\left(x_{i}\right)_{1}^{d}$ introduced above, consider the group of straight dilations

$$
\delta_{t}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad t>0, \quad x \mapsto \delta_{t}(x)=\left(t^{\underline{w}_{i}} x_{i}\right)_{1}^{d}
$$

Proposition 9.11 The maps $\left(\delta_{t}\right)_{t>0}$ defined above form an approximate group dilation structure on $G=\left(\mathbb{R}^{d}, \cdot\right)$.

By the same token, we obtain an associated coordinate system of the first kind

$$
\left(y_{1}, \ldots, y_{d}\right) \mapsto \exp \left(\sum_{1}^{d} y_{i} \zeta_{i}\right)
$$

which is compatible with the weight $w^{g}$ introduced earlier and such that $b_{i}=$ $w^{\mathfrak{g}}\left(\zeta_{i}\right)=\underline{w}\left(\tau_{i}\right), 1 \leq i \leq d$. The straight dilation groups we introduced in these two distinct coordinate systems have the same exponents $b_{i}$ in their respective coordinate systems. Viewed as maps from $G$ to $G$, they are clearly different in general even so we use the same notation $\delta_{t}$ in both cases; see Example 3.15 for such an example where the matrix coordinate system is an exponential coordinate system of second kind. This is because there are really no good reasons to consider both coordinate systems at the same time, except to understand that this parallel constructions yield compatible results at the end.

### 9.4 Relations between the filtrations associated with $w, w^{\mathfrak{g}}$ and $\underline{w}$

Although there are great similitudes in the construction of the (discrete group) filtrations $\Gamma_{w_{j}}^{\Sigma, w}, 1 \leq j \leq j_{*}$, and $\Gamma_{\underline{w}_{j}}^{\text {com }}, 1 \leq j \leq j_{*}^{\text {com }}$, of the group $\Gamma$, and the (Lie algebra) filtration $\mathfrak{g}_{\mathfrak{w}_{j}^{\mathfrak{g}}}^{\Sigma, w}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$ of $\mathfrak{g}$, there are also differences.

We start with a comparison of the coordinates of the first and second kind in this context. It is not hard to see that the definitions of the sequences $w_{j}^{\mathfrak{g}}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$, and
$\underline{w}_{i}, 1 \leq i \leq j_{*}^{\text {com }}$, and the above remark concerning the relations between group and Lie algebra commutators, imply that these sequences of weights are actually equal, that is,

$$
\begin{equation*}
j_{\star}^{\mathfrak{g}}=j_{*}^{\mathrm{com}} \quad \text { and } \quad w_{j}^{\mathfrak{g}}=\underline{w}_{j}, \quad 1 \leq j \leq j_{\star}^{\mathfrak{g}} . \tag{9.1}
\end{equation*}
$$

More generally, each (discrete group) formal commutator $\boldsymbol{\tau}$ on the alphabet $\Sigma=\left(\sigma_{1}, \ldots, \sigma_{\ell}\right)$ corresponds in an obvious formal way to a formal Lie commutator $\boldsymbol{\theta}$ on the alphabet $\Sigma^{\mathfrak{g}}=\left(\zeta_{1}, \ldots, \zeta_{\ell}\right)$ in such a way that the Campbell-Hausdorff formula provides a formal equality

$$
\begin{equation*}
\boldsymbol{\tau}=\exp (\boldsymbol{\zeta})=\exp \left(\boldsymbol{\theta}+\mathbf{R}_{\boldsymbol{\tau}}\right) \tag{9.2}
\end{equation*}
$$

where $\mathbf{R}_{\tau}$ is a formal series of Lie commutators with $w^{9}$-weights strictly larger than $\underline{w}(\boldsymbol{\tau})=w^{\mathfrak{g}}(\boldsymbol{\theta})$. The concrete meaning of this formal identity in the present context is that it is an equality when evaluated over any pair $\Gamma \subset G$ where $G$ is a simply connected nilpotent Lie group with algebra $\mathfrak{g}$, with the formal series $\mathbf{R}_{\sigma}$ reducing to a finite sum. Obviously, the evaluation $\theta$ of $\boldsymbol{\theta}$ in $\mathfrak{g}$ belongs to $\mathfrak{g}_{\left.\boldsymbol{w}^{\mathfrak{g}} \boldsymbol{(} \boldsymbol{\theta}\right)}^{\Sigma, \boldsymbol{I}}$. It follows that the evaluation $\zeta=\theta+R_{\sigma}$ of $\zeta$ in $\mathfrak{g}$ also belongs to $\mathfrak{g}_{w^{\mathfrak{g}}(\boldsymbol{\theta})}^{\Sigma, \boldsymbol{w}}$.

## Two choices of exponential coordinate of the first kind

From the discussion above, it becomes clear that there are at least two very natural exponential coordinate systems of the first kind associated with the sequence $\left(\tau_{i}\right)_{1}^{d}$ of elements of $\Gamma$ given by Lemma 9.9.

## Choice 1: Lie commutators

Each $\tau_{i}$ is a commutator built on $\Sigma=\left(\sigma_{i}\right)_{1}^{\ell}$. Let $\theta_{i}$ be the Lie commutator over $\Sigma^{\mathfrak{g}}=\left(\varsigma_{i}\right)_{1}^{\ell}$ that corresponds formally to $\tau_{i}$. Here $\sigma_{i}=\exp \left(\varsigma_{i}\right)$ as before and the last sentence means that $\theta=\left[\varsigma, \varsigma^{\prime}\right]$ if $\tau=\left[\sigma, \sigma^{\prime}\right]$ with $\sigma=\exp (\varsigma), \sigma^{\prime}=\exp \left(\varsigma^{\prime}\right)$. By (9.2) $\underline{w}\left(\tau_{i}\right)=w^{\mathfrak{g}}\left(\theta_{i}\right)$, and the final subsequence of $\left(\theta_{i}\right)_{1}^{n}$ corresponding to those $i$ such that $\underline{w}\left(\tau_{i}\right) \geq w_{j}^{\mathfrak{g}}=\underline{w}_{j}$ is a linear basis of $\mathfrak{g}_{w_{j}^{g}}^{\Sigma, w}$. In particular,

$$
\underline{\mathfrak{n}}_{j}=\left\{\zeta \in \mathfrak{g}: \zeta=\sum_{i: \underline{w}\left(\tau_{i}\right)=w_{j}^{\mathfrak{g}}} z_{i} \theta_{i}, z_{i} \in \mathbb{R}\right\}, \quad 1 \leq j \leq j_{\star}^{\mathfrak{g}}
$$

provides an adapted direct sum decomposition of $\mathfrak{g}$ in the sense of Definition 9.3.

## Choice 2: Logarithms of group commutators

Each $\tau_{i}$ can be written uniquely as $\tau_{i}=\exp \left(\zeta_{i}\right)$, where $\zeta_{i}$ and $\theta_{i}$ are related via (9.2). It follows that the final subsequence of $\left(\zeta_{i}\right)_{1}^{n}$ corresponding to those $i$ such that $\underline{w}\left(\tau_{i}\right) \geq w_{j}^{\mathfrak{g}}=\underline{w}_{j}$ is (also) a linear basis of $\mathfrak{g}_{w_{j}^{j}}^{\mathcal{E},}$. In particular,

$$
\underline{\mathfrak{n}}_{j}^{\prime}=\left\{\zeta \in \mathfrak{g}: \zeta=\sum_{i: \underline{w}\left(\tau_{i}\right)=w_{j}^{\mathfrak{g}}} z_{i} \zeta_{i}, z_{i} \in \mathbb{R}\right\}, \quad 1 \leq j \leq j_{\star}^{\mathfrak{g}}
$$

provides an adapted direct sum decomposition of $g$ in the sense of Definition 9.3.
From the description of these two related coordinate systems, it follows that, for each $j \in\left\{1, \ldots, j_{*}^{\text {com }}=j_{\star}^{\mathrm{g}}\right\}$, the group $\Gamma_{\underline{w}_{j}}^{\text {com }}$ is a co-compact discrete subgroup of the Lie group $\exp \left(\mathrm{g}_{w_{j}^{\mathrm{j}}}^{\mathrm{\Sigma}, w}\right)$ (recall that $\left.\underline{w}_{j}=w_{j}^{\mathrm{g}}\right)$. Note that, by definition, any two exponential coordinate systems are always related by a linear change of basis in $\mathfrak{g}$. In the present case, these linear changes of coordinates have an obvious triangular form with unit diagonal and they respect the increasing filtration $\mathfrak{g}_{w_{j}^{〔}, w}^{w_{s}^{g}}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$.

The following proposition records the relations between the objects related to the original weight system $w$ on $\Gamma$ and those related to the Lie algebra weight $w^{9}$. The proof follows classical arguments developed in [46], see also [30, Appendix] and [55, 21]. It is omitted.
Proposition 9.12 The finite sequence of weight-values $w_{j}^{\mathrm{g}}, 1 \leq j \leq j_{j_{j_{*}}}^{\mathrm{g}}$, is a subsequence of the increasing finite sequence of weight-values $w_{j}, 1 \leq j_{j} \leq j_{*}$, and $w_{j_{\star}^{9}}^{\mathrm{g}}=w_{j_{*}}$. If $w_{i-1}^{\mathrm{g}}<w_{j} \leq w_{i}^{\mathrm{g}}$ for some $1 \leq i \leq j \leq j_{*}$, then

$$
\Gamma_{w_{j}}^{\Sigma, w} \subset \exp \left(\mathfrak{g}_{\mathbf{w}_{i}^{i}}^{\Sigma, w}\right)
$$

and the quotient

$$
\exp \left(\mathfrak{g}_{\mathfrak{w}_{i}^{s}}^{\Sigma, w}\right) / \Gamma_{w_{j}}^{\Sigma, w}
$$

is compact. If $j \in\left\{1, \ldots, j_{*}\right\}$ is such that the value $w_{j}$ does not appear in $\left(w_{i}^{g}\right)_{1}^{j_{\star}^{g}}$, then

$$
\Gamma_{w_{j+1}}^{\Sigma, w} / \Gamma_{w_{j}}^{\sum, w} \text { is a finite abelian group. }
$$

The following is an immediate corollary.
Corollary $9.13 \gamma_{0}(\Sigma, w)=\sum_{1}^{j_{\star}} w_{j} \operatorname{Rank}\left(\Gamma_{w_{j}}^{\Sigma, w} / \Gamma_{w_{j+1}}^{\Sigma, w}\right)=\sum_{1}^{j_{\star}^{g}} \mathfrak{w}_{j}^{g} \operatorname{dim}\left(\mathfrak{n}_{j}\right)$.

## An associated exponential coordinate system of the second kind

By the Hall-Malcev construction reviewed in Section 9.3, the sequence $\left(\tau_{i}\right)_{1}^{d}$ of elements of $\Gamma$ given by Lemma 9.9 and the sequence of their logarithm $\left(\zeta_{i}\right)_{1}^{d}$ in $\mathfrak{g}$ give us an exponential coordinate system of the second kind in which an element $g$ of the group $G$ is written

$$
g=\prod_{1}^{d} \exp \left(y_{i} \zeta_{i}\right), \quad y=\left(y_{i}\right)_{1}^{d} \in \mathbb{R}^{d}
$$

Recall that we also have exponential coordinates $(x)_{1}^{d} \in \mathbb{R}^{d}$ of the first kind such that

$$
g=\exp \left(\sum x_{i} \zeta_{i}\right)
$$

By using the Campbell-Hausdorf formula, we obtain a polynomial map

$$
x=M(y)=\left(M_{i}(y)\right)_{1}^{d} \text { such that } g=\prod_{1}^{d} \exp \left(y_{i} \zeta_{i}\right)=\exp \left(\sum x_{i} \zeta_{i}\right)
$$

and this map has a specific triangular structure which can be described as follows. For a multi-index of length $q, I=\left(i_{1}, \ldots, i_{q}\right) \in\{1, \ldots, d\}^{q}$, set $\underline{w}_{I}=\sum_{1}^{q} w_{i_{j}}$. We say that a polynomial $p$ in the coordinate $\left(y_{i}\right)_{1}^{d}$ has weight at most $w$ if it can be written as a linear combination of $y^{I}=y_{i_{1}} \ldots y_{i_{q}}$ with $\underline{w}_{I} \leq w$. Then the map $M$ has the form

$$
M_{i}(y)=y_{i}+m_{i}(y)
$$

where $m_{i}$ is a polynomial of weight at most $\underline{w}_{i}$ with no linear terms.
Let us use the notation

$$
\delta_{t}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, u=\left(u_{i}\right)_{1}^{d} \mapsto \delta_{t}(u)=\left(t^{b_{i}} u_{i}\right)_{1}^{d}, \quad b_{i}=\underline{w}_{i}, t>0,
$$

and note that we can use these dilations in the $x$ coordinate system as a well as in the $y$ coordinate system discussed above. We find that

$$
\delta_{1 / t} \circ M \circ \delta_{t}(y)=y_{i}+t^{-b_{i}} m_{i}\left(\delta_{t}(y)\right) .
$$

Because $m_{i}$ has weight at most $b_{i}$, this expression has a limit when $t$ tends to infinity which is of the form

$$
y_{i}+m_{i}^{\infty}(y)
$$

where $m_{i}^{\infty}$ is a linear combination of terms of weight exactly $b_{i}$. This defines a polynomial map

$$
M^{\infty}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}
$$

which is a group isomorphism between the limit groups $G_{\bullet}^{1}$ (obtained by using the approximate group dilations $\delta_{t}$ in the exponential coordinates of the first kind) and
the group $G_{\boldsymbol{\bullet}}^{2}$ (obtained by using the approximate group dilations $\delta_{t}$ in the exponential coordinates of the second kind).

### 9.5 More choices of coordinate systems

There are many more possible choices of exponential coordinates of first and second kind that suit our needs. The key structure that must be preserved for our purpose is the filtration $\mathfrak{g}_{j}^{\Sigma, w}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$, of the Lie algebra $\mathfrak{g}$ which is canonically associate to $\Sigma, w$. After that, a number of choices have to be made, the first of which is the choice of the direct sum $\mathfrak{g}=\oplus_{j=1}^{j_{\star}^{\mathfrak{g}}} \mathfrak{n}_{j}$ so that

$$
\mathfrak{g}_{j}^{\Sigma, w}=\oplus_{i \geq j} \mathfrak{n}_{j} .
$$

One then need to pick an adapted linear basis $\boldsymbol{\varepsilon}=\left(\varepsilon_{i}\right)_{1}^{d}$. Any such choice gives both an exponential coordinate system of the first kind

$$
g=\exp \left(\sum_{1}^{d} x_{i} \varepsilon_{i}\right), \quad x=\left(x_{i}\right)_{1}^{d} \in \mathbb{R}^{d}
$$

and an exponential coordinate system of the second kind

$$
g=\prod_{i=1}^{d} \exp \left(y_{i} \varepsilon_{i}\right), \quad y=\left(y_{i}\right)_{1}^{d} \in \mathbb{R}^{d}
$$

Each of these choices of coordinates, call it $\left(u_{1}, \ldots, u_{d}\right) \in \mathbb{R}^{d}$, comes with its own straight approximate group dilations

$$
\begin{equation*}
\delta_{t}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, u=\left(u_{i}\right)_{1}^{d} \mapsto \delta_{t}(u)=\left(t^{b_{i}} u_{i}\right)_{1}^{d}, \quad b_{i}=\underline{w}_{i}, t>0 \tag{9.3}
\end{equation*}
$$

Everything that has been said above for the special case $\varepsilon_{i}=\zeta_{i}$ applies as well to these other choices (including the properties of the maps $M$ and $M^{\infty}$ ). The choice $\boldsymbol{\varepsilon}=\boldsymbol{\zeta}$ is justified mostly by the fact that, in that coordinate system, the discrete group $\Gamma$ is represented as a set as $\mathbb{Z}^{d} \subset \mathbb{R}^{d}$. This is not the case in most other coordinate systems. If one remains in the class of exponential coordinate systems of the first type, moving from one such system to another is captured by a linear change of coordinate in $\mathbb{R}^{d}=\mathfrak{g}$. If one move from a system of the first kind to one of the second kind or between systems of the second kind, the maps capturing the changes of coordinates are polynomial maps with a special structure reflecting the preservation of the filtration $\mathfrak{g}_{j}^{\Sigma, w}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$, of the Lie algebra $\mathfrak{g}$ (the best way to think of a change of coordinates involving at least one system of the second kind is to pass through the associated system of the first kind: this step is described by the map $M$ above).

### 9.6 Comparison of the quasi-norms on $\Gamma, G$ and $G$ •

Consider the exponential coordinate systems of first and second type associated with a basis $\boldsymbol{\varepsilon}=\left(\varepsilon_{i}\right)_{1}^{d}$ adapted to the filtration $\mathfrak{g}_{j}^{\Sigma, w}$ of the Lie algebra $\mathfrak{g}$ as considered in the preceding section. It comes with a family of approximate dilations given by (9.3). On $\mathbb{R}^{d}$, consider the usual Euclidean norm $\|\cdot\|_{2}$ and the quasi-norm

$$
N_{w}(z)=\max _{1 \leq i \leq d}\left\{\left|z_{i}\right|^{1 / b_{i}}\right\}, \quad b_{i}=\underline{w}_{i}=w_{i}^{\mathrm{g}},
$$

and note that, for all $z \in \mathbb{R}^{d}, N_{w}\left(\delta_{t}(z)\right)=t N_{w}(z)$. The structure of the change of coordinate map $M$ between exponential coordinates of the first $\left(x=\left(x_{i}\right)_{1}^{d}\right)$ and second $\left(y=\left(y_{i}\right)_{1}^{d}\right)$ type shows that there are constants $0<c \leq C<\infty$ such that, if $g=\exp \left(\sum_{1}^{d} x_{i} \zeta_{i}\right)=\prod_{1}^{d} \exp \left(y_{i} \zeta_{i}\right)$ then

$$
c N_{w}(x) \leq N_{w}(y) \leq C N_{w}(x) .
$$

Lemma 9.14 Referring to the above setup and notation, there is a constant $C_{*}$ such that for any $R \geq 1$ and any $\zeta_{i} \in \mathfrak{g}$ with $N_{w}\left(\zeta_{i}\right) \leq R, i=1,2$, we have $\exp \left(\zeta_{1}\right) \exp \left(\zeta_{2}\right)=$ $\exp (\zeta)$ with $N_{w}(\zeta) \leq C_{*} R$.

Proof This follows from the Campbell-Hausdorff formula because of the properties of the direct sum decomposition along the subspaces $\mathfrak{n}_{j}$ and its relation to the weight system $w$. Note that this is not correct in general for small $R$. This reflects the fact that the coordinate system and the quasi-norm $N_{w}$ have been chosen to capture the large scale geometry of the situation.

The following proposition is one of the important keys to the results presented in this monograph. It relates the geometry of the discrete group $\Gamma$ equipped with the quasi-norm $\|\cdot\|_{\Sigma, w}$ (Definition 8.10) to the geometry of $N_{w}$ in the above coordinate systems.

Proposition 9.15 There are constants $c, C \in(0, \infty)$ such that, for any

$$
\begin{gathered}
\gamma=\exp \left(\sum_{1}^{d} x_{i} \varepsilon_{i}\right) \text { with } x=\left(x_{i}\right)_{1}^{d} \in \mathbb{R}^{d}, \\
c N_{w}(x) \leq\|\gamma\|_{\Sigma, w} \leq C N_{w}(x)
\end{gathered}
$$

Similarly, there are constants $c, C \in(0, \infty)$ such that, for any

$$
\begin{gathered}
\gamma=\prod_{1}^{d} \exp \left(y_{i} \varepsilon_{i}\right) \text { with } y=\left(y_{i}\right)_{1}^{d} \in \mathbb{R}^{d}, \\
c N_{w}(y) \leq\|\gamma\|_{\Sigma, w} \leq C N_{w}(y) .
\end{gathered}
$$

Thanks to earlier considerations, it suffices to prove the first set of inequalities which refers to exponential coordinates of the first kind.

Proof (Proof of $\boldsymbol{c} N_{\boldsymbol{w}}(\zeta) \leq\|\gamma\|_{\Sigma, w}$ ) To simplify notation, set $N_{w}=N$. In [55], it is proved that there exists a finite tuple $\left(i_{1}, \ldots, i_{q}\right), i_{j} \in\{1, \ldots, \ell\}, 1 \leq j \leq q$, such that any $\gamma \in \Gamma$ with $\|\gamma\|_{\Sigma, w}=R$ can be written as

$$
\begin{equation*}
\gamma=\prod_{1}^{q} \sigma_{i_{j}}^{z_{j}}, \quad\left|z_{j}\right| \leq C R^{w\left(\sigma_{i_{j}}\right)} \tag{9.4}
\end{equation*}
$$

Since $\sigma_{i}=\exp \left(\varsigma_{i}\right), \sigma_{i}^{x}=\exp \left(x \varsigma_{i}\right)$ for any $i \in\{1, \ldots, \ell\}$. Because $\varsigma_{i}$ has weight $w^{\mathfrak{g}}\left(\varsigma_{i}\right)=w\left(\sigma_{i}\right)$, by construction, there is a $k_{i}$ with $w_{w_{k_{i}}}^{\mathfrak{g}} \geq w\left(\sigma_{i}\right)$ such that $\varsigma_{i} \in \mathfrak{g}_{k_{i}}^{w^{\mathfrak{g}}}$. In particular,

$$
\varsigma_{i_{j}}=\sum_{k=k_{i_{j}}}^{j_{\star}^{\mathrm{g}}} \xi_{k}, \quad \xi_{k} \in \mathfrak{n}_{k},
$$

and

$$
\exp \left(z_{j} \varsigma_{i_{j}}\right)=\exp \left(\sum_{k=k_{i_{j}}}^{j_{\star}^{\mathrm{g}}} z_{j} \xi_{k}\right)
$$

with

$$
\left\|z_{j} \xi_{k}\right\|_{2} \leq \max _{1 \leq i \leq \ell}\left\{\left\|\varsigma_{i}\right\|_{2}\right\} \times\left|z_{j}\right| \leq C^{\prime} R^{w\left(\sigma_{i_{j}}\right)} \leq C^{\prime} R^{w_{k}^{g}}
$$

because $R \geq 1$ and $w_{k}^{\mathfrak{g}} \geq w\left(\sigma_{i_{j}}\right)$ for all $k \geq k_{i_{j}}$. That is, $N\left(z_{j} \xi_{k}\right) \leq C^{\prime \prime} R$.
Because formula (9.4) gives any $\gamma$ as a product of at most $q$ elements $\exp \left(z_{j} \varsigma_{i_{j}}\right)$ with $N\left(z_{j} \varsigma_{i_{j}}\right) \leq C^{\prime} R$, it follows that any $\gamma=\exp \left(\sum_{1}^{n} x_{i} \varepsilon_{i}\right) \in \Gamma$ satisfies

$$
N(x) \leq C^{\prime \prime} C_{*}^{q-1} R=C^{\prime \prime} C_{*}^{q-1}\|\gamma\|_{\Sigma, w}
$$

Proof (Proof of $\|\gamma\|_{\Sigma, w} \leq \boldsymbol{C N}(\zeta)$ ) The proof is by induction on the dimension $n$ of $\mathfrak{g}$. If the dimension is 0 , there is nothing to prove. Assume that for all cases when the dimension of $\mathfrak{g}$ is less then $m$, there exists a constant $\widetilde{C}$ such that $\|\tilde{\gamma}\|_{\widetilde{\Sigma}, \tilde{w}} \leq \widetilde{C} N(\tilde{\zeta})$ for all $\tilde{\gamma} \in \widetilde{\Gamma} \subset\left(\mathbb{R}^{m}, \cdot\right)=\widetilde{G}$. Consider $\Gamma, \Sigma, w, G=\left(\mathbb{R}^{m+1}, \cdot\right)$. Let $g \in \Gamma$ be a non-trivial element of the highest weight $w_{j_{*}}$ which is a commutator of the elements $\sigma_{i}$ forming the tuple $\Sigma$ (this includes the elements of $\Sigma$ which are considered commutators of length 1 ). Let $a \geq 1$ be the length of this commutator and $\sigma_{i_{1}}, \ldots, \sigma_{i_{a}}$, be the list of $\sigma_{i}$ used to write $g$ as a commutator of length $a$ with the property that $w_{j_{*}}=\sum_{1}^{a} w\left(\sigma_{i_{a}}\right)$. The element $g$ must commute with all elements in $\Gamma$ and it is of the form $g=\exp (\theta)$ where $\theta$ is the Lie commutator over $\Sigma^{\mathfrak{g}}$ associated with the writing of $g$ as a commutator over $\Sigma$. Formally, let us use the notation $\mathbf{c}_{G}\left(x_{1}, \ldots, x_{a}\right)$ to express the formal group commutator in question evaluated at the group elements $x_{1}, \ldots, x_{a}$ so that $g=\mathbf{c}_{G}\left(\sigma_{i_{1}}, \ldots, \sigma_{i_{a}}\right)$. Let $\mathbf{c}_{g}$ be the corresponding formal Lie commutator so that $\theta=\mathbf{c}_{g}\left(\zeta_{i_{1}}, \ldots, \zeta_{1_{a}}\right)$. For any $a$-tuple of reals $t_{1}, \ldots, t_{a}$, we also have

$$
\mathbf{c}_{G}\left(e^{t_{1} \zeta_{i_{1}}}, \ldots, \ldots, e^{t_{a} \zeta_{i_{a}}}\right)=\exp \left(t_{1} \ldots t_{a} \mathbf{c}_{\mathfrak{g}}\left(\zeta_{i_{1}}, \ldots, \zeta_{i_{a}}\right)\right)
$$

Let $\Theta=\{\exp (s \theta): s \in \mathbb{R}\}$ be the central one parameter subgroup of $G$ associated with $\theta$ and consider the simply connected nilpotent group $\widetilde{G}=G / \Theta$ and its discrete subgroup $\widetilde{\Gamma}$ which is the image of $\Gamma$ by the projection map $\pi: G \rightarrow \widetilde{G}$. The subgroup $\widetilde{\Gamma}$ is generated by the tuple $\widetilde{\Sigma}=\left(\pi\left(\sigma_{1}\right), \ldots, \pi\left(\sigma_{\ell}\right)\right)$. The dimension of $\tilde{\mathfrak{g}}$ is $m-1$. We can choose it to be the orthogonal complement of $\theta$ in $\mathfrak{g}$ so that $d \pi$ is the orthogonal projection onto $\widetilde{\mathfrak{g}}$.

For any $\gamma=\exp (\zeta) \in \Gamma$ with $N(\zeta)=R$, we have $N(\tilde{\zeta}) \leq N(\zeta)=R$. Moreover, applying the induction hypothesis, we can write $\tilde{\gamma}=\exp (\tilde{\zeta})=\pi(\gamma) \in \widetilde{\Gamma}$ as a word over the alphabet $\widetilde{\Sigma} \cup \widetilde{\Sigma}^{-1}$ with

$$
\|\widetilde{\gamma}\|_{\tilde{\Sigma}, \tilde{w}} \leq \widetilde{C} N(\tilde{\zeta})
$$

Using this word representing of $\pi(\gamma)$, replacing each $\tilde{\sigma}_{i}$ by $\sigma_{i}$ to obtain a word over the alphabet $\Sigma \cup \Sigma^{-1}$, and evaluating in $G$ give us an element $\bar{\gamma} \in \Gamma$ and an element $\bar{\zeta} \in \mathfrak{g}$ such that

$$
\left\{\begin{array}{l}
\bar{\gamma}=\exp (\bar{\zeta}), \\
\pi(\bar{\gamma})=\tilde{\gamma}, d \pi(\bar{\zeta})=\tilde{\zeta} \\
\gamma=\bar{\gamma} \exp (t \theta) \quad \text { for some real } t \leq C R^{w_{j_{*}}}
\end{array}\right.
$$

The estimate on $t$ is from [55, Theorem 2.10] (together with an application of the Campbell-Hausdorff formula in our special system of coordinates). By construction, $\exp (t \theta) \in \Gamma$, and [55, Theorem 2.10] implies that

$$
\|\exp (t \theta)\|_{\Sigma, w} \leq C R=C N(\zeta)
$$

It follows that

$$
\|\gamma\|_{\Sigma, w} \leq C^{\prime}\left(\left|\bar{\gamma}_{\Sigma, w}\right|+C N(\zeta)\right) \leq C^{\prime}(\widetilde{C}+C) N(\zeta)
$$

The following proposition captures the fact that $N_{w}$ is almost a quasi-norm (a quasi-norm at large scale) on $G=\left(\mathbb{R}^{d}, \cdot\right)$ and is a quasi-norm on $G \bullet=\left(\mathbb{R}^{d}, \bullet\right)$. The first fact follows from the adapted triangular nature of multiplication in the the type of coordinate system considered here. The second fact then follows from the homogeneity of $N_{w}$ together with the fact that $\left(\delta_{t}\right)_{t>0}$ is a group dilstion structure on G.

Proposition 9.16 For any exponential coordinate system of the first or second kind adapted to the filtration $\mathfrak{g}_{j}^{\Sigma, w}, 1 \leq j \leq j_{\star}^{\mathfrak{g}}$, we have, for any $z, z^{\prime} \in \mathbb{R}^{d}$,

$$
N_{w}\left(z \cdot z^{\prime}\right) \leq C\left(N_{w}(z)+N_{w}\left(z^{\prime}\right)+1\right)
$$

where the group law • refers to the multiplication in $G=\left(\mathbb{R}^{d}, \cdot\right)$. Moreover, in the same linear basis for $\mathbb{R}^{d}$, we have

$$
N_{w}\left(z \bullet z^{\prime}\right) \leq C\left(N_{w}(z)+N_{w}\left(z^{\prime}\right)\right),
$$

where $\bullet$ is the group law on $G \bullet=\left(\mathbb{R}^{d}, \bullet\right)$ associated with the approximate group dilation $\left.\delta_{t}(z)=\left(t^{b_{i}} z_{i}\right)_{1}^{d}\right)$.

## Chapter 10

# The main results for random walks driven by measures in $\mathcal{S} \mathcal{M}(\Gamma)$ 


#### Abstract

The goal of this monograph is to establish a functional limit theorem and a local limit theorem for long-range random walks driven by appropriate probability measures in $\mathcal{S M}(\Gamma)$. This chapter is devoted to verifying that such probability measures satisfy the properties set forth in Chapters 5 and 6 , properties that were proved in those chapters to be sufficient to obtain both a functional limit theorem (Theorem 5.10) and a local limit theorem (Theorem 6.2). This involves using the coordinate systems, approximate group dilations and associated geometries introduced and studied in Chapter 8 and 9 . Explicit examples to which the resulting theory applies have already been discussed in Chapter 7 .


### 10.1 The limit theorems for $\mathcal{S M}(\Gamma)$

In this chapter we state our main results concerning measures in $\mathcal{S M}(\Gamma)$. They are direct applications of Theorems 5.10 and 6.2. We state these results in adapted coordinate systems. Namely, given $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ and the simply connected Lie group $G$ containing $\Gamma$ as a co-compact discrete subgroup, we choose to write $G=\left(\mathbb{R}^{d}, \cdot\right)$ using one of the polynomial coordinate systems described in Section 9.5 above. This coordinate system is adapted to the filtration $\left(\mathfrak{g}_{j}^{\Sigma, w}\right)_{j}$ of the Lie algebra $\mathfrak{g}$, itself built from the data describing the measure $\mu$ as an element of $\mathcal{S M}(\Gamma)$. In particular, in this coordinate system, we have an approximate group dilation structure given by (9.3) which defines a limit group structure $G \bullet=\left(\mathbb{R}^{d}, \bullet\right)$. The law $\bullet=\bullet_{\mu}$ defining this limit structure depends on $\mu$.

Below, we show that for any measure $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$, there are a suitable approximate group dilation structure $\left(\delta_{t}\right)_{t>0}$ given by (9.3) and a norm $\|\cdot\|$ on $\Gamma$ so that assumptions (5.3), (R1)-(R2)-(E1)-(E2) and (TГ) are all satisfied with the common constant $\beta>0$. This is in contrast to condition (A) which may or may not be satisfied. Recall that condition (A) is the requirement that the measure $\mu_{t}=t \delta_{1 / t}(\mu), t \geq 1$, defined by (4.1) converges vaguely on $\mathbb{R}^{d} \backslash\{0\}$ to a measure $\mu_{\mathbf{0}}$ as $t$ tends to infinity. Because the dilations $\left(\delta_{t}\right)_{t>0}$ have been carefully constructed from $\mu$, the family $\left(\mu_{t}\right)_{t>0}$ is always tight and, if $(\mathbf{A})$ is satisfied then ( $\mathbf{T} \bullet$ ) is satisfied and the support of the limit $\mu_{\bullet}$ generates $G$; see the subsection below for the proofs.

Recall that $\left\{\mathbb{P}_{\bullet}^{\boldsymbol{x}} ; x \in G_{\bullet}\right\}$ is the family of probability measures induced by the limit symmetric Lévy process $X^{\bullet}$ on $\mathbb{D}\left(\left[0, M_{0}\right], \mathbb{R}^{d}\right)$.

Fix an arbitrary increasing sequence of reals $T_{k}$ that tends to infinity, e.g., $T_{k}=k$, and recall the notation $\hat{X}_{t}^{k}, t>0, \hat{P}_{t}^{k}, t>0$, and $\mathbb{P}_{k}^{[x]_{k}}, x \in G$ associated with the space-time rescaled discrete random walk, see (5.19). In this notation, $[x]_{k}$ is the closest point of $x$ (any one of, if there are more than one such points) on $\Gamma_{T_{k}}$ in the norm $\|\cdot\|$, and

$$
\mathbb{P}_{k}^{x}\left(\hat{X}_{t}^{k}=y\right)=\mu^{\left(\left[t T_{k}\right]\right)}\left(\left(\delta_{T_{k}}(x)\right)^{-1} \cdot \delta_{T_{k}}(y)\right), \quad x, y \in \Gamma_{T_{k}} .
$$

Hence, applying Theorems 5.10 and 6.2, we obtain the following theorem.
Theorem 10.1 Let $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$. Referring to the above set-up and notation, assume that condition (A) holds true, that is, the measure $\mu_{t}=t \delta_{1 / t}(\mu), t \geq 1$, defined at (4.1) converges vaguely on $\mathbb{R}^{d} \backslash\{0\}$ to a Radon measure $\mu_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$ as $t$ tends to infinity.
(i) For any bounded continuous function $f$ on $\mathbb{R}^{d}, \hat{P}_{s}^{k} f$ converges uniformly on compacts to $P_{\bullet, s} f$. Furthermore, for each $M_{0}>0$ and for every $x \in \mathbb{R}^{d}, \hat{\mathbb{P}}_{k}^{[x]_{k}}$ converges weakly to $\mathbb{P}_{\bullet}^{x}$ on the space $\mathbb{D}\left(\left[0, M_{0}\right], \mathbb{R}^{d}\right)$ equipped with $\mathcal{J}_{1}$-topology.
(ii) For any $U_{2}>U_{1}>0$ and $r>1$,

$$
\lim _{k \rightarrow \infty} \sup _{x \in \mathbb{R}^{d}:\|x\| \leq r} \sup _{t \in\left[U_{1}, U_{2}\right]}\left|\operatorname{det}\left(\delta_{T_{k}}\right) \mu_{k}^{\left(\left[t T_{k}\right]\right)}\left(\delta_{T_{k}}\left([x]_{k}\right)\right)-p \bullet(t, x)\right|=0
$$

### 10.2 The hypotheses (R1)-(R2), and (E1)-(E2) when $\mu \in \mathcal{S M}(\Gamma)$

Using the constructions described in the previous two chapters and the results from [20], we can now show that any probability measure in $\mathcal{S} \mathcal{M}(\Gamma)$ satisfies the hypotheses (R1)-(R2)-(E1)-(E2) in the context of properly chosen exponential coordinates of the first or second kinds. Let us assume that we are given $\mu \in \mathcal{S M}(\Gamma)$ and the associated data $\Sigma, w$ as in Section 8.2 and quasi-norm $\|\cdot\|_{\Sigma, w}$ as in Definition 8.10. We assume that $\Gamma$ is given as a co-compact subgroup of a simply connected Lie group $G$ and that an adapted global exponential coordinate system of the first or second kind has been chosen as explained in Section 9.6 so that $\Gamma \subset G=\left(\mathbb{R}^{d}, \cdot\right)$. Moreover, $\left(\mathbb{R}^{d}, \cdot\right)$ is equipped with a straight approximate dilation structure

$$
\left(\delta_{t}\right)_{t>0}: \quad \delta_{t}(z)=\left(t^{b_{i}} z_{i}\right)_{1}^{d}
$$

with the group limit $\left(\mathbb{R}^{d}, \bullet\right)$. Here the basis for $\mathbb{R}^{d}$ can also be identified as in Section 9.6 with a linear basis of $\mathfrak{g}$ which is compatible with the direct sum decomposition $\mathfrak{g}=\oplus_{1}^{j_{\star}^{\mathrm{g}}} \mathfrak{n}_{j}$ in Definition 9.3. Each subspace $\mathfrak{n}_{j}$ is associated with a weight value $\underline{w}_{j}=w_{j}^{\mathfrak{g}}>2$ and for any index $i$ such that the corresponding basis element is in $\mathfrak{n}_{j}$, $b_{i}=\mathfrak{w}_{j}^{\mathfrak{g}}$.

We pick

$$
0<b<\min \left\{b_{i}: 1 \leq i \leq d\right\}=\left(\max \left\{\beta_{i}: 1 \leq i \leq d\right\}\right)^{-1}, \quad \beta_{i}:=1 / b_{i}
$$

and set $|\gamma|_{\Gamma}=\|\gamma\|_{\Sigma, w}^{b}$. By construction, this is a norm on $\Gamma$, that is, $\left|\gamma \cdot \gamma^{\prime}\right|_{\Gamma} \leq$ $|\gamma|_{\Gamma}+\left|\gamma^{\prime}\right|_{\Gamma}$ for all $\gamma, \gamma^{\prime} \in \Gamma$. We also let $\|\cdot\|$ be a norm on $\left(\mathbb{R}^{d}, \bullet\right)$ (i.e., satisfying the triangle inequality $\left\|g \bullet g^{\prime}\right\| \leq\|g\|+\left\|g^{\prime}\right\|$ for all $g, g^{\prime} \in G \bullet$ ) that is equivalent to

$$
N_{w}(z)^{b}=\max \left\{\left|z_{i}\right|^{b / b_{i}}: 1 \leq i \leq d\right\} \quad \text { for } z \in \mathbb{R}^{d}
$$

and satisfies the homogeneity condition (5.3) with $\beta=\max _{1 \leq i \leq d} \beta_{i}=1 / b$. By [37], such a norm always exists.

By Proposition 9.15, we have a tight comparison between the discrete object $|\cdot|_{\Gamma}$ and the continuous homogeneous norm $\|\cdot\|$ on $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$, namely, there are constant $0<c, C<\infty$ such that, for any $\gamma \in \Gamma \subset \mathbb{R}^{d}$,

$$
\begin{equation*}
c\|\gamma\| \leq|\gamma|_{\Gamma} \leq C\|\gamma\| . \tag{10.1}
\end{equation*}
$$

## Conditions (R1)-(R2) and (E1)-(E2)

Recall that condition (R1) reads
(R1) There are constants $C_{1}$ and $\kappa$ such that, for any bounded function $u$ defined on $\Gamma$ and $\mu$-harmonic in $B(r):=\left\{x \in \mathbb{R}^{d}:\|x\|<r\right\}$, we have

$$
|u(y)-u(x)| \leq C_{1}\|u\|_{\infty}\left(\frac{\left\|x^{-1} \cdot y\right\|}{r}\right)^{\kappa} \quad \text { for } x, y \in B(r / 2)
$$

For any $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$, [20, Corollary 6.10] gives the following $\Gamma$-version of this property
(RГ1) There are constants $C_{1}$ and $\kappa$ such that, for any bounded function $u$ defined on $\Gamma$ and $\mu$-harmonic in $B_{\Gamma}(r):=\left\{x \in \Gamma:|x|_{\Gamma}<r\right\}$, we have

$$
|u(y)-u(x)| \leq C_{1}\|u\|_{\infty}\left(\frac{\left|x^{-1} \cdot y\right|_{\Gamma}}{r}\right)^{\kappa} \quad \text { for } x, y \in B_{\Gamma}(r / 2)
$$

To pass from this $\Gamma$ version, ( $\mathbf{R} \Gamma \mathbf{1}$ ), to the desired ( $\mathbf{R 1}$ ) we use the key norm comparison (10.1) and a simple covering argument to adjust the permitted range of $x, y$ from one statement to the other.

Similarly, recall that condition (R2) reads
(R2) There are positive constants $C_{2}>0$ and $\beta>0$ such that, for all $n, m \in \mathbb{N}$ and $x, y \in \Gamma$,

$$
\begin{equation*}
\left|\mu^{(n+m)}(x y)-\mu^{(n)}(x)\right| \leq \frac{C_{1}}{V\left(n^{1 / \beta}\right)}\left(\frac{m}{n+1}+\sqrt{\frac{\|y\|^{\beta}}{n+1}}\right) \tag{10.2}
\end{equation*}
$$

where $V(r):=\sharp\{g \in \Gamma:\|g\| \leq r\}$.
The fact that (R2) holds true for any probability $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ follows straightforwardly from [20, Theorem 5.5 (3)-(4)] (see also [20, Proposition A.3]), together with (10.1). Regarding related recent results concerning the regularity of stable-like transition kernels in the abelian case, see [15].

Regarding the exit times conditions (E1)-(E2), which are expressed using the norm $\|\cdot\|$ on $\mathbb{R}^{d}$, for any measure $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$, they follow from (10.1) together with [20, Theorem 5.5(5)] (for (E1)) and [20, Lemma 6.6] (for (E2)), with the exponent $\beta>0$ being in the same as those in (R2). (In these results of [20], $\beta=1 / w_{*}$ there, where $0<w_{*}:=\min \{w(s) ; s \in \Sigma\}$, which is our $b$; see Example 2.9 and Proposition 2.11(c) there.)

### 10.3 Condition (TГ)

Verifying condition ( $\mathbf{T} \Gamma$ ) for any measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ requires some work. Any $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ is a finite convex combination of probability measures of a certain type and it suffices to prove ( $\mathbf{T} \Gamma$ ) for any such building block, $v$. By definition, any such probability measure $v$ has the following property: there is a subgroup $H$ of $\Gamma$ with finite, symmetric generating set $S$, word length $|\cdot|_{S}$ and volume growth exponent $d_{H}$, and an exponent $\alpha \in(0,2)$, such that

$$
v(x) \asymp\left\{\begin{array}{cl}
\left(1+|x|_{S}\right)^{-\alpha-d_{H}} & \text { if } x \in H  \tag{10.3}\\
0 & \text { otherwise } .
\end{array}\right.
$$

Note that the discrete subgroup $H$ is contained as a co-compact discrete subgroup in a unique closed connected Lie subgroup $L=L_{H}$ of $G$. As in Section 10.2, we assume we have made the choice of an adapted coordinate system for $G$ and of an appropriate approximate dilation structure $\left(\delta_{t}\right)_{t>0}$.

Recall that $G$ is described by a polynomial global coordinate chart $G=\left(\mathbb{R}^{d}, \cdot\right)$ in which the ebesgue measure is a Haar measure for $G$. Let $m \leq d$ be the dimension of $L$. This closed Lie subgroup can be described parametrically as an embedded sub-manifold of $\mathbb{R}^{d}$ given by a polynomial map $i_{H}=i$ from $\mathbb{R}^{m}$ into $\mathbb{R}^{d}$ :

$$
\begin{equation*}
v=\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{R}^{m} \mapsto i_{H}(v)=\left(i_{1}(v), \ldots, i_{d}(v)\right) \in \mathbb{R}^{d} \tag{10.4}
\end{equation*}
$$

with a polynomial inverse on its image. Assume further that this map $i$ is also a group isomorphism on its image, that is,

$$
L=\left(\mathbb{R}^{m}, \cdot{ }_{H}\right) \quad \text { and } \quad i(v) \cdot i(w)=i\left(v \cdot{ }_{H} w\right) .
$$

In fact, we can use this formula to define $\cdot_{H}$ on $\mathbb{R}^{m}$. However, it will be convenient to assume that $L=\left(\mathbb{R}^{m}, \cdot\right)$ is an exponential coordinate system of the first type for $L$.

The Lie group $L$ is, of course, nilpotent and simply connected, and we assume that the global coordinate system $\left(\mathbb{R}^{m}, \cdot\right)$ is an exponential coordinate system of the
first type compatible with the lower central series of $L$ :

$$
L_{1}=L \supset L_{2}=[L, L] \supset \cdots \supset L_{j}=\left[L, L_{j-1}\right] \supset \cdots \supset L_{t} \supset L_{r_{H}+1}=\{0\}
$$

where $r_{H}$ is the smallest $j$ such that $L_{j+1}=\{0\}$. Namely, there is a strictly increasing $r_{H}$-tuple of integers $k_{j}, 1 \leq j \leq r_{H}, k_{1}=1, k_{r_{H}}=m$ such that

$$
L_{j}=\left\{\left(0, \ldots, 0, v_{k_{j}}, \cdots, v_{m}\right): v_{k_{j}}, \ldots, v_{m} \in \mathbb{R}\right\} .
$$

In this coordinate system for $L$, the straight dilation

$$
\begin{equation*}
\gamma_{t}^{H}(v)=\left(t^{p_{i}} v_{i}\right)_{1}^{m}, \quad p_{i}=j \text { if } \quad k_{j} \leq i \leq k_{j+1}-1 \tag{10.5}
\end{equation*}
$$

form an approximate group dilation structure with limit $L_{*}=\left(\mathbb{R}^{m}, *\right)$, a stratified nilpotent Lie group of homogeneous dimension $d_{H}$ with

$$
d_{H}=\sum_{j=1}^{r_{H}} j\left(k_{j+1}-k_{j}\right)
$$

According to Pansu's theorem, see [51] and [13], the word length $|\cdot|_{S}$ has the property that there is a norm $|\cdot|_{*}$ on $L_{*}$ such that $\left|\gamma_{t}^{H}(v)\right|_{*}=t|v|_{*}$ for all $t>0$ and $v \in \mathbb{R}^{m}$, and

$$
\begin{equation*}
\lim _{v \in H, v \rightarrow \infty}|v|_{S} /|v|_{*}=1 \tag{10.6}
\end{equation*}
$$

Moreover,

$$
|v|_{*} \asymp \max _{i}\left\{\left|v_{i}\right|^{1 / p_{i}}: v=\left(v_{1}, \ldots, v_{m}\right)\right\} .
$$

This implies that for any $v \in \mathbb{R}^{m}$ with $\|v\|_{2} \leq 1$ and $r \in(0,1]$ such that $\left\|\gamma_{1 / r}^{H} v\right\|_{2}=1$, we have

$$
\begin{equation*}
\|v\|_{2} \leq r \tag{10.7}
\end{equation*}
$$

Moreover, for any $v \in H$, if we define $t_{v}$ by $\left\|\gamma_{1 / t_{v}}^{H} v\right\|_{2}=1$, then we have

$$
\begin{equation*}
|v|_{S} \asymp t_{v} . \tag{10.8}
\end{equation*}
$$

By construction, because the probability measure $v$ is one of the building blocks of $\mu$, the approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ has the property that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \delta_{t}^{-1} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}(v)=: p(v) \tag{10.9}
\end{equation*}
$$

exists for all $v \in \mathbb{R}^{m}=i_{H}^{-1}(L)$. This limit is uniform on compact sets and the map $p$ is a continuous map (in fact a smooth map) from $\mathbb{R}^{m}$ to $\mathbb{R}^{d}$. In the following Lemma, we consider any approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ such that the limit in (10.9) exists.
Lemma 10.2 (The map $\boldsymbol{p}$ is a group homomorphism) Assume that $\left(\delta_{t}\right)_{t>0}$ is an approximate dilation structure on $G=\left(\mathbb{R}^{d}, \dot{)}\right.$, that $v$ is a probability measure on $H$
satisfying (10.3), and that the limit $p$ at (10.9) exists for all $v \in \mathbb{R}^{m}=i_{H}^{-1}(L)$. If we equip $\mathbb{R}^{m}$ with the limit group structure $L_{*}=\left(\mathbb{R}^{m}, *\right)$ associated with the dilations $\left(\gamma_{t}^{H}\right)_{t>0}$, the map $p$ is a continuous group homomorphism from $L_{*}$ to $G_{\bullet}$ (it is typically neither injective nor onto). Let $L_{\bullet}^{*}=p\left(L_{*}\right) \subseteq G_{\bullet}$. For any $x \in L_{\bullet}^{*}$ and $u \in L$, $\delta_{t^{\alpha}}(x)=p\left(\gamma_{t}^{H} u\right)$. Define $\gamma_{t}^{L_{*}^{*}}$ on $L_{*}^{*}$ by $\gamma_{t}^{L_{\bullet}^{*}}(x)=p\left(\gamma_{t}^{H} u\right)$. This is a group of group diffeomorphisms on $L_{0}^{*}$. Namely,

$$
\gamma_{s}^{L_{\bullet}^{*}} \circ \gamma_{t}^{L_{\bullet}^{*}}=\gamma_{s t}^{L_{\bullet}^{*}} \quad \text { and } \quad \gamma_{t}^{L_{\bullet}^{*}}(x \bullet y)=\gamma_{t}^{L_{\bullet}^{*}}(x) \bullet \gamma_{t}^{L_{\bullet}^{*}}(y), \quad s, t>0, x, y \in L_{\bullet}^{*} .
$$

Moreover, for any $s>0, \delta_{1 / s} \circ \gamma_{s^{1 / \alpha}}^{L^{*}}=\operatorname{Id}$ on $L_{\bullet}^{*}$.
Proof We can approximate $p(u) \cdot p(v)$ by $\delta_{1 / t}\left(\delta_{t}(p(u)) \cdot \delta_{t}(p(v))\right)$ with $t$ large enough. Note that

$$
\delta_{1 / t}\left(\delta_{t}(p(u)) \cdot \delta_{t}(p(v))\right)=\delta_{1 / t} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}\left(\gamma_{1 / t^{1 / \alpha}}^{H}\left(\gamma_{t^{1 / \alpha}}^{H}(u) \cdot \gamma_{t^{1 / \alpha}}^{H}(v)\right)\right) .
$$

Since, for large $s$, we can approximate $\gamma_{1 / s}^{H}\left(\gamma_{s}^{H}(u) \cdot \gamma_{s}^{H}(v)\right)$ by $u * v$ and the convergence of $\delta_{1 / t} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}$ to $p$ is uniform on compact sets, it follows that $p$ is a continuous group homomorphism from $L_{*}$ to $G$. The remaining statements are straightforward.

Lemma 10.3 Let $v$ be a probability measure on $H$ as in (10.3) and let $\left(\delta_{t}\right)_{t>0}$ be an approximate dilation structure on $G=\left(\mathbb{R}^{d}, \dot{)}\right.$ satisfying (10.9). Let $v_{t}=t \delta_{1 / t}(v)$ and let $J_{t}$ the associated jump kernel from Proposition 4.7 with $v$ in place of $\mu$ there. For any compact subset $K \subset \mathbb{R}^{d}$,

$$
\begin{align*}
\lim _{\eta \rightarrow 0} \limsup \sup & \iint_{\left\{(x, y) \in K \times K:\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{t}(d x, d y) \tag{10.10}
\end{align*}=0,
$$

To prove this lemma, note that, for any $f \geq 0, \iint f(x, y) J_{t}(d x d y)$ is dominated by a constant times

$$
t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \delta_{1 / t}(\Gamma), x \neq y \\ \delta_{t}(x)^{-1} \cdot \delta_{t}(y) \in H}} f(x, y) \frac{1}{\left(1+\left|\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right| S\right)^{\alpha+d}} .
$$

The two functions $f$ of interest here are

$$
f(x, y)=\mathbb{1}_{K}(x) \mathbb{1}_{K}(y) \mathbb{1}_{\left\{\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}(y)\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}
$$

and $f(x, y)=\mathbb{1}_{K}(x) \mathbb{1}_{B_{\bullet}(x, R)^{c}}(y)$. The results follow from the facts that $\mu$ has the form (10.3) and that $\delta_{t}$ is compatible with $\gamma_{t^{1 / \alpha}}^{H}$ in the sense that (10.9) holds true.

Proof (Proof of (10.11)) We need to bound

$$
\begin{aligned}
& I(R, t)=t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \delta_{1 / t}(\mathrm{\Gamma}) \\
\delta_{t}(x)^{-1} \cdot \delta_{t}(y) \in H}} \frac{\mathbb{1}_{K}(x) \mathbb{1}_{B \cdot(x, R)^{c}(y)}^{\left(1+\left|\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right|_{S}\right)^{\alpha+d_{H}}}}{} \\
& =t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \delta_{1 / t}(\mathrm{~T}) \\
\delta_{t}(x)^{-1} \cdot \delta_{t}(y) \in H}} \frac{\mathbb{1}_{K}(x) \mathbb{1}_{\left.B \cdot(x, R)^{c}(y) \mathbb{1}_{\{|\cdot| S} \leq \varepsilon\left(R^{\beta} t\right)^{1 / \alpha}\right\}}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)}{\left(1+\left|\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right|_{S}\right)^{\alpha+d_{H}}}
\end{aligned}
$$

$$
\begin{aligned}
& =I_{1}(R, t)+I_{2}(R, t) .
\end{aligned}
$$

The second sum, $I_{2}(R, k)$ is the main term and we treat it first by going back to $H$.

$$
\begin{aligned}
I_{2}(R, k) & \leq t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \delta_{1 / t}(\mathbb{\Gamma}) \\
\delta_{t}(x)^{-1} \delta_{t}(y) \in H}} \frac{\mathbb{1}_{K}(x) \mathbb{1}_{\left\{|\cdot| S>\varepsilon\left(R^{\beta} t\right)^{1 / \alpha}\right\}}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)}{\left(1+\left|\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right|_{S}\right)^{\alpha+d_{H}}} \\
& =\left(\operatorname{det}\left(\delta_{1 / t}\right) \sum_{x \in \Gamma} \mathbb{1}_{\delta_{t}(K)}(x)\right)\left(\sum_{\substack{z \in H \\
|z| S>\varepsilon\left(R^{\beta}\right)^{1 / \alpha}}} \frac{1}{\left(1+|z|_{S}\right)^{\alpha+d_{H}}}\right) .
\end{aligned}
$$

The first factor is clearly bounded by a constant depending only on $K$ because $\Gamma$ is a co-compact lattice in $G$ so that

$$
\begin{equation*}
\sum_{x \in \Gamma} \mathbb{1}_{\delta_{t}(K)}(x) \leq C(K) \operatorname{det}\left(\delta_{t}\right) \tag{10.12}
\end{equation*}
$$

Using a decomposition by the Dyadic annulus in $H,\left\{x \in H: 2^{k} \leq|\cdot|_{S}<2^{k+1}\right\}$, it is elementary to verify that, for all $R, t>1$, the second factor satisfies

$$
t \sum_{\substack{\left.z \in H \\|z|\right|^{z}>\varepsilon\left(R^{\beta} t\right)^{1 / \alpha}}} \frac{1}{(1+|z| S)^{\alpha+d_{H}}} \asymp t\left(\varepsilon\left(R^{\beta} t\right)^{1 / \alpha}\right)^{-\alpha} \asymp \varepsilon^{-\alpha} R^{-\beta} .
$$

This proves that $\lim _{R \rightarrow \infty} \sup _{t \geq 1}\left\{I_{2}(R, t)\right\}=0$.
To finish the proof of (10.11), we show that we can chose $\varepsilon>0$ such that, for any $R \geq 1$ and $t$ large enough, $I_{1}(R, t)=0$. To see that, we will use the description of $H$ as a discrete subgroup of $\mathbb{R}^{m}$ embedded into $\mathbb{R}^{d}$ via the $i_{H}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$, see (10.4), and the approximate dilation structure $\left(\gamma_{t}^{H}\right)_{t>0}$. A basic fact about this structure is that, there is a constant $C_{1}$ such that, for any $x \in H$ and $t \geq|x|_{S},\left\|\gamma_{1 / t^{1 / \alpha}}^{H}(x)\right\|_{2} \leq C_{1}$, where $\|\cdot\|_{2}$ is the Euclidean norm on $\mathbb{R}^{m}$. Now, for any $x \in H$, and any $t>0$, we have

$$
N\left(i_{H}(x)\right)=t N\left(\delta_{1 / t} \circ i_{H}(x)\right)=t N\left(\delta_{1 / t} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}\left(\gamma_{1 / t^{1 / \alpha}}^{H}(x)\right)\right)
$$

For large enough $t$ and $\|z\|_{2} \leq C_{1}, N\left(\delta_{1 / t} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}(z)\right) \asymp N(p(z))$, because $\lim _{t \rightarrow \infty} \delta_{1 / t} \circ i_{H} \circ \gamma_{t^{1 / \alpha}}^{H}=p$ uniformly on compact sets. So, if $|x|_{S}$ is large enough and we choose $t^{1 / \alpha}=|x|_{S}$, we obtain $N\left(i_{H}(x)\right) \leq C_{2}|x|_{S}^{\alpha}$.

Now, consider $x, y \in \delta_{1 / t}(\Gamma)$ such that $x \in K, z=\delta_{t}(x)^{-1} \cdot \delta_{t}(y) \in H$ and $|z|_{S} \leq \varepsilon\left(R^{\beta} t\right)^{1 / \alpha}$. Because $x \in K$, we have $N\left(\delta_{t}(x)\right) \leq C_{3} t$ and thus

$$
N(y) \leq t^{-1} N\left(\delta_{t}(y)\right) \leq C_{4} t^{-1}\left(N\left(\delta_{t}(x)\right)+N\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)\right) \leq C_{5} R^{\beta}
$$

that is, $\|y\| \leq C_{5}^{1 / \beta} R$. Because $x$ and $y$ are confined in a compact set (that depends on $R$ ), for $t$ large enough, $x_{\bullet}^{-1} \bullet y$ is close to $\delta_{1 / t}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)$ so that

$$
\left\|x_{\bullet}^{-1} \bullet y\right\|^{\beta}=N\left(x_{\bullet}^{-1} \bullet y\right) \leq C_{6} t^{-1} N\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right) \leq \varepsilon^{\alpha} C_{7} R^{\beta}
$$

which implies $\mathbb{1}_{B_{\bullet}(x, R)^{c}}(y)=0$ by taking $\varepsilon$ small enough.
This proves that we can find $\varepsilon>0$ small enough such that, for any $R$ fixed and $t$ large enough, $\mathbb{1}_{K}(x) \mathbb{1}_{B_{\bullet}(x, R)^{c}}(y) \mathbb{1}_{\left\{|\cdot| s \leq \varepsilon\left(R^{\beta} t\right)^{1 / \alpha}\right\}}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)=0$. This ends the proof of (10.11).

Proof (Proof of (10.10)) We need to bound

$$
J(K, \eta, t)=t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \delta_{1 / t}\left(\mathrm{~T} \cap K \\ \delta_{t}(x)^{-1} \cdot \delta_{t}(y) \in H\right.}} \frac{\mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(x_{\bullet}^{-1} \bullet y\right)\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2}}{\left(1+\left|\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right|_{S}\right)^{\alpha+d_{H}}} .
$$

On $K \times K$ and for $t$ large enough, $x_{\bullet}^{-1} \bullet y$ is close to $\delta_{1 / t}\left(\delta_{t}(x)^{-1} \cdot \delta_{t}(y)\right)$ so that

$$
\begin{aligned}
J(K, \eta, t) & \leq t \operatorname{det}\left(\delta_{1 / t}\right) \sum_{\substack{x, y \in \Gamma \cap \delta_{t}(K) \\
x^{-1} \cdot y \in H}} \frac{\mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(\delta_{1 / t}\left(x^{-1} \cdot y\right)\right)\left\|\delta_{1 / t}\left(x^{-1} \cdot y\right)\right\|_{2}^{2}}{\left(1+\left|x^{-1} \cdot y\right| S\right)^{\alpha+d_{H}}} \\
& \leq\left(\operatorname{det}\left(\delta_{1 / t}\right) \sum_{x \in \Gamma} \mathbb{1}_{\delta_{t}(K)}(x)\right)\left(t \sum_{z \in H} \frac{\mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(\delta_{1 / t}(z)\right)\left\|\delta_{1 / t}(z)\right\|_{2}^{2}}{(1+|z| S)^{\alpha+d_{H}}}\right) .
\end{aligned}
$$

As in (10.12), the first factor is bounded for any fixed compact $K$. So we are left with inspecting

$$
J^{\prime}(K, \eta, t)=t \sum_{z \in H} \frac{\mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(\delta_{1 / t}(z)\right)\left\|\delta_{1 / t}(z)\right\|_{2}^{2}}{\left(1+|z|_{S}\right)^{\alpha+d_{H}}}
$$

In order to use the dilation structure $\gamma_{t}^{H}$, we represent $H$ as a discrete set in $\mathbb{R}^{m}$ which injects into $\mathbb{R}^{d}$ via the map $i_{H}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$. Recall that $\delta_{1 / t} \circ i_{H}\left(\gamma_{t^{1 / \alpha}}^{H}(z)\right) \rightarrow$ $p(z)$ uniformly on compact sets so that

$$
\begin{aligned}
\mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(\delta_{1 / t}\left(i_{H}(z)\right)\right)\left\|\delta_{1 / t}\left(i_{H}(z)\right)\right\|_{2}^{2} & \leq \mathbb{1}_{\left\{\|\cdot\|_{2} \leq \eta\right\}}\left(p\left(\gamma_{1 / t^{1 / \alpha}}^{H}(z)\right)\right)\left\|p\left(\gamma_{1 / t^{1 / \alpha}}^{H}(z)\right)\right\|_{2}^{2} \\
& \leq \min \left\{\eta^{2},\left\|p\left(\gamma_{1 / t^{1 / \alpha}}^{H}(z)\right)\right\|_{2}^{2}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C_{1} \min \left\{\eta^{2},\left\|\gamma_{1 / t / \alpha}^{H}(z)\right\|_{2}^{2}\right\} \\
& \leq C_{1} C_{2} \min \left\{\eta^{2}, t^{-2 / \alpha}|z|_{S}^{2}\right\}
\end{aligned}
$$

because $\|p(v)\|_{2} \leq C_{1}\|v\|_{2}$ for any $v \in \mathbb{R}^{m}$ with $\|v\|_{2}^{2} \leq 1$ and, by (10.7)-(10.8), $\left\|\gamma_{1 / t^{1 / \alpha}}^{H} z\right\|_{2} \leq C_{2} t^{-1 / \alpha}|z|_{S}$. It follows that

$$
\begin{aligned}
J^{\prime}(K, \eta, t) & \leq C_{3} t \sum_{z \in H} \frac{\min \left\{\eta^{2}, t^{-2 / \alpha}|z|_{S}^{2}\right\}}{\left(1+|z|_{S}\right)^{\alpha+d_{H}}} \\
& \leq C_{3} t \sum_{z \in H,|z| S>\eta t^{1 / \alpha}} \frac{\eta^{2}}{\left(1+|z|_{S}\right)^{\alpha+d_{H}}}+C_{3} t^{1-2 / \alpha} \sum_{z \in H,|z|_{S} \leq \eta t^{1 / \alpha}} \frac{|z|_{S}^{2}}{\left(1+|z|_{S}\right)^{\alpha+d}} \\
& \leq C_{4}\left(t \eta^{2}\left(\eta t^{1 / \alpha}\right)^{-\alpha}+t^{1-2 / \alpha}\left(\eta t^{1 / \alpha}\right)^{2-\alpha}\right)=2 C_{4} \eta^{2-\alpha}
\end{aligned}
$$

This proves that $\lim _{\eta \rightarrow 0} \lim \sup _{t \rightarrow \infty} J(K, \eta, t)=0$ as desired.

### 10.4 Condition (T•) holds automatically for measures in $\mathcal{S M}(\Gamma)$

The careful reader will have notice that the title of this section needs additional context because, for a measure $\mu$ in $\mathcal{S} \mathcal{M}(\Gamma)$ (and a coordinate system as discussed above), we do have an associated approximate group dilation structure $\left(\delta_{t}\right)_{t>0}$ and a limit group structure $G_{\bullet}=\left(\mathbb{R}^{d}, \bullet\right)$ but, in general, the family of measures $\mu_{t}=$ $t \delta_{1 / t}(\mu)$ does not converge vaguely on $\mathbb{R}^{d} \backslash\{0\}$ and thus, (T•) does not make immediate sense. There is, however, a simple way to correctly interpret the title of this section.

Lemma 10.4 For any $\mu \in \mathcal{S} \mathcal{M}(\Gamma)$ and associated approximate group dilation structure $\left(\delta_{t}\right)_{t>0}$ in a coordinate system as above, and any vague sub-limit $\mu_{\bullet}$ of the family $\left\{\mu_{t}\right\}_{t>0}$ as $t$ tends to infinity, condition (T•) holds true.

To prove this lemma, it suffices to prove the similar statement for each component $v$ of the measure $\mu$. So, we assume (10.3). Lemma 10.2 shows that any vague sublimit $v_{\bullet}$ of $v_{t}$ is supported on $L_{\bullet}^{*}$ and is bounded from above and below by multiples of the measure $v_{\psi}(f)=\int_{\mathbb{R}^{m}} f(p(u)) \psi(u) d u$ for $f \in C_{C}\left(\mathbb{R}^{d} \backslash\{0\}\right)$, where $p: \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$ is defined by (10.9) and $\psi: \mathbb{R}^{m} \backslash\{0\} \rightarrow[0, \infty)$ is given by $\psi(u)=|u|_{*}^{-\alpha-d_{H}}$. Let $J_{\psi}$ be the associated jump kernel measure. Then, for any compact subset $K \subset V$, we claim that

$$
\begin{align*}
\lim _{\eta \rightarrow 0} \iint_{\left\{(x, y) \in K \times K:\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{\psi}(d x, d y) & =0,  \tag{10.13}\\
\lim _{R \rightarrow \infty} \int_{K} \int_{B \bullet(x, R)^{c}} J_{\psi}(d x, d y) & =0 . \tag{10.14}
\end{align*}
$$

Proof (Proof of (10.13) and (10.14)) By Lemma 10.2, $\delta_{t}(p(y))=p\left(\gamma_{t^{1 / \alpha}}^{H} y\right)$. It follows that

$$
\begin{aligned}
& \int_{K} \int_{B \cdot(x, R)^{c}} J_{\psi}(d x, d y)=\int_{K} \int_{B(R)^{c}} d v_{\psi}(d y) d x \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B(R)^{c}}(p(y)) \psi(y) d y \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B(1)^{c}}\left(\delta_{1 / R^{\beta}}(p(y))\right) \psi(y) d y \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B(1)^{c}}\left(p\left(\gamma_{1 / R^{\beta / \alpha}}^{H}(y)\right)\right) \psi(y) d y \\
& =|K| R^{d_{H} \beta / \alpha} \int_{\mathbb{R}^{m}} \mathbb{1}_{B(1)^{c}}(p(y)) \psi\left(\gamma_{R^{\beta / \alpha}}^{H}(y)\right) d y \\
& =|K| R^{-\beta} \int_{\mathbb{R}^{m}} \mathbb{1}_{B(1)^{c}}(p(y)) \psi(y) d y \xrightarrow{R \rightarrow \infty} 0 .
\end{aligned}
$$

For the last step, note that $p$ is continuous so that $\mathbb{1}_{B(1)^{c}}(p(y))$ is equal to 0 in a neighborhood of 0 in $\mathbb{R}^{m}$ and thus, $\int_{\mathbb{R}^{m}} \mathbb{1}_{B(1)^{c}}(p(y)) \psi(y) d y<\infty$.

Similarly, consider

$$
I(K, \eta)=\iint_{\left\{(x, y) \in K \times K:\left\|x_{\bullet}^{-1} \bullet y\right\|_{2} \leq \eta\right\}}\left\|x_{\bullet}^{-1} \bullet y\right\|_{2}^{2} J_{\psi}(d x, d y) .
$$

Write

$$
\begin{aligned}
I(K, \eta) & =\int_{x \in K} \int_{\left\{x z \in K:\|z\|_{2} \leq \eta\right\}}\|z\|_{2}^{2} v_{\psi}(d z) d x \\
& \leq|K| \int_{\left\{\|z\|_{2} \leq \eta\right\}}\|z\|_{2}^{2} \mu_{\bullet}(d z) \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1} \eta^{\theta}\right)}(p(u))\|p(u)\|_{2}^{2} \psi(u) d u \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1}\right)}\left(\delta_{\eta^{-\theta}}(p(u))\right)\|p(u)\|_{2}^{2} \psi(u) d u \\
& =|K| \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1}\right)}\left(p\left(\gamma_{\eta^{-\theta / \alpha}}^{H}(u)\right)\right)\|p(u)\|_{2}^{2} \psi(u) d u \\
& =|K| \eta^{d_{H} \theta / \alpha} \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1}\right)}(p(u))\left\|p\left(\gamma_{\eta^{\theta / \alpha}}^{H}(u)\right)\right\|_{2}^{2} \psi\left(\gamma_{\eta^{\theta / \alpha}}^{H}(u)\right) d u \\
& =|K| \eta^{-\theta} \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1}\right)}(p(u))\left\|\delta_{\eta^{\theta}}(p(u))\right\|_{2}^{2} \psi(u) d u \\
& \leq|K| \eta^{\theta\left(\frac{2}{\beta_{+}-1}\right)} \int_{\mathbb{R}^{m}} \mathbb{1}_{B\left(C_{1}\right)}(p(u))\|p(u)\|_{2}^{2} \psi(u) d u,
\end{aligned}
$$

where $\beta_{+}=\max \left\{\beta_{i}\right\}<2$. This integral is finite because $\mathbb{1}_{B\left(C_{1}\right)}(p(u))\|p(u)\|_{2}^{2} \leq$ $C_{2}\|u\|_{2}^{2} /\left(1+\|u\|_{2}^{2}\right)$ and, using "polar coordinates" adapted to the dilation structure
$\left(\gamma_{t}^{H}\right)_{t>0}$ on $H_{*}=\left(\mathbb{R}^{m}, *\right)$,

$$
\int_{\mathbb{R}^{m}} \frac{\|u\|_{2}^{2}}{1+\|u\|_{2}^{2}} \psi(u) d u \leq 1+\int_{0}^{1} r^{-1+2-\alpha} d r
$$

because $\|u\|_{2} \leq r$ if $\left\|\gamma_{1 / r}^{H} u\right\|_{2}=1$ and $r \leq 1$ (see (10.7)-(10.8)).

### 10.5 Sufficient condition for (A) when $\mu \in \mathcal{S M}(\Gamma)$

In this section, we explain why Theorem 10.1 applies to a large class of examples in $\mathcal{S M}(\Gamma)$ that includes the two main examples described in Section 2.3. To give sufficient conditions for a measure in $\mathcal{S M}(\Gamma)$ to satisfy condition (A), we proceed component by component and follow the basic setup of Section 10.3. Namely, we give sufficient conditions on a measure $v$ satisfying (10.3) for the family $v_{t}=t \delta_{1 / t}(v)$ to have a vague limit $v_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$. Recall that $v$ is supported on a discrete subgroup $H$ contained as a co-compact closed subgroup in a closed Lie subgroup $L$ of $G$. The groups $G$ and $H$ both have a global coordinate system $G=\mathbb{R}^{d}$ and $L=\mathbb{R}^{m}$. See Section 10.3. We consider the following additional conditions:
(SA1) There exists an everywhere defined measurable non-negative function $\phi$ on $\mathbb{R}^{m}$ such that $v\left(i_{H}(v)\right)=\phi(v)$, where $i_{H}$ is the polynomial map from $\mathbb{R}^{m}$ to $\mathbb{R}^{d}$ defined by (10.4). For $v \in \mathbb{R}^{m}, v \neq 0$, we set

$$
\begin{equation*}
\phi_{t}^{H}(v)=t^{1+d_{H} / \alpha} \phi\left(\gamma_{t^{1 / \alpha}}^{H} v\right) \tag{10.15}
\end{equation*}
$$

(SA2) There exists a continuous function $\psi: \mathbb{R}^{m} \backslash\{0\} \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\text { for any } v \in \mathbb{R}^{m} \backslash\{0\}, \quad\left|\phi_{t}^{H}(v)-\psi(v)\right| \leq \eta(t) \bar{\psi}(v) \tag{10.16}
\end{equation*}
$$

where, $\lim _{t \rightarrow \infty} \eta(t)=0$ and $\bar{\psi}$ is locally bounded on $\mathbb{R}^{m} \backslash\{0\}$.
Remark 10.5 By the construction, the function $\psi$ must satisfy

$$
\psi(v) \asymp|v|_{*}^{-\left(\alpha+d_{H}\right)} \quad \text { for } v \in \mathbb{R}^{m} \backslash\{0\}
$$

and

$$
\psi\left(\gamma_{t^{1 / \alpha}}^{H}(v)\right)=t^{-1-d_{H} / \alpha} \psi(v) \quad \text { for } v \in \mathbb{R}^{m} \backslash\{0\} \text { and } t>0
$$

Remark 10.6 Regarding hypothesis (SA1), two typical examples are:
(i) The function $\phi$ is a continuous function on $\mathbb{R}^{m}$ and $\mu$ is defined in terms of $\phi$. For instance, this covers Example 4.6.
(ii) The function $\phi$ may not be continuous but satisfies $\phi(x y)=\phi(x)$ for all $x \in H$ and $y \in \Omega_{H}$, where $\Omega_{H}$ is a relatively compact connected fundamental domain for the action of $H$ on $L_{H}=\mathbb{R}^{m}$ (that is, $\Omega_{H}$ is a relatively compact connected subset of $L_{H}$ so that $\left.L_{H}=\cup_{h \in H} h \Omega_{H}\right)$.

In this second case, we can define the function $\phi$ in terms of $\mu$ using the formula $\phi(x y)=\mu(x)$ for $x \in H$ and $y \in \Omega_{H}$.
Example 10.7 Consider the case when $\mu(h)=c\left(1+|h|_{S}\right)^{-\alpha-d_{H}} \mathbb{1}_{H}(h)$. Following Remark 10.6(ii) above, we can extend this function defined on $H$ to a function $\phi$ defined on $L_{H}=\mathbb{R}^{m}$ by setting $\phi$ to be constant on the translates of a precompact fundamental domain. For $x \in L_{H}$, let $\tilde{x} \in H$ be the representative of $x$ so that $\tilde{x}^{-1} x \in \Omega_{H}, \tilde{x} \in H$. Then,

$$
\phi_{t}^{H}(v)=c\left(t^{-1 / \alpha}+\widetilde{i_{H}(v)} \mid S\right)^{-\alpha-d_{H}},
$$

and, setting $\psi(v)=\frac{c}{|v|_{*}^{\alpha+d_{H}}}$, Pansu's theorem (see $[13,51]$ ) gives

$$
\lim _{t \rightarrow \infty} \phi_{t}^{H}(v)=\frac{c}{|v|_{*}^{\alpha+d_{H}}}=\psi(v)
$$

Furthermore,

$$
\left|\phi_{t}^{H}(v)-\psi(v)\right| \leq C \frac{t^{-1 / \alpha}}{|v|_{*}^{\alpha+d_{H}+1}}
$$

Proposition 10.8 Under assumptions (SA1)-(SA2), the measure

$$
v_{t}=t \delta_{t}^{-1}(v): \quad v_{t}(f):=t \sum_{x \in H} f\left(\delta_{t}^{-1}(x)\right) v(x) \quad \text { for } f \in \mathcal{C}_{c}\left(\mathbb{R}^{d} \backslash\{0\}\right)
$$

converges vaguely on $\mathbb{R}^{d} \backslash\{0\}$ to a symmetric Radon measure $v_{\bullet}$ on $\mathbb{R}^{d} \backslash\{0\}$ given by

$$
v_{\bullet}(f)=\int_{\mathbb{R}^{m}} f(p(u)) \psi(u) d u, \quad f \in C_{c}\left(\mathbb{R}^{d} \backslash\{0\}\right)
$$

where $p: \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$ is defined by (10.9) and $\psi: \mathbb{R}^{m} \backslash\{0\} \rightarrow[0, \infty)$ by (10.16).
Proof This follows by a sequence of algebraic manipulation and approximations as follows. We use the notations introduced above and drop the superscript $H$ (if there is one), in particular, $d=d_{H}, \alpha, \gamma_{t}=\gamma_{t}^{H}, \phi, \phi_{t}=\phi_{t}^{H}, \psi, i=i_{H}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$, and the norm $|\cdot|_{*}$ on $L_{*}$. For any $f \in C_{c}\left(\mathbb{R}^{d} \backslash\{0\}\right)$, we have the scaled down copy of $H$ in $\mathbb{R}^{m}$

$$
\begin{aligned}
v_{t}(f)= & t \sum_{x \in H} f\left(\delta_{t}^{-1}(x)\right) v(x)=t \sum_{u \in i^{-1}(H)} f\left(\delta_{t}^{-1}(i(u))\right) \phi(u) \\
= & t^{-d / \alpha} \sum_{u \in \gamma_{t^{-1 / \alpha}\left(i^{-1}(H)\right)}} f\left(\delta_{t}^{-1} \circ i \circ \gamma_{t^{1 / \alpha}}(u)\right) \phi_{t}(u) \\
= & t^{-d / \alpha} \sum_{u \in \gamma_{t^{-1 / \alpha}\left(i^{-1}(H)\right)} f\left(\delta_{t}^{-1} \circ i \circ \gamma_{t^{1 / \alpha}}(u)\right) \psi(u)} \quad+t^{-d / \alpha} \sum_{u \in \gamma_{t^{-1 / \alpha}\left(i^{-1}(H)\right)} f\left(\delta_{t}^{-1} \circ i \circ \gamma_{t^{1 / \alpha}}(u)\right)\left(\phi_{t}(u)-\psi(u)\right)}
\end{aligned}
$$

$$
\begin{aligned}
= & t^{-d / \alpha} \sum_{\left.\left.u \in \gamma_{t}\right]^{1 / \alpha /(i-1}(H)\right)} f(p(u)) \psi(u) \\
& +t^{-d / \alpha} \sum_{u \in \gamma_{t^{-1 / \alpha / \alpha}}\left(i^{-1}(H)\right)}\left(f \left(\delta_{t}^{-1} \circ i \circ \gamma_{\left.\left.t^{1 / \alpha}(u)\right)-f(p(u))\right) \psi(u)}\right.\right. \\
& +t^{-d / \alpha} \sum_{u \in \gamma_{t^{-1 / \alpha / \alpha}}\left(i^{-1}(H)\right)} f(p(u))\left(\phi_{t}(u)-\psi(u)\right) \\
& +t^{-d / \alpha} \sum_{u \in \gamma_{t}-1 / \alpha\left(i^{-1}(H)\right)}\left(f\left(\delta_{t}^{-1} \circ i \circ \gamma_{t^{1 / / \alpha}}(u)\right)-f(p(u))\right)\left(\phi_{t}(u)-\psi(u)\right) \\
= & \Sigma_{1}(f, t)+\Sigma_{2}(f, t)+\Sigma_{3}(f, t)+\Sigma_{4}(f, t) .
\end{aligned}
$$

Now, the multivariate Riemann sum $\Sigma_{1}(f, t)$ of the continuous function $f \circ p \times \psi$ satisfies $\lim _{t \rightarrow \infty} \Sigma_{1}(f, t)=\int_{\mathbb{R}^{m}} f(p(u)) \psi(u) d u$ because, for any large real $R$,

$$
\begin{aligned}
\Sigma_{1}(f, t)= & t^{-d / \alpha} \sum_{u \in \gamma_{t}-1 / \alpha} \sum_{\left(i^{-1}(H)\right) ;|u|_{*} \leq R} f(p(u)) \psi(u) \\
& +t^{-d_{H} / \alpha} \sum_{u \in \gamma_{t-1 / \alpha}\left(i^{-1}(H)\right) ;|u|_{*}>R} f(p(u)) \psi(u) .
\end{aligned}
$$

The first term tends to $\int_{|u|_{*} \leq R} f(p(u)) \psi(u)$, whereas the second term is bounded by $C R^{-\alpha}$ because $\psi(u) \asymp|u|_{*}^{-\alpha-d_{H}}$. Similarly, $\int_{|u|_{*}>R} \psi(u) d u \leq C R^{-\alpha}$ and this proves the stated limit for $\Sigma_{1}(f, t)$. Using our various hypotheses regarding $\mu$, the limits for $\Sigma_{2}(f, t), \Sigma_{3}(f, t)$ and $\Sigma_{4}(f, t)$ are easily seen to be equal to 0.

### 10.6 The illustrative case of measures in $\mathcal{S} \mathcal{M}_{1}(\Gamma)$

The simplest case illustrating the previous section is related to the treatment of measures in $\mathcal{S M}_{1}(\Gamma)$ when the building blocks have the form

$$
v(g)=c_{\alpha} \sum_{k \in \mathbb{Z}}(1+|k|)^{-\alpha-1} \mathbb{1}_{\sigma^{k}}(g)
$$

for some $\sigma \in \Gamma \subset G$, that is, $H=\langle\sigma\rangle \subset \Gamma \subset G$. Here, of course, $d_{H}=1$. We use exponential coordinates of the first kind. Recall that the element $\sigma \in H$ is of the form $\sigma=\exp (\zeta)=\zeta$ for some $\zeta=\left(\zeta_{1}, \ldots, \zeta_{d}\right) \in \mathfrak{g}=\mathbb{R}^{d}$. This is because the exponential map is the identity in our setup. Define the function $\phi: V \rightarrow[0, \infty)$ by $\phi(x)=c_{\alpha}(1+|s|)^{-\alpha-1}$ if $x=s \zeta$ and $\phi(x)=0$ otherwise so that $v(f)=$ $\sum_{y \in\left\{\sigma^{k}: k \in \mathbb{Z}\right\}} f(y) \phi(y)$. Set $\phi_{t}(x)=c_{\alpha}\left(t^{-1 / \alpha}+|s|\right)^{-\alpha-1}$ if $x=s \zeta$ and 0 otherwise so that $\phi\left(t^{1 / \alpha} s \zeta\right)=t^{-1-1 / \alpha} \phi_{t}(s \zeta)$. We also set $\psi(s \zeta)=c_{\alpha}|s|^{-\alpha-1}$ for $s \neq 0$ and $\psi(y)=0$ if $y \notin\{s \zeta: s \in \mathbb{R}\}$ so that, for each $s \neq 0$,

$$
\phi_{t}(z \zeta)-\psi(s \zeta)=c_{\alpha} \frac{|s|^{1+\alpha}-\left(t^{-1 / \alpha}+|s|\right)^{1+\alpha}}{\left(t^{-1 / \alpha}+|s|\right)^{1+\alpha}|s|^{1+\alpha}} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

Assume, in addition, that we are given an approximate dilation structure $\delta_{t}$ which can be expressed as $\delta_{t}(x)=\left(t^{w_{1}} x_{1}, \ldots, t^{w_{d}} x_{d}\right)$ in the basis of $\mathbb{R}^{d}$. We want to understand the limit of $t \delta_{t}^{-1}(v)$ which is given on a continuous function $f$ with compact support in $V \backslash\{0\}$ by

$$
\begin{aligned}
t \delta_{t}^{-1}(v)(f) & =t \sum_{y=\delta_{t}^{-1}(k \zeta): k \in \mathbb{Z}} \phi\left(\delta_{t}(y)\right) f(y) \\
& =t \sum_{y=\delta_{t}^{-1}(k \zeta): k \in \mathbb{Z}} \phi\left(t^{1 / \alpha} t^{-1 / \alpha} \delta_{t}(y)\right) f(y) \\
& =t^{-1 / \alpha} \sum_{y=t^{-1 / \alpha} k \zeta: k \in \mathbb{Z}} \phi_{t}(y) f\left(\delta_{t}^{-1}\left(t^{1 / \alpha} y\right)\right) .
\end{aligned}
$$

Now we need to consider different cases depending on how $\delta_{t}^{-1}$ acts on $\zeta$. Indeed, $\delta_{t}^{-1}\left(t^{1 / \alpha} s \zeta\right)=\left(t^{1 / \alpha-w_{i}} \zeta_{i}\right)_{1}^{d}$. In order to have a vague limit, we need to assume that, for every $i \in\{1, \ldots, d\}$ such that $\zeta_{i} \neq 0, w_{i} \geq 1 / \alpha$. If that is the case, then

$$
\lim _{t \rightarrow \infty} \delta_{t}^{-1}\left(t^{1 / \alpha}(s \zeta)\right)=s\left(\zeta_{i}^{\infty}\right)_{1}^{d} \quad \text { with } \zeta_{i}^{\infty}=p(\zeta)=\left\{\begin{array}{cc}
\zeta_{i} & \text { if } w_{i}=1 / \alpha \\
0 & \text { otherwise }
\end{array}\right.
$$

Under this assumption (i.e., the approximate dilation structure $\left(\delta_{t}\right)_{t>0}$ is admissible for $\mu$ ), we write

$$
\begin{aligned}
& t \delta_{t}^{-1}(v)(f)=t^{-1 / \alpha} \sum_{y=t^{-1 / \alpha} k \zeta: k \in \mathbb{Z}} \phi_{t}(y) f\left(\delta_{t}^{-1}\left(t^{1 / \alpha} y\right)\right) \\
& =c_{\alpha} t^{-1 / \alpha} \sum_{y=t^{-1 / \alpha} k \zeta: k \in \mathbb{Z}} \frac{f\left(t^{-1 / \alpha} k p(\zeta)\right)}{\left(t^{-1 / \alpha}|k|\right)^{1+\alpha}} \\
& \quad+c_{\alpha} t^{-1 / \alpha} \sum_{y=t^{-1 / \alpha} k \zeta: k \in \mathbb{Z}} \frac{\left[f\left(t^{-1 / \alpha} k \delta_{t}^{-1}\left(t^{1 / \alpha}(\zeta)\right)\right)-f\left(t^{-1 / \alpha} k p(\zeta)\right)\right]}{\left(t^{-1 / \alpha}|k|\right)^{1+\alpha}} \\
& \quad+t^{-1 / \alpha} \sum_{y=t^{-1 / \alpha} k \zeta: k \in \mathbb{Z}}\left[f\left(t^{-1 / \alpha} k \delta_{t}^{-1}\left(t^{1 / \alpha}(\zeta)\right)\right)\left(\phi_{t}\left(t^{-1 / \alpha} k \zeta\right)-\psi\left(t^{-1 / \alpha} k \zeta\right)\right)\right] .
\end{aligned}
$$

Because $f$ is a compactly supported continuous function in $V \backslash\{0\}$, the second and third sums tend to 0 while the first sum tends to

$$
\int_{\mathbb{R}} c_{\alpha}|s|^{-\alpha-1} f(s p(\zeta)) d s=\int_{\mathbb{R}} \psi(s \zeta) f(s p(\zeta)) d s
$$

## Appendix A Nilpotent groups

## A. 1 Definition of nilpotent groups

In Chapter 1, we gave the classical definition of a nilpotent group and we recall it here.

Definition A. 1 A nilpotent group is a group $G$ with identity element $e$ which has a central series of finite length, that is, there is a finite sequence of normal subgroups so that

$$
\{e\}=K_{0} \triangleleft K_{1} \triangleleft \cdots \triangleleft K_{n}=G
$$

with $K_{i+1} / K_{i}$ contained in the center of $G / K_{i}$ for $0 \leq i \leq n-1$. See, for example, [21, Definition 2.3].

An alternative definition of nilpotent group uses commutators. For two elements $x, y$ of a group $G$, the commutator of $x$ and $y$ is $[x, y]:=x^{-1} y^{-1} x y$. For two subsets $A, B$ of $G,[A, B]$ denotes the group generated by all commutators $[a, b]$ for $a \in A$ and $b \in B$. See [21, Lemma 1.4] for a collection of commutator identities. The lower central series of a group $G$ is defined inductively by setting $G_{1}=G$ and $G_{i+1}=\left[G, G_{i}\right]$ for $i \geq 1$. It is a non-increasing sequence of subgroups of $G$. A group is nilpotent if and only if its lower central series terminates, that is, there is an integer $r \geq 1$ such that $G_{i}=\{e\}$, for all $i \geq r+1$. The smallest such $r$ is called the nilpotent class of the group $G$.

Example A. 2 In the Heisenberg group of 3 by 3 upper-triangular matrices with diagonal entries equal to 1 , any commutator of length 3 , $\left[M_{1},\left[M_{2}, M_{3}\right]\right.$, is the identity and there are elements that do not commute. Hence the Heisenberg group is nilpotent of class 2 . This applies to either the discrete Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ with integers matrix entries or the real Heisenberg group $\mathbb{H}_{3}(\mathbb{R})$ with real matrix entries.

## A. 2 Definition of nilpotent Lie groups and Lie algebras

We refer the reader to [22, Sections 1.1 and 1.2] for a short introduction to nilpotent Lie algebra and connected nilpotent Lie groups. In the case of a Lie algebra $(\mathfrak{g},[\cdot, \cdot])$, the bracket $[\cdot, \cdot]$ is the key structural operation and the descending lower central series is defined inductively by $\mathfrak{g}_{1}=\mathfrak{g}$, and $\mathfrak{g}_{i+1}=\left[\mathfrak{g}, \mathfrak{g}_{i}\right]$ for $i \geq 1$. The Lie algebra is said to be nilpotent if there is an integer $r \geq 0$ so that $\mathfrak{g}_{r+1}=\{0\}$. The smallest such $r$ is the nilpotent class of $\mathfrak{g}$. A connected Lie group is nilpotent according to Definition
A. 1 if and only if its Lie algebra is nilpotent. Any simply connected nilpotent Lie group of topological dimension $d$ can be identified via the exponential map with $\mathbb{R}^{d}$ equipped with a group law given in coordinate by polynomial function. See, e.g., [22, Theorem 1.2.1]. The Campbell-Baker-Hausdorff formula (e.g., [22, Page 11]) expresses the group product in this coordinate system.

## A. 3 Embeddings into Lie groups

Consider the following two natural questions. When can one embed a finitely generated torsion free nilpotent group $\Gamma$ as a co-compact subgroup into a nilpotent Lie group $G$ ? Which connected simply connected nilpotent Lie group contains a co-compact finitely generated subgroup?

The first question is answered by constructions due to Malcev and P. Hall which provide such embeddings for any finitely generated torsion free nilpotent group. This is the subject of [21, Chapter 4]. This result is used in this monograph, both as a black box, to embed $\Gamma$ as a co-compact subgroup into a nilpotent Lie group $G$, and, more concretely, when we construct coordinate systems.

The answer to the second question is negative (there are connected simply connected nilpotent Lie groups that do not admit co-compact discrete subgroups). See, e.g., [22, Theorem 5.1.8 and Example 5.1.13]. This result is not needed for the purpose of this monograph.

## A. 4 Volume growth

A finitely generated group $\Gamma$ is naturally equipped with the family of all word distances. A word distance is associated with a finite symmetric generating set $S$ (symmetric means that $g^{-1} \in S$ if $g \in S$ ). The length $|g|_{S}$ of an element $g$ is the least number $m$ of elements in $S$ that allow to write $g$ as a product $g=\sigma_{1} \ldots \sigma_{m}$ using elements $\sigma_{i}$ from $S$. By convention, $|e|_{S}=0$. The associated left-invariant distance is $d_{S}(g, h)=\left|g^{-1} h\right|_{S}$. Given two finite symmetric generating sets $S$ and $T$, there are positive constants $a=a(S, T)$ and $A=A(S, T)$ such that

$$
a|g|_{s} \leq|g|_{T} \leq A|g|_{S} \quad \text { for all } g \in \Gamma
$$

The volume growth of $\Gamma$ with respect to $S$ is

$$
V_{S}(t)=\#\left\{g \in \Gamma:|g|_{S} \leq t\right\}
$$

the number of points in any closed balls of radius $m$ in $\left(\Gamma, d_{S}(\cdot, \cdot)\right)$. If $S, T$ are two generating sets as above then there are positive constants $b=b(S, T)$ and $B=B(S, T)$ such that

$$
b V_{S}(b t) \leq V_{T}(m) \leq B V_{S}(B t) \quad \text { for all } t>0 .
$$

In the case of a finitely generated nilpotent group $\Gamma$ of nilpotent class $r$, the behavior of the volume growth function $V_{S}$ can be understood in terms of the lower central series $\Gamma_{1}=\Gamma, \Gamma_{i+1}=\left[\Gamma, \Gamma_{i}\right]$ for $i \geq 1$ as follows. The quotient groups $\Gamma_{i} / \Gamma_{i+1}$ are finitely generated abelian groups. As any such group, the quotient $\Gamma_{i} / \Gamma_{i+1}$ is the product of a finite abelian group and $\mathbb{Z}^{\ell_{i}}$ for some integer $\ell_{i}=\operatorname{rank}\left(\Gamma_{i} / \Gamma_{i+1}\right)$ which is called the torsion-free rank of this abelian group. Set

$$
\begin{equation*}
D=D(\Gamma)=\sum_{j=1}^{r} j \operatorname{rank}\left(\Gamma_{i} / \Gamma_{i+1}\right) \tag{A.1}
\end{equation*}
$$

Then there are constant $c=C(S)$ and $C=C(S)$ such that,

$$
\begin{equation*}
c(1+t)^{D} \leq V_{S}(t) \leq C(1+t)^{D} \quad \text { for all } t \geq 0 \tag{A.2}
\end{equation*}
$$

See, e.g., [25, Theorem VII.C.26] for references and comments on this result.
If the nilpotent $\Gamma$ above is a discrete co-compact subgroup of a connected Lie group $G$ then, for any fixed left-invariant Riemannian metric on $G$, the Haar measure $|B(r)|$ of the ball of radius $r$ around the identity element $e$ satisfies

$$
c_{1} r^{D} \leq|B(r)| \leq C_{1} r^{D} \quad \text { for all } r \geq 1,
$$

where $D=D(\Gamma)$ is as in (A.1). The positive constants $c_{1}, C_{1}$ depend on the choice of the Riemannian metric.

Example A. 3 The Heisenberg group $\mathbb{H}_{3}(\mathbb{Z})$ is a co-compact subgroup of $\mathbb{H}_{3}(\mathbb{R})$. The elements of $\mathbb{H}_{3}(\mathbb{Z})$ with at most one non-zero non-diagonal entry in the the top-right corner is the center of $\mathbb{H}_{3}(\mathbb{Z})$ as well as the commutator subgroup $\left[\mathbb{H}_{3}(\mathbb{Z}), \mathbb{H}_{3}(\mathbb{Z})\right]$. It follows that the parameter $D=D\left(\mathbb{H}_{3}(\mathbb{Z})\right)$ is equal to $2+1 \times 2=4$. Any left-invariant Riemannian metric on $\mathbb{H}_{3}(\mathbb{R})$ has large-scale volume growth of type $r^{4}$.
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