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ABSTRACT 

The purpose of this book is two fold. 

(1) 'Ib give a systematic account of classical "zero theory" as developed 

by Jensen, Polya, Titchmarsh, Cartwright, IEvinson and others. 

(2) 'Ib set forth developnents of a rrore recent nature with a view toward 

their possible application to the Riemann Hypothesis. 
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1. 

§1. INFINITE PRODUCTS 

Let {zn:n = 1,2, ... } be a sequence of complex numbers. 

1.1 DEFINITION The infinite product 

00 

IT 
n=l 

(1 + z ) 
n 

is convergent if the following conditions are satisfied. 

• The partial products 

N 
1T (1 + z ) 
n=l n 

approach a finite limit as N + 00. 

• Fran same point on, say n > NO' zn ;;t -1, and then 

[Note: The infinite product 
00 

IT 
n=l 

(1 + z ) ;;t O. 
n 

(1 + z ) 
n 

is divergent if it is not convergent.] 

N.B. The convergence of 
00 

IT 
n=l 

(1 + z ) n 

implies that 1 + z + 1, hence that z + o. 
n n 

1.2 REr-1ARK It can happen that 
00 
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but only when at least one factor is zero. 

1.3 EXAMPLE On the one hand, 

while on the other, 

00 

1 IT (1 - 2) 
n=2 n 

00 

1 
= 2' 

IT (1 - ~) = o. 
n=l n 

1. 4 EXAMPLE For all NO > 1, 

N 
lim IT 

N +oo 
N +1 o 

Therefore the infinite product 

00 

1 
(1 - -) = O. 

n 

IT (1 - ~) 
n=2 

is divergent. 

Turning to the theory, we shall first consider the case of real numbers. 

1.5 LEMMA If {a :n = 1,2, ••. } is a sequence of nonnegative real numbers, then 
n 

00 00 

1T (1 + a ) is convergent iff r a is convergent. 
n=l n n=l n 

PROOF In fact, V N, 

N 
a l + a 2 + ... + aN $; TT (1 + a ) $; exp Cal + a 2 + .•• + ~) . 

n=l n 
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1. 6 EXAMPLE The infinite product 

00 rr (1 + ~) 
n=l nP 

is convergent for p > 1 and divergent for p ~ 1. 

1. 7 LEM4A If {a :n = 1,2, ••• } is a sequence of nonnegative real numbers, 
n 

00 00 

then Tf (1 - an) is convergent iff L: a is convergent. 
n=l n=l n 

PR(X)F If an does not tend to 0, then both the product and the series are 

divergent, so there is no loss of generality in assuming fran the beginning that 

00 

• Suppose that 1T (1 - a ) is convergent -- then the partial products 
n=l n 

N rr (1 - a ) 
n=l n 

constitute a nonotone decreasing sequence with a positive limit L: \j N, 

But 

thus 

Since the partial products 

N 

rr 
n=l 

(1 - a ) ~ L > O. 
n 

1 l+a ~~-n 1 - a 
n 

N N 
1T (1 + ) < rr 1 < 1:. 

a - n--l 1 - an - L . n=l n 

N rr (1 + a ) 
n=1 n 
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00 

constitute a m:motone increasing sequence, it follows that TI (1 + an) is convergent, 
n=l 

00 

hence the same is true of E 
n=l 

00 

a (cf. 1. 5) • 
n 

00 

• SupfOse that E a is convergent -- then E n n=l n=l 
2a is convergent, thus 

n 

00 

TT 
n=l 

But 

And 

(1 + 2a ) is convergent (cf. 1. 5), so there exists K > 0 such that V N, 
n 

=> 

N 

TI 
n=l 

N 

(1 + 2a ) s: K. 
n 

TT (1 - a ) 
n=l n 

N 1 1 
2: TT > - > o. 

n=l 1 + 2an - K 

00 

TI (l-a) 
n=l n 

is nonotone increasing. 

1.8 EXAMPLE The infinite product 

00 

11 (1 - .1:..) 
n=l nP 

is convergent for p > 1 and divergent for p s: 1. 

1.9 LEl1MA Let {a :n = 1,2, ... } be a sequence of real numbers. Assume: 
n 

00 00 

and E a 2 are convergent -- then l1 (1 + a ) is convergent. 
n=l n n=l n 

00 

E a 
n 

n=l 
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PROOF SUpposing as we may that V n, Ian I < }, note that 

Therefore the series 

2 
log(l + an) = a + O(a ). n n 

co 

is convergent to L, say, hence 

N N n (1 + an) = exp(log n (1 + a » 
n=l n=l n 

N 
= exp( L: log{l + a » 

n n=l 

L ------.,> e ;t O. 
N+co 

1.10 EXAMPLE The infinite product 

is convergent. 

nco {_l)n-l 
(1 + n ) 

n=l 

1.11 LEMMA Let {a :n = 1,2, •.• } be a sequence of real numbers. Assume: 
n 

co co 

is convergent but L: a 2 is divergent -- then n (l + a ) is divergent. 
n=l n n=l n 

[Use the inequality 

x - log{l + x) > 

2 
x 2/{l + x) 

2 x 
2 

(x > 0) 

(0 > x > -1) .J 

co 

L: a 
n n=l 
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1.12 EXAMPLE The infinite product 

Tf
(Xl (_l)n-l 

(1 + ) 
n=l rn 

is divergent. 

(Xl 

Tf 
n=l 

(Xl (Xl 

1.13 RE1vlARK It can happen that both l: a and l: a~ are divergent, yet 
n=l n n=l 

(1 + a ) is convergent. 
n 

[Consider 

(1 - 2..) (1 + 2.. + !.2) (1 - 2..) (1 + 2.. + 1
3

) ••• .] 
12 /2 13 13 

Let {z :n = 1,2, ..• } be a sequence of complex numbers. 
n 

1.14 CRI'IERION The infinite product 

(Xl 

Tf (1 + z ) 
n=l n 

is convergent iff V E: > 0, :3 N(E:) such that V N > N(E:) and every k ~ 1, 

• Necessity Choose NO per 1.1, put 

N 
P = Tf (1 + z ) 

N N +1 n 
o 

and fix c > 0: 

Since {P
N

} is a cauchy sequence, by taking NO large enough, one can arrange that 



V N > NO and every k 2:: 1, 

Therefore 

or still, 

7. 

C 
<--t:<t: PN 

• Sufficiency First take t: = }, hence V N > N(~) and every k 2:: 1, 

1(1 + zN+1) ••• (1 + zN+k) - 11 < } • 

So, for all n > NO = N(}> + 1, zn ~ -1, and if 

exists, it cannot be zero since 

1 
'2< 

(1 + z ) 
n 

Take now t: > 0 and choose N(~) > N(}) -- then V N > N(~) and every k 2:: 1, 

fran 'Which 

or still, 
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3 = '4 E < E. 

Therefore 

(1 + z )} 
n 

is a cauchy sequence, thus is convergent. 

1.15 DEFINITION The infinite product 

00 

rr (l+z) 
n=l n 

is absolutely convergent if the infinite product 

00 

1T (1 + Iz I) 
n=l n 

is convergent. 

1.16 LEMMA An absolutely convergent infinite product 

00 

1T (1 + z ) 
n=l n 

is convergent. 

PROOF One has only to note that 

1(1 + zN+l) ... (1 + zN+k) - 11 

and then apply 1.14. 



9. 

00 00 

1.17 REMARK n1 view of 1. 5, TT (1 + I zn I) is convergent iff L: 
~l ~l 

Iz I is n 

convergent. 

1.18 EXAJl1PLE The infinite product 

00 

TT sin (z/n) / (z/n) 
n=l 

is absolutely convergent for all finite z (with the usual convention at z = 0). 

[Observe that 

sin (z/n)/(z/n) -1 = Oz(12) (n -+ (0).] 
n 

It is initially tempting to think that absolute convergence should be the 

00 

demand that TT 11 + z I is convergent but this will not do since then it is no 
n=l n 

longer true that "absolute convergence" implies convergence. 

1.19 EXAMPLE The infinite product 

-n- (1 + r-r) 
n=l n 

is divergent but the infinite product 

00 

TT 11 + vCr I 
n=l n 

is convergent. 

1.20 LEMMA If the infinite product 
00 

TT (1 + z ) 
n n=l 
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is absolutely convergent, then it can be rearranged at will without changing its 

value, which is thus independent of the order of the factors. 

1.21 EXAMPLE The infinite product 

1 1 1 1 1 
P = (1 - -) (1 + -) (1 - -) (1 + -) (1 - -) 

23456 

is convergent (cf. 1.10) but not absolutely convergent and has value 1/2, while the 

rearranganent 

has value 1/212. 

1.22 EXAMPLE Fix a complex number q: I q I < 1. Introduce the absolutely con-

vergent infinite products 

00 00 

qo = 1T (1 - q2n) , ql = 1T (1 + q2n) , 
n=l n=l 

00 00 

q2 = 1T (1 + q2n-l) , q3 = 1T (1 _ q2n-l) • 
n=l n=l 

Then 

00 00 

In addition, 
00 

(1 _ q2n) 
qo = 1T 

n=l 

00 00 

(1 _ q4m-2) 1T 4m 1T = (1 - q ) 
TIFI TIFI 
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so 

1.23 EXAMPLE The infinite product 

00 2 
IT (1 - Z2) 
n=l n 

is absolutely convergent and has value 

Consider now the infinite product 

sin TIZ 

TIZ 

Z Z 
(1 - z) (1 + z) (1 - 2) (1 + 2) 

Officially, therefore 

Z _ Z 
zl = - z, z2 = z, z3 = - 2' z4 - 2' ... , 

and the associated series of absolute values is 

Izl + Izi + ¥ + I~I + ... , 

which is not convergent if z ;t: O. Nevertheless, our infinite product is convergent 

and has value 

sin TIZ , 

TIZ 

as can be seen by looking at the sequence of partial products. 'Ib correct for the 

failure of absolute convergence, fonn instead the infinite product 
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Z -Z Z z/2 z -z/2 {(I - z)e }{(l + z)e }{(l - 2")e }{(l + 2")e } ...• 

00 

'Ib place it into the 1T (1 + zn) fonnat, note that the (2n-l) th tenn is 
n=l 

(1 - ~)ez/n - 1 
n 

and the (2n) th tenn is 

(1 + ~)e-z/n - 1 n • 

But 

(1 +- ~) e ±z/n = 1 + 0 (~) (n -+ 00) • 
n z 2 n 

Since 

is convergent, it follows that the foregoing infinite product is absolutely con-

vergent and it too has value 

1.24 EXAMPLE The infinite product 

sin 7fZ 

7fZ 

z z z z (1 - z) (1 - -) (1 + z) (1 - -) (1 - -) (1 + -) 2 342 

is convergent and has value 

exp(- z log 2) sin 7fZ 

7fZ 

[Judiciously insert the appropriate exponential correction factors.] 

Let {fn (z):n = 1,2, ... } be a sequence of complex valued functions defined on 

some nonenpty subset S of the complex plane. 
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1. 25 DEFINITION The infinite product 

00 

IT (1 + f (z» 
n=l n 

is unifor:mly convergent in S if V E > 0, j N(E) such that V N > N(E) and every 

k ~ 1 and every Z E S, 

I (1 + fN+1 (z» ••• (1 + fN+k (z» - 11 < E. 

1.26 LEMMA Suppose that V n > 0, j M > ° such that V Z E S, If (z) I ~ M • 
n n n 

00 

Assume: L M is convergent -- then the infinite product 
n=l n 

00 

IT (1 + f (z» 
n=l n 

is absolutely and unifor:mly convergent in S. 

PRClOF Absolute convergence is immediate (cf. 1.17): 

00 00 

Z If (z) I ~ Z M < 00. 
n n 

n=l n=l 

00 

As for unifonn convergence, the assumption on the .Mn implies that IT (1 + M ) 
n=l n 

is convergent (cf . 1.5). On the other hand, 

1(1 + fN+1 (z» ••• (1 + fN+k(z» - 11 

~ (1 + IfN+1 (Z)I) ••• (1 + IfN+k(Z)I) -1 

~ (1 + ~+1) ••• ( 1 + ~\J+k) - 1, 

thus it remains only to quote 1.14. 
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00 

1. 27 REHARK It suffices to assume that L: 1 fn (z) 1 is illlifonnly convergent in 
n=l 

S with a bounded sum. 

1.28 EXAMPLE Take for S a compact subset of {z: Izl < l} -- then S is contained 

in {z: Izi ~ 6} for same 6 < 1, so V z E S, 

00 

L: 1 zn 1 

n=l 

Therefore the infinite product 

is absolutely and illlifonnly convergent in S. 

1.29 THEOm1 Let f (z) (n = 1,2, ... ) be continuous (holorrorphic) in a region t 
n 

D and supp:>se that the infinite product 
00 

TT (1 + f (z» n n=l 

is illlifonnly convergent on campact subsets of D -- then the filllction defined by 

00 

TT (1 + f (z» n n=l 

is continuous (holorrorphic) in D. 

1. 30 EXAMPLE The infinite product 

00 

TT z z 
(1 + -) exp (- -) 

n=l n n 

is illlifonnly convergent on compact subsets of C and if as usual, f(z) stands for 

t a.k.a.: nonempty open connected subset of C 



the gamma function, then 

where 

is Euler's constant. 

[Note: 

15. 

00 

1 - ze yz 1T (1 + -nz ) exp(- nZ) , 
r(z) - n=l 

y = lim 
n+ oo 

(H - log n) 
n 

1 00 1 1 
r(z) = - 1T (1 + -) z (1 + ~)-

z n n n=l 

is meromorphic with simple poles at 0 (residue 1) and the negative integers 

n 
- n = - 1, - 2, ••• (residue (-l~ ).J 

n. 

APPENDIX 

Given a complex number T whose imaginary part is positive, let q = exp(n I=I T), 

thus /q/ < 1. 

LEMMA The theta functions 

8l (z/T) 

82 (z/T) 

8
3

(z/T ) 

84 (Z/T) 
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defined by the series 

00 

81 (zIT) = 2 L 
n=O 

(n + ~) 2 
(_l)n q 2 sin(2n + l)z 

1 2 
00 (n + 2) 

82 (zIT) = 2 L q cos(2n + l)z 
n=O 

00 2 
8

3
(zIT) = 1 + 2 L qn cos 2nz 

n=l 

00 

84 (zIT) = 1 + 2 L 
n=l 

are entire fWlctions of z. 

2 
n n (-1) q cos 2nz 

[The defining series are Wliformly convergent on compact subsets of C.] 

RELATIONS 

r-Iexp(r-Iz +~1Tr-rT)8 (z+ 1TT IT) 
4 4 2 = -

ZEROS Let m,n be integers. 

1T 1TT I • 83 (2 + ""2 + m1T + n1TT T) = 0 

1TT I • 84 (""2 + m1T + n1TT T) = o. 
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These formulas give all the zeros of the respective theta functions and each zero 

is simple. 

PRODUcrS Let 

00 

go = TT (1 - q2n) 
n=l 

(cf. 1.22). 

1/4 00 2n 4n 
• 81 (z IT) = 2qoq sin z TT (1 - 2q cos 2z + q ) 

n=l 

00 

1/4 2n 4n 
• 82 (z IT) = 2qoq cos z TT (1 + 2q cos 2z + q ) 

n=l 

00 

• 8
3 

(z IT) = qo TT (1 + 2q2n-1 cos 2z + q4n-2) 
n=l 

00 

• 8
4 

(z IT) = qo 1T (1 - 2q2n-1 cos 2z + q4n-2). 
n=l 

TRANSFORMATIONS 

1 2 
82 (zIT) (- r-r T) 

-"2 
exp( 

z 
)84 (~I 

-1 • = - T ) 
1Tr-r T 

1 2 
83 (zIT) (- r-r T) 

-"2 
exp{ 

z )8 (~ -1 • = - T ) 
1Tr-r T 3 T 

1 2 
84 (zIT) (- r-r T) 

-"2 
exp( 

z 
) 82 (~ I 

-1 • = - T ). 
1TH T 
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[Note: The square root is real and positive when T is purely imaginary.] 

EXAMPLE Take z = x real and T = r-r t (t > 0) -- then 

1 x
2 

x 1M 0
3 

(xl r-r t) = - exp(- -)0 ( -) . 
It 7ft 3 r-r t t 

Specializing still further, let x = 0, and put 

()() 2 
0(t) = r e- n 7ft 

n=l 

thus 

= ~ (1 + 20(~». 
It 



put 
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§2. ORVER 

Given an entire function 

co 

f (z) 
n = L: c z 

n=O n 
(=> lim 

n-+ co 

M(rif) = TIEX If(z) I. 
Izl = r 

2.1 LEMMA M(r;f) is a continuous increasing function of r. 

2.2 LENIMA If f is not a constant, then 

M(r;f) -+ co (r -+ co). 

2.3 LEMMA If for same A > 0, 

lim M(r;f) 
--~-:-~= 0, 
r -+ co rA 

then f is a polynomial of degree ~ A. 

PRCX)F In general, 

Ic I < M(r;f) 
n - n 

r 

so for n > A, 

Ic I ~ lim M(r~f) = 0. 
n r -+ co 

r 

2.4 EXAMPLE We have 

n n M(r;exp z ) = exp r (n = 1,2, ••• ) 

z r M(r;exp e ) = exp e • 



2.5 EXAMPLE We have 

2.6 LEMMA Let 

2. 

r -r 
M{r;sin z) = e ; e 

M{r;cos z) = 
r -r 

e + e 
2 

n + a z (a 7 0, n ~ 1) n n 

be a polynomial of degree n -- then 

M{r;p{z» ~ la Irn (r + 00). 
n 

2.7 DEFL1\l'ITION An entire function is said to be transcendental if it is not 

a pol ynamial. 

2.8 LEMMA If f is transcendental, then for any pol ynornial p, 

lim M{r;p) = o. 
_~ M{r;f) 

r~oo 

2.9 DEFINITION If f % C is an entire function, then its order p (= p (f» is 

given by 

-I' log log M{r;f) 
1m 1 . 

r+ oo ogr 

[Note: Conventionally, the order of f :: C is 0.] 

2.10 REMARK The reason that one ~rks with log log M{r;f) rather than 

log M{r;f) is that if f is transcendental, then 

I
, log M(r;f) 
lln 1 

r+ oo ogr 
= 00. 
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2.11 EXAMPLE Every pol ynanial is an entire function of order 0 (cf . 2. 6) but 

there are transcendental entire functions of order 0, e. g. , 
00 2 
'\' -n n 
L.. e z 

n=O 
(cf. 2.27). 

2.12 ffiW1PLE The entire function exp zn (n = 1,2, ..• ) is of order n. On the 

other hand, the entire function exp e Z is of order 00. 

2.13 DEFINITION f is of finite order if p is finite; otherwise, f is of 

infinite order. 

2.14 LEMMA An entire function f is of finite order iff there exists a positive 

constant K such that 

M(r;f) < exp rK (r > > 0), 

the greatest lower bound of the set of all such K then being the order of f. 

2.15 LEMMA An entire function f is of finite order iff there exist positive 

constants B, C, and K such that 

M(rif) < B exp erK (r > > 0), 

the greatest lower bound of the set of all such K then being the order of f. 

[Note: In general, the constants B and C depend on K.] 

2.16 APPLICATION Suppose that f is an entire function of finite order. Given 

a complex constant A, let fA (z) = f (z + A) -- then p (f) = p (fA) . 

[For 3 K > 0: 

M(ri f ) < exp rK (r > > 0). 

But 

Izl < IAI => Iz + AI < 21z1 
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=> 

YK M(r;f
A

) < exp 2"'r (r > > O).J 

2.17 APPLICATION Suppose that f is an entire function of finite order. Given 

a nonzero complex constant A, let fA (z) = f (Az) -- then p (f) = p (fA) • 

[For :3 K > 0: 

But 

K M(rif) < exp r- (r > > 0). 

JAzJ :s JAJJzJ 

=> 

2.18 LEr~1A If M(rif) ~ her) (r -+ 00), then 

-1' log log M(r;f) _ -=---1 log log her) 
:un, - ~m 1 . Log r og r r-+ oo r-+ oo 

PR(X)F Assuming that r > > 0, write 

=> 

log M(r;f) = log(~1(~~;~ her»~ 

= log her) + log M(r;f) 
her) 

( ,- 1 1 M(r;f)-, 
= log h r) _ 1 + log her) og her) 

log log M(rif) _ log log her) 
log r - log r 
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log[l + log ~(r) log M(~(;~] 
+ -----::;-l-og""'--r--..:......:------'--=--', 

from which the assertion. 

2.19 EXAMPLE If C is a p:>sitive constant, then 

This said, take now in 2.18 

r r- log log Ce = 1 
:un log r • 

r-+ oo 

r 
her) = ~ 

to conclude that the entire functions sin z and cos z are roth of order 1 (cf. 2.5). 

[Note: Define entire functions 

sin rz 
---, cos rz 

by the appropriate p:>wer series -- then each is of order }.] 

2.20 EXAMPLE Put 

00 z-t rl (z) = II t edt. 

Then r 1 is entire and 

Therefore 

log M(r; r 1) ~ r log r (r -+ (0) , 

Sometimes it is simpler to work directly with log r-l(r; f} . 
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2.21 EXAMPLE Fix a > 0 and let 

Then 

f (z) 
a 

00 

=Tr 
n=l 

n 
(1 + ~). 

nan 

00 n 
log I'Hr;f ) = l: log(l + ~) 

a n=l nan 

1 
u 

00 r a = Ja log(l + -)du + OCr ) au 

2 
a 

-r 

u 

-~-l 
1 00 a 
- J t log t dt a 1 

(r -+ 00) , 

where we made the change of variable t = ..£. In the integral 
ua 

2 

let x = t a , hence 

Therefore 

so 

1 
log t dt, 

a 
2" 

~ Joo log x dx 
212 

x 

222 
= ~ Joo log x dx = ~ r (2) = a

4 
• 

4 1 2 4 
x 

2 

log M(r;f ) a a (r -+ 00) , --r 
a 4 

p(f ) 2 - -
a a 
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As will now be seen, the order p of an entire function f can be computed 

from the coefficients of its power series expansion at the origin. 

2.22 SUBLEMMA If there exist positive constants A and K such that 

M{rif) < exp Ark (r > > 0), 

then 

Ic I < {eAK)n/K (n > > 0). 
n n 

PROOF For r > > 0, say r ~ r O' 

Ic I :0; M{rif) < exp{ArK - n log r). 
n n 

r 

As a function of r, 

K 
Ar - n log r 

K 
achieves its minimum at r n , where rn = n/{AK). But for n > > 0, rn ~ rOo And 

K 
exo{Ar - n log r ) • n . n 

n n l/K = exp (A -) exp (- n log (-) ) AK AI< 

= exp (~) exp (log (E-) - n/K) 
K AI< 

= (eAK)n/K. 
n 

2.23 LEMMA If there exist positive constru~ts A and K such that 

then V s > 0, 

Ic I < {eAK)n/K 
n n 

(n > > 0), 

K 
M{rif) < exp{A + s)r (r > > 0), 
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hence 

K + E M(r;f) < exp r (r > > 0). 

PROOF We can and will assume that Co = a and 

Accordingly, 

Put m = [n/K]: 

Therefore 

co 

M(ri f ) :::; E Icnlr
n 

n=l 

co 
(eAK)n/K rn :::; E 

n=l n 

co K 
= E (eAr )n/K 

n=l 
n/K • 

mm ~ m! ~ (-) v2mn 
e 



=> 

=c 3 

m=l 

9. 

(A + s/2)m+lr K(m+l) 
m! 

= (A + s/2) (rK) (exp (A + s/2)rK - 1) 

< exp(A + s)rK (r > > 0). 

2.24 THEOREM The order of the entire function 

is given by 

f (z) 
00 

n = L: c z 
n=O n 

_ lim n log n 
p - log(l/lc I) 

r-+ oo n 

or , equivalently, is given by 

[Note: 

l ' log n 
p = l.TIl 

r-+ oo 1 
log Ic Il/n . 

n 

The terms for which c = 0 are taken to be 0.] n 

PROOF Suppose first that p is finite -- then for any K > p, 

M(r;f) < exp rK (r > > 0), 



thus by 2.22, 

Therefore 

But 

so 

=> 

10. 

log _1 
K > __ l_og-=--n __ + ___ eK __ 

log _1.........,.,-....-

Icnl l
/
n log _1_.....,.-,..

Ic Il /
n 

n 

1 
lim log = 00 

n + 00 I c ,lin ' 
n 

K 2! lim log n 
n + 00 1 

log -, c----',l..-/r-n 
n 

'Ib reverse this, let 

K' > lim log n 

n+ oo 1 1 
og -, c----',l=-/r-n 

n 

Choose a positive integer N (K') : 

log n --.......:..--< K' 

log _l---:::--r
'c ,lin 

n 

(n > N(K')) 

(n > > 0). 



or still, 

11. 

'c , < (!.)n/K' (n > N(K'» • 
n n 

Then, thanks to 2.23 (withA= eI~')' given E > 0, there is an R(E): 

1 K' K'+E M(rif) < exp(eK' + E)r < exp r (r > R(E», 

hence 

K' K' I " log n 
p ~ + E => P ~ => P ~ 1m 1 

In summary: For p f ini te, 

n -+ ro log -, c---',l:;--,)r-n 
n 

I " log n p = 1m 
1 

n -+ ro log , c ,lIn 
n 

Turning to the case of an infinite p, on the basis of what has been said above, it 

is clear that if 

is finite, then p is finite, 

is infinite. 

I " log n 
1m 1 

n -+ 00 log -, c---',l=-)r-n 
n 

i.e. , if p is infinite, 

lim log n 

n -+ ro log 1 

'C ,lIn 
n 

then 

2.25 APPLICATION The order of an entire flllction is lllChanged by differentiation: 

p (f) = p (f') • 
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2.26 EXAMPLE let 0 < p < ()Q - then the entire function 

is of order p. 

()Q 

fez) = l: 
n=l 

2.27 EXAMPLE 'Ihe entire function 

()Q 

fez) = l: 
n=2 

( 1 )n zn 
log n 

is of infinite order and the entire function 

is of zero order. 

()Q 

fez) = l: 
n=O 

2 -n e n z 

2.28 EXAMPLE Fix Q'. > 0 -- then the entire function 

is of order ! . 
Q'. 

[N:>te : Obviously, 

()Q n 
ML (z) = l: z 

Q'. n=O r(cm + l) 

()Q n ()Q n 
=",-::::::-;-_z_~ ",z z 

E... r ( + l) = E... n.! = e 
n=O n n=O 

()Q n 
z 

= l: r(2n + l) 
n=O 

()Q n 

= l: (2~)! = cosh 12.] 
n=O 

2.29 EXAMPLE 'Ihe Bessel function J\) (z) of the first kind of real index \) > -1 
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is defined by the series 

-where (~) v = exp (v log ~), the logarithm having its principal value. Multiplying 

up, 

(~) -v J (z) 
2 v 

is therefore entire and, rroreover, it is of order 1. 

2.30 EXAMPLE Fix a > 1 -- then the entire function 

is of order 0',1. 0',-

[One first has to check that 1) (z) really is entire, "Which can be seen by 
a 

noting that it is unifonnly convergent on compact subsets of C: 

=> 

0',-1 I I for all t such that t > 1 + z. 

00 

= L 
n=O 

This settled, to canpute the order, write 

00 

L 
n=O 

(_1)nz2nt 2n 

(2n) ! dt 
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00 n 
_ ~ r (-1) r(2n + 1) 

ex n=O (2n)! ex 
2n z 

and then proceed... • ] 

[Note: As a special case, 

an entire function of order 2 (by direct inspection) .] 

2.31 LEMMA If f 1 ,f2 are entire functions of respective orders P1 ,P2 and if 

z z 
2.32 EXAMPLE Take fl = e , f2 = -e -- then PI = P2 = 1 but the order of 

2.33 EXAMPLE If f is an entire function of order P, then for any p::>1 ynanial 

p, the order of f + p is equal to p. 

2.34 LEMMA If f 1 ,f2 are entire functions of respective orders P1 ,P2 and if 

z -z 
2.35 EXAMPLE Take fl = e , f2 = e -- then PI = P2 = 1 but the order of flf2 

is o. 

2.36 EXAMPLE If f is an entire function of order P, then for any nonzero p::>ly-

nomial p, the order of pf is equal to p. 

[Note: If the quotient ~ is an entire function, then it too is of order p. 
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Proof: p (~) = p (p • ~) = p (f) .] 

2.37 LEMMA If f,g are entire functions and if £ is an entire function, then 
g 

f p(-) ~max(p(f),p(g». 
g 

PRCX)F Since g • £ = f in the event that p (£) > p (g), we have g , g 

p (~) = p (g • ~) = p (f) 

leaving the case p(£) ~ p(g). 
g 

2. 38 EXA..\lfPLE Consider the theta functions 

81 (zIT) 

82 (z1T ) 

83 (zIT) 

84 (z1T ) 

(cf. 2.34), 

of the Appendix to §1 -- then each is of order 2. First 

Therefore 
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provided that 81 and 84 are of finite order (cf. 2.16). Next, recall the relation 

8 (ZiT) = - A exp(A z +!.. 'ITA T)8 (z + 'lTTIT) 1 4 4 2 • 

Granting for the rroment that p (81 ) = 2, the fact that exp(r-I z) is of order 1 

in conjunction with 2.34 forces 

fram which p(84) = 2 (cf. 2.16). Tb deal with 8
1

, given z, let 

A = (21zl + log 2)/logI1/ql - }. 

Then 

1 2 
2 ~ I q I (n + 2) e (2n + 1) I z I 

n=O 

1 2 
I q I (n + 2) e (2n + 1) I z I + 2 L: 

n>A 

Therefore p (8
1

) ::; 2. That p (8
1

) = 2 is established in 4. 27 . 

2.39 EXAMPLE The entire function 

is of order 2. 

2.40 NOrATION Given an entire function f, let 

A(r;f) = max Re f(z). 
Izi = r 
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2.41 RAPPEL If for some C > 0, d > 0, 

A{rif) < crd (r > > 0), 

then f is a :r:olynomial of degree :s; [d]. 

2.42 LEMMA If f is entire and if the order of F = e f is finite, then f is a 

:r:olynomial (and the order of F is equal to the degree of f) • 

PROOF From the definitions, 

hence 

But V s > 0, 

thus 

and so 

log !F{Z)! = Re fez), 

log M{rif) = A{rif). 

log log M{riF) < p{F) + S (r > > 0), 
log r 

log M{riF) < rP{F) + s (r > > 0) 

A{r;f) < rP{F) + S (r > > 0). 

Therefore f is a :r:ol ynomial of degree :s; [p (F) + s] or still, f is a :r:ol ynomial of 

degree :s; [p{F)]. 
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§3. TYPE 

Let f be an entire function of order p, where 0 < p < 00. 

3.1 DEFINITION The type T (= T (f» of f is given by 

3.2 EXAMPLE The entire function 

is of order n and type I an I . 

3.3 EXAMPLE The entire functions 

- sin Az 

cos Az 

are of order 1 and type I A I . 

log H{rif) 

r P 

(A ;I! 0) 

(a ;I! 0, n ;:: 1) 
n 

3.4 DEFINITION f is of maximal type if T = 00, of minimal type if T = 0, and 

of intermediate type if 0 < T < 00. 

3.5 REMARK f is of finite type if 0 :::; T < 00, which will be the case iff there 

exists a positive constant C such that 

M{rif) < exp erP (r > > 0), 

the greatest lower bound of the set of all such C then being the type of f. 

Here is a formula for the type parallel to that of 2.24 for the order. 
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3. 6 THEOREM The type of the entire function 

is given by 

1 
T =

pe 

00 

fez} = L: c zn 
n=O n 

PROOF Suppose first that T is finite -- then for any A > T, 

M(rif) < exp ArP (r > > O), 

thus by 2.22, 

Ic I < (PeA)n/p (n > > O), 
n n 

so 

A > l:.- n' c / pin (n > > 0). 
pe n 

Therefore 

=> 

'Ib go the other way, let 

K' > l:.- lim (n/c I pin) • 
pe n + oo n 

Choose a positive integer N(K'}: 

l:.- n Ic / pin < K' (n > N(K')} 
pe n 
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or still, 

(n > N{K'». 

Then, thanks to 2.23 (with A = K', K= p), given any s > 0, there is an R(s): 

H{r;f) < exp(K' + s)rP (r > R(s», 

hence 

T ~ K' + € => T ~ K' => T ~ ~ lim (n/c /p/n). 
pe n -+ ()() n 

In surnnary: For T f ini te, 

T = ~ lim 
pe n -+ 00 

Turning to the case of an infinite T, on the basis of what has been said above, it 

is clear that if 

I lim 
pe n -+ ()() 

is finite, then T is finite, i.e., if T is infinite, then 

is infinite. 

I lim 
pe n -+ ()() 

3. 7 APPLICATION The type of an entire function is unchanged by differentiation: 

T(f) = T(f'). 

3.8 EXAMPLE Let 0 < P < ()() -- then the entire function 

fez) 
()() 

= L: ( pe )n/p zn 
n=2 n log n 



4. 

is of order p and of minimal type. 

3.9 EXAMPLE wt 0 < p < co -- then the entire function 

co 

f(z) = l: 
n=2 

is of order p and of maximal type. 

3.10 EXAMPLE The entire function 

2 
z --~ J~ e

zt 
dt 

is of order 1 and of type 1. 

3.11 EXAMPLE wt 0 < p < co, 0 < T < co - then the entire function 

co 

f(z) = E 
n=l 

is of order p and of type T (cf. 2.26). 

3.12 EXAMPLE Fix a > 0, A > 0 -- then the entire function 

co (Az)n 
.ML A(z) = l: 

a, n=Or(an+l) 

is of order !. and of type A (cf. 2.28). 
a 

3.13 EXAMPLE Fix t > 0 and let 

co 

8
t

(Z) = 1 + E 
n=l 

Then 8t is of order 2 and of type 4!t. 
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[Note: As a special case, 

nz e 

1 
an entire function of order 2 and of type 4 log 2 (cf. 2.39).] 

3.14 LEMMA Let f 1 ,f2 be entire functions of respective orders P1,P2' where 
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§4. CONVERGENCE EXPONENT 

Let {r :n = 1,2, ... } be a sequence of positive real numbers with 
n 

finite repetitions being permitted. 

(r -+ co) , 
n 

4.1 DEFINITION The greatest lower bound K of the positive p for which the series 

co 

1:: 1 
n=l r P 

n 

is convergent is called the convergence exponent of the sequence {r :n = 1,2, ... }. 
n 

N.B. If If p, 

then take K = co. 

co 
1 1:: - = co, 

n=l rP 
n 

4.2 EXAMPLE The sequence {en} has convergence exponent o. 

4.3 EXAMPLE The sequence {log n} has convergence exponent co. 

4.4 REMARK Take K < co -- then the series 

nay or nay not converge. 

co 

1:: ~ 
K n=l r 
n 

co 

[The sequence {n} has convergence exponent 1 and 1:: .! is divergent while the 
n=l n 

co 

sequence {n (log n) 2} also has convergence exponent 1 but 1:: 1 is convergent. J 
n=2 n(log n)2 



4. 5 :I.at1MA vvre have 

2. 

-1' log n K= llt1 log r n + 00 n 

4.6 DEFINITION The counting function n (r) (r 2 0) of the sequence 

{r :n = 1,2, ... } is the number of r such that r $; r, Le., n n n 

nCr) = 2: l. 
r $;r 
n 

[Note: n (r) = ° for ° $; r < r 1. In addition, n (r) is right continuous, 

increasing, integer valued, and piecewise constant.] 

4.7 EXAMPLE Take rn = n V n -- then nCr) = [r]. 

4.8 EXAMPLE Let {rn:n = 1,2, ... } be the sequence derived from the lattice points 

in the plane (excluding (0, 0» -- then 

00 

2: 2- = 2: ---:::--l_:::---=-
n=l ~ (m,n)7(0,0) (m2 + n2)p/2 ' 

n 

the series on the right being convergent if p > 2 and divergent if p $; 2, hence 

K = 2. And here 

2 nCr) ~ rrr (r + 00) • 

4. 9 LEMl.\1A We have 

-1' log nCr) = 1;""" log n 
llt1 1 .... " log r r+oo ogr n+ oo n 

4.10 APPLICATION The convergence exponent K is given by 

~l log nCr) 
llt1 1 r+ oo ogr 

(cf. 4.5). 
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3. 

4.11 DEFINITION Take K < 00 - then the density of the sequence {r :n = 1,2, ... } 
n 

tJ. = lim n K· 
n-+oor 

n 

4.12 EXA.1I.1PLE Fix P > 1 and let r = nP -- then K = lip and tJ. = 1-n 

4.13 LEMMA We have 

A - -1" n(r) 
LJ,- llll --. 

K r-+ oo r 

4.14 DEFINITION Take K < 00 -- then the genus of the sequence {r :n = 1,2, .•• } 
n 

is the smallest nonnegative integer g such that 

is convergent. 

00 

1 
L: ~l 

n=l r g 
n 

4.15 LEMMA Assume that K is finite. 

• If K is not an integer, then g = [K]. 

00 

• If K is an integer, then g = K - 1 if L: ~ is convergent while g = K 
n=l rK 

n 
00 

if L: ~ is divergent. 
n=l r n 

Having dispensed with the fonnalities, we shall now cane back to complex variable 

theory. So supfOse that f is a transcendental entire function of finite order p. 

Arrange the nonzero zeros of f in a sequence zl'z2'... such that 
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with multiple zeros counted according to their multiplicities and let rn = Iz I· n 

4. 16 Tf-IE0R:E11 Given E > 0, 

Before detailing the proof, it will be best to make some initial reductions. 

• If the number of zeros of f is finite, then n (r) is eventually constant 

and the result is trivial. It will therefore be assumed that r = Iz I ~ 00. 
n n 

• If f(O) = 0, write fez) = zffig(z) (g(O) 7! 0) -- then the order of f equals 

the order of g (cf. 2.36) so we can just as well assume fran the beginning that 

f(O) 7! O. 

• Since multiplication by a nonzero constant does not affect the order of the 

zeros, there is no loss of generality in assuming that If (0) I = 1. 

4.17 JENSEN INEQUALITY If If (0) I = 1, then V r > 0, 

r net) f 0 -t- dt :0; log M(r;f). 

Proceeding to the proof of 4.16, fix a parameter A E ] 0,1 [ -- then 

or still, 

;;. net) dt >.f net) dt o t -Ar t 

~ nCAr) .f dt 
>..r t 

1 = n (Ar) log I 

1 n(Ar):o; 1 log M(rif) 
log I 



or still, 

Therefore 

But 

thus 

or still, 

'Ib finish up, simply take 

5. 

nCAr) 
"""""log-"""M""'-Cr""':'i-::f:'-) $ 

1 
1 . 

log -
A 

lim nCAr) $ 1 
r + ro log M(rif) 1 . 

log X 

log M(r;f) < r P + E (r > > 0), 

,.--,- n (Ar) 
lIm + 

r + ro rP E 

- nCr) 
lim + 

r + ro r P E 

1 
1 

log -
A 

1 1 
1 . 

AP + E log X 

A = e-l/(p + E) • 

4.18 APPLICATION If f is a transcendental entire function of finite order p, 

then V E > 0, 

4.19 LEMMA If If (0) I = 1, then 

PR)()F In fact, 

nCr) $ log M(erif). 

n (r) = n (r) fer dt 
r t 
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::; Jer net) dt 
r t 

::; log !·1:(eri f) . 

4.20 THEOREM If f is a transcendental entire function of finite order p, then 

the convergence exponent K of the sequence {r = I z I} is ::; p. 
n n 

PROOF This, of course, is trivial if f has a finite number of zeros (for then 

K = 0), so as above it will be assumed that f has an infinite number of zeros (hence 

that rn = IZnl -+ (0), matters reducing to the case when If(O) I = 1: 

K = lim log n (r) 
log r (cf. 4.10) 

r-+ oo 

< -::-'-1 log log M(eri f ) 
- JlU 1 r-+ oo ogr 

(cf. 4.19) 

::; lim log log M(eri f ) • log er 
~ lor er log r 

r-rOO 

= lim log log M (r ; f) 
r -+ 00 log r 

= p. 

4.21 COROLLARY If P > p, then 

00 

L: 1 < 00. 

n=l Iz IP 
n 

4.22 EXAMPLE It can happen that K < p. E.g. : If f (z) = e Z
, then p = 1 but 
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2 
there are no zeros, thus K = O. Another "for instance" is given by e Z sin z, 

where K = 1 < 2 = p. 

[NOte: The so-called canonical products constitute a class of entire functions 

of finite order for which K = P (cf. 5.l0).J 

4.23 REMARK If K is positive, then f has an infinite number of zeros. 

4.24 DEFINITION Let f be a transcendental entire function of finite order p --

then f is said to be of convergence class or divergence class according to whether 

is convergent or divergent. 

00 

L: _1_ 

n=l Iz IK n 

4.25 EXAMPLE The transcendental entire function 

00 

fez) =TTCl- z ) 
n=2 n(log n)2 

is of order 1. Here K = 1 and fez) is of convergence class (cf. 4.4). 

4.26 EXAMPLE The transcendental entire functions 

sin z 

cos z 

are of order 1 and of divergence class. 

4.27 EXAMPLE Consider the theta functions 

81 (zIT) 

82 (z1T ) 

8
3 

(z 1 T) 

84 (zIT) 
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of the Appendix to §l -- then the zeros of each of them are enumerated there and 

in all four cases, 

00 

L 1 

n=l Iz IP 
n 

is convergent if p > 2 and divergent if p :0; 2 (cf. 4.8), hence K = 2. On the other 

hand, it was shown in 2.38 that P(Gl) :0; 2, so P(Gl) = 2 (=> peG) = p(G ) = p(G ) = 2). 234 

Therefore the theta functions are of divergence class. 

4.28 LEMMA If If(O) I = 1 and if 0 < p = K < 00, then 

PR(X)F In fact, 

A - -I" nCr) u- 1m--
r -+ 00 rK 

(cf. 4.13) 

:0; lim e K log M(er;f) 
r -+ 00 (er)K 

(cf. 4.19) 

= lim e P log M(er;f) 
r -+ 00 (er)p 

= lim e P log M(r;f) 

r -+ 00 r P 

(cf. 3.1). 

Ma.intaining the assumption that f is a transcendental entire function of finite 

order p, suppose further that f is of finite type T (cf.3.5), so p > O. 

4.29 THEOREM We have 

lim nCr) :0; peT. 
r -+ 00 r P 
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'Ihe tedmical key to proving this is to employ a generalization of 4.17. 

4.30 JENSEN INEQUALITY If f has a zero of order m at the origin, then 

~ n(t) dt $ log H(r.f) _ log f (0) I 
(m) I 

o t ' m! 

[Note: When m = 0, the correction tenn becomes 

m 
r . 

- log /f(O) / 

which disappears if in addition / f (0) / = 1.] 

1b establish 4.29, start by fixing a parameter :\ E ] 0,1 [ and then proceed as 

in the proof of 4.16: 

{; n~) dt ~ n{:\r) log i 
or still, 

1 I f (m) (0) I m n(:\r) $ 1 (log H(r;f) - log m! r) 
log X 

or still, 

I
f (m) (0) I m 

log I r m. 
n{:\r) 1 

'log-~H-;-(r"":";-':f') $ 1 
log X 

(1 - log H(rif) ) • 

But 

llID' log r = 0 (f 2 10) 
1 ( f) c... 

r -+ 00 og M ri 

'Iherefore 

lim n(:\r) $ 
log M(r;f) 

r-+ oo 
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Since f is of finite type, V s > 0, 

log M(rif) < (T + s)rP (r > > 0). 

And this implies that 

lim 
r-+ oo 

nCAr) 1 
---'----'-- :::;; -~ 

(T + s)rP log! 
A 

or still, 

Setting A = e-l / p then gives 

so in the limit (s -+ 0) 

lim nCr) :::;; pe(T + s), 
r -+ 00 r P 

-I' nCr) 
1m --:::;; peT. 

r -+ 00 r P 

4.31 REMARK It follows that if f has finite order and finite type, then 4.18 

can be sharpened to 
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§5. CAtJONICAL PRODUCTS 

Given a nonnegative integer p, let 

E(z,p) 

[Note: The polynomial 

E(z,O) = 1 - z (p = 0) 

2 z = (1 - z)exp(z + 2: + 

2 z 
z + 2: + 

zp 
+

P 

is the p th partial sum of the expansion 

00 k 
1 z 

logl_ = l: -k·J 
z k=l 

p 
+~) (p > 0). 

p 

5.1 DEFINITION The functions E(z,p) are called primary factors. 

Then 

5.2 LEMMA If I z I s; I, then 

IE(z,p) - 11 s; Iz lP+1. 

PRCDF Assuming that P is positive, write 

00 

n 
E(z,p) = 1 + l: A z • 

n=l n 

00 

n-l 
E' (z,p) = l: nA z 

n=l n 

M8anwhi1e, 

2 
E' (z,p) = - zp exp(z + z2 + 

p 
+~) • 

p 
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Therefore 

= A = ° and A < ° (n > p) • p n 

On the other hand, E(l,p) = 0, so 

00 

Accordingly, 

Izl :<; 1 => IE(Z,p) - 11 

00 

:<; l: IA I Izl
n 

n n=pt1 

Iz lpt1 
00 

= l: IA I Iz/ n-P-1 
n=p+1 n 

Iz/pt1 
00 

:<; l: IA I 
n=p+1 n 

= Iz/P+1. 

Let {z :n = 1,2, ... } be a sequence of nonzero canp1ex numbers with 
n 

(Iz 1-+ 00), n 

finite repetitions being permitted. Put rn = I zn I and assume that the convergence 

exponent K of the sequence {rn:n = 1,2, ... } is finite. 

Fix a nonnegative integer p such that the series 

is convergent. 

00 

l: _1_ 
n=l ~1 

n 
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5.3 NarATION rEt 

00 

P (z,p) = rr E (zz ,p) • 
n=l n 

N.B. At the origin, 

P(O,p) = 1. 

5.4 THEOREt-1. P(z,p) is an entire function whose zeros are the z • 
n 

PROOF Taking into account 5.2, it is a question of applying 1.26 and 1.29. So 

consider the series 

00 

L: 
n=l 

z (E(-,p) - 1). 
z 
n 

Given R > 0, choose N > > O:n > N => Iz I > R -- then for Izl ~ R, 
n 

and by assumption 

L: 
n>N 

1 < 00 

Iz Ipt-l • 
n 

5.5 LEMMA FOr all oarnplex z, if p = 0, 

and if p > 0, 

where C = 3e(2 + log pl. 
p 

logIE(z,O) I ~ log(l + Iz I), 

logIE(Z,p) I ~ C Izlpt-l 
P 1 + Izl 

PROOF The first inequality is trivial. 'Ib establish the second inequality, 
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consider two cases. 

• Izl::; ~1 -- then 

logIE(z,p) I = logl (E(z,p) - 1) + 11 

since log(x+1) ::; x for x ~ o . 

• Izl >~--then p+1 

::; log ( IE (z, p) - 11 + 1) 

::; IE(z,p) - 11 

::; IzlP+1 (cf.5.2), 

I Z l 2 IzlP 
logIE(Z,p) I ::; 21z1 + ~ + ••• + 7 

= I ziP (!. + ~ b + ••• + l 1 + 2 1 ) 
P p-1 IZI 2 Izlp-2 Izlp-1 

::; IzlP e(2 + log p) 

= e(2 + log p) Izl
P i:I~1 

1 IzjP+1 = e (2 + log p) (1 + TZT) ITrzr 

~
1 

::; 3e(2 + log p) z 
1 + z 

- C z ~
1 

- p1+z ' 
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since 

And 

1 + b < 1 + p+l = 1 + 1 + !.. ::; 3. 
IZI P P 

5.6 SUBLEMMA We have 

l ' nCr} = a 
1m 0+1 . 

r-+cor'" 

PROOF In fact, 

co 
L: _1_ = fco dn(t} 

n=l ?l a tP+l 
n 

= lim nCr} + (p+l) f~ n~~ dt. 
r -+ co ?l t 

nCr) _ (p+l)n(r) fco ~ 
?l - r tP+2 

::; (p+l) fco net} dt -+ a (r -+ co). 
r tP+2 

5. 7 LEMMA Put r = I Z I -- then for p = 0, 

loglp(z,O) I ::; ~ net) dt + r fco net} dt 
o t r t2 ' 

and for p > 0, 

loglp(z,p) I ::;(p+l) C ~ (~ n (t) dt + rfco 
np+(t

2
) dt). 

p a tP+l r t 

PROOF If P = 0, 
co 

loglp(z,O} I ::; L: log(l + .~) 
n=l rn 

(cf. 5.5) 



and if P > 0, 

6. 

00 r 
= 10 log(l + t)dn(t) 

00 

r I 00 net) = log(l + t)n(t) 0 + rIO t(t+r) dt 

r net) 1
00 

00 net) 
= log(l + t)t-t- 0 + rIO t(t+r) dt 

00 n (t) 
= rIO t(t+r) dt 

00 yP'-1 
loglp(z,p) I ~ Co L: p (cf. 5.5) 

- n=l r- (r+r ) n n 

1

00 

= C rp+l net) 
p tP(t+r) 0 

= C ~O+l net) 
P tP+l(l + r/t) 1

00

0 
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:::; (ptl}C yPUr net) dt + r/X> net} dt). 
P 0 tptl r tpt2 

5.8 REMA..~ For use below, note that these inequalities involve z only through 

its modulus r, hence provide estimates for 

log M(r;P(z,p». 

It has been assumed from the outset that the convergence exponent K of the 

sequence {r :n = 1,2, •.. } is finite, thus it makes sense to take p = g, the genus 
n 

of the sequence {r :n = 1,2, ... } (cf. 4.14). 
n 

5.9 DEFINITION 

<Xl 

P(z,g) = 1T E(zz ,g) 
n=l n 

is called the canonical product formed from the z . 
n 

[Note: P(z,g) is a transcendental entire function and the infinite product 

defining P(z,g) is absolutely convergent (cf. 5.4).J 

5.10 THEOREM The order p of P(z,g) is equal to K. 

PROOF It suffices to show that p :::; K, hence is finite (for then, on general 

grounds, K :::; P (cf. 4.20)}. In any event, 

g :::; K :::; g + 1 (cf. 4.15) 

and it will be assumed that g is positive. 

case 1: K < g + 1. Choose E > 0: K + E < g + 1 -- then 

net} < t K+E (t > > 0) (cf. 4.10), 
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so 

log M(riP(z,g» 

K+E:-g K+E:-g 
~ (g+l)C rfJ(O(l) + r + r ) 

g K+E:-g g+l-K-E: 

K+2E: < r (r > > O). 

Therefore p ~ K. 

Case 2: K = g+l. OWing to 5.6, 

1" n (r) = O. 
1Ill +1 

r-+rorg 

Fix E: > 0 and choose rO: 

Then 

r > rO => n(r
l
) < E:, fro n(t

2
} dt < E:. 

r g+ r t g+ 

log M(r;P(z,g}) 

~ (g+l)C rg(rn(~i + rE:) 
g rfJ 

g+l = 2(g+1}C E:r g 

Restated: V C > 0, 

K log M(r;P(z,g)} ~ Cr (r > > 0). 
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Therefore p ~ K (and more (cf. 5.16». 

[Note: The discussion when g = 0 is similar but simpler.] 

5.11 Lll1MA Let Q be a p:>l ynanial of degree q and put 

f(z) = eQ(z)p(z,g). 

Then 

p(f) = max(q,K). 

PRCX)F Since q equals the order of e
Q 

and since K equals the order of P (z ,g) , 

it follows from 2.34 that 

p(f) ~ max (q,K) • 

On the other hand, K ~ p (f) (cf. 4.20). And 

Therefore 

~=eQ=>q= p(e
Q

) ~max(p(f)/K) (cf.2.37) 

= p(f). 

max (q,K) ~ p(f). 

[Note: It is a corollary that if p(f) is not an integer, then p(f) = K.] 

5.12 EXAMPLE The canonical product 

represents 

5.13 EXAMPLE The reciprocal 

sin 7TZ 

7TZ 

00 

(cf.1.23). 

1 = eYz 1T (1 + nZ)exp(- -n
z

) 
zr (z) n=l 
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is a transcendental entire function of order 1. To see this, take z = - n 
n 

(n = 1,2, ••. ) -- then K = 1 and g = 1 (cf. 4.15). In view of 5.10, the order of 

the canonical product 

00 

TI (l + ~}exp(- ~) 
n=l 

is 1, as is the order of eYz . Therefore the order of zr~z} equals 

max(l,l) = 1 (cf. 5.11). 

5.14 ~~LE Let wl ,w2 be two nonzero complex constants whose ratio is not 

purely real. Put 

and consider 

rl = ffi.Ul + nW
2 

«m,n) ~ (0,0» m,n 

IT z z 1 z 2 
I I (1 - -rl-)exp(-rl- + 2(rr--) ). 

m,n m,n m,n m,n 

Then here, K = 2 and g = 2 (cf. 4.15). setting 

0(Z!wl ,w2) = TI ... , 
m,n 

it follows that cr(z !wl ,w2) is a transcendental entire function of order 2. 

The proof of 5.10 fell into tVJO cases: 

K < g + 1 or K = g + 1. 

5.15 RAPPEL (cf. 4.15) 

• If K is not an integer, then g = [K]. 

00 

• If K is an integer, then g = K - 1 if L: 1 is convergent, while 
n=l IZnlK 
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00 

1 g = K if L: is divergent. 
Iz IK n=l 

n 

[Note: Employing the tenninology of 4.24, in this situation 

- P(z,g) of convergence class => g = K - 1 

P(z,g) of divergence class => g = K.] 

So, if K is not an integer, then K < g + 1 and if K is an integer, then 

00 00 

K < g + 1 if L: 1 is divergent but K = g + 1 if L: 1 is convergent. 
n=l IZnlK n=l IZnlK 

With these points in mind, we shall now proceed to the detennination of the 

type L of P(z,g) • 

[Note: The very definition of type requires that 0 < p < 00. It is automa.tic 

that P is finite and it is also autonatic that p is positive if K is not an integer 

or if K is an integer and g = K - 1 but if K is an integer and g = K, then it will 

be assumed that K (= p) is positive.] 

00 

5.16 THEX)REM If K is an integer and if L: 1 is convergent, then P(z,g) 
n=l Iz IK 

n 
is of minimal type. 

[Here K = g + 1, thus the assertion is implied by the "case 2" analysis in 5.10.] 

5.17 LEMMA Take p > 0 -- then 

PRCX>F Since P(O,g) = 1, in view of 4.19, 

nCr) ~ log M(eriP(z,g», 

thus 



and 

Then 

12. 

!!-(r} < log N(er;P(z,g}) 
K - K 

r r 

=> 

fl = lim n_(~_} (cf. 4.13) $; lim eK log M(er;P(z,g» 
r + 00 r r + 00 (er}K 

= lim eP log M(eriP(z,g» 
r + 00 (er)p 

= e P lim log H(eriP(z,g}) 
r + 00 (er)p 

Suppose that K is not an integer (hence P > 0 and g < K < g + 1). 

5.18 LEMMA Put 

K = (g + l)C I-~+ -~-I (g > 0). g,K g K-g g+I-K 
-- -

T $; 2K~ fl. 
~,K 

PRCX>F Given E > 0, we have 

net) < (fl + E)tK (t > > O). 

Therefore, taking g > 0, 

log M(riP(z,g)} 
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(cf. 5.7) 

K-g K-g 
::; (g + l)Cllrg(O(l) + (.6. + E) _r_ + (.6. + E) r ) 

~ K-g g+l-K 

K 
< 2K (.6. + E}r (r > > 0). g,K 

Since p = K, it follows that 

i.e. , 

lim log M(riP(z,g» :s; K (.6. + E), 

r
p g,K 

r-+ oo 

T :s; 2K .6.. g,K 

[Note: The discussion when g = 0 is similar but simpler.] 

5.19 THEOREM If K is not an integer, then P (z , g) is of maximal, minimal, or 

intermediate type according to whether .6. = 00, .6. = 0, or 0 < .6. < 00 and conversely. 

[This is implied by 5.17 and 5.18.] 

00 

1 There rena.ins the case when K is an integer> 0 and L is divergent 
n=l Iz IK 

n 
(hence g = K). 'lb this end, let 

o (r) =1 ~ -KI L z , 
Iz I<r n 

n 

put 

o = lim 0 (r), 
r-+ oo 
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and set 

r = max (0 ,t-.) • 

5.20 THEOREM Under the preceding conditions, P (z I g) is of maximal, minimal, 

or intennediate type according -to whether r = ()(), r = 0, or 0 < r < ()() and conversely. 

The proof can be divided into two parts. 

• :3 C > 1: 

[First, it can be shown that for same C > 1, 

Thus 

and so 

Meanwhile, 

o(r) < C log M(eriP(Z,g» 
rK 

° (r) < (CeP) log H(er;P(z,g» 
(er)p 

(r > > 0). 

(r > > 0) 

(cf. 5.17). 

Therefore 

• 3 K > 0: 

[Write 

() ( (1 2: z -K) ZK) 
P z, g = exp K I z I <r n 

n 
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where r = Iz I and take K > 1 -- then 

But \j E > 0, 

Therefore 

And finally 

log H(r;P(z,g}} 

K 
:0; 6(r}r 

K 
:0; 6(r}r 

net) < (6 + E)tK (t > > O). 

log M(r;P(z,g» 

K K 
:0; 6(r}r + 2(g + 1}Cg (6 + E}r (r > > O). 

L = lim log M(r~p(Z,g}) :0; 6 + 2(g + 1)C
g
6 

r+()() r 

:0; r + 2(g + l)C r g 

= (1 + 2(g + l)Cg)r 

== Kr. 

{Note: Minor modifications in the argument are needed if K = 1.] 
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5.21 EXAMPLE In the setup of 5.12, the zeros are ± n (n = 1,2, •.• ), say 

Zl = 1, z2 = -1, z3 = 2, z4 = -2, ••• , hence r l = 1, r 2 = 1, r3 = 2, r 4 = 2, •••• 

Here K = 1 and sin TrZ is of divergence class. J.Vbreover, 
TrZ 

oCr) = 0 (r > 0) => 0 = O. 

On the other hand, 

f., = lim n (cf. 4.11). 
r n-+ oo n 

But 

Therefore f., = 2 and 

r = max(o,f.,) = rnax(0,2) = 2. 

I.e. : sin TrZ --- is of intenned.iate type. TrZ 

5.22 EXAMPLE In the setup of 5.13, the zeros are -n (n = 1,2, ..• ), say Z = -no 
n 

1 Here K = 1 and zr (z) is of divergence class. However, in contrast with 5.21, 

0= lim (l+~+ = 00. 

n-+ oo 

Since it is clear that f., = 1, we thus have 

r = max(o,f.,) = max(oo,l) = 00. 

Consequently, 

00 

1T (1 + ~)exp(- ~) 
n=l 
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is of maximal type. But the order of e yz is 1 and the type of e yz is y. An 

appeal to 3.14 then implies that 

()() 

1 
zf (z) = 1T (1 + ~)exp(- ~) 

n=l 

is of maximal type. 
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§6. EXPONENTIAL FACTORS 

Take a canonical prcxiuct P(z,g) per §5, let Q be a polynomial of degree q ~ 1 

and put 

Then 

fez) = eQ(z)p(z,g). 

p(= p(f)) = max(q,K) (cf. 5.11). 

[Note: Recall that it is always true that K ~ P (cf. 4.20).] 

6.1 DEFll\JITIOO The genus of f is the nonnegative integer 

gen f = max(q,g). 

6.2 IlllMA We have 

gen f ~ p. 

[This is because g ~ K (cf. 5.15).] 

6.3 LEMMA If P is not an integer, then the genus of f is [p]. 

PROOF For here p = K (and p > q). But in general, 

g ~ K ~ g + 1, 

so in this case 

g < P < g + 1, 

thus 

gen f = max(q,g) = max(q, [p]) = [p]. 

6.4 LEMMA If P is an integer, then the genus of f is either equal to p or to 

p - 1. 

PROOF The genus of f is necessarily less than or equal to p (cf. 6.2). If 
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it is less than p, then q < P {=> q ::; p - I} and p = K, hence 

g::;p::;g+1. 

But by assumption, g < p. Therefore g = p - 1 and 

gen f = rnax(q,g} = max(q,p - I} = p - 1. 

6. 5 REMARK v·7hen p is an integer, there are five possibilities. 

{i} K < p, g ::; K, q= p, gen f = P 

{ii} K = p, g = P, q= p, gen f = P 

(iii) K = p, g= p, q < p, gen f = P 

(iv) K = P, g = P - 1, q= P, gen f = P 

{v} K = p, g = P - 1, q < p, gen f = P -1. 

And examples illustrating the various possibilities can be constructed. 

6. 6 THEOREM Suppose that p is nonintegral - then f is of maximal, minimal, 

or intennediate type according to whether IJ. = 00, IJ. = 0, or 0 < IJ. < 00 and conversely. 

PROOF In this situation, p = K (the order of P (cf. 5.10», while p > q (q the 

order of e
Q
). Therefore the type of f equals the type of P (cf. 3.14), so we can 

quote 5.19. 

6.7 THEOREM SUppose that p is integral. Assume: g < p -- then f is either 

of minimal type or of intermediate type. 

PROOF The assumption that g is less than p puts us in cases (i), (iv), or 

(v) above. 1 Since the series L: is convergent, one can replace K by p in 
n=l IZnlP 

00 

5.16 and conclude that P(z,g) is of minimal type. 
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• In case (i), "b."le order of e
Q 

is strictly greater than the order of 

P: q > K. Therefore 

la I 7 0 q 
(cf. 3.14), 

so f is of intermediate type. 

• In case (iv) , the order of e
Q 

and the order of P are one and the same: 

q = K. Since 0 < T(eQ) = la I < 00, 0 = T(P), the conclusion is that T(f) = la I 
q q 

(cf. 3.14), thus f is of intermediate type. 

• In case (v), the order of eQ is strictly smaller than the order of 

P: q > K. Therefore 

T(f) = T(P) = 0 (cf. 3.14), 

i.e., f is of minimal type. 

Assuming still "b."lat p is integral, it remains to deal with cases (ii) and 

(iii) (=> g = p). Agreeing to write 

let 

o (r) 

put 

and set 

a = a if q = p 
p q 

a = 0 if q < p, 
p 

+ ~ L: 
P Iz I<r 

n 

-pi z , 
n 

o = lim 0 (r), 
r+ oo 

r = rnax(o,L'I). 
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6.8 THEOREM SUPIX>se that p is integral. Assume: g = p -- then f is of 

rraximal, minimal, or intennediate type according to whether r = 00, r = 0, or 

o < r < 00 and conversely. 

PRCX)F The case (iii) scenario is straightforward: q < K = p, hence T (f) = 

T (P), the latter being controlled by 5.20 (a = 0, so the r there is the r here). 
p 

As for what happens in case (ii) , simply repeat the proof of 5.20 subject to the 

complication resulting from the presence of a ;t 0 in the definition of 6, the trick 
q 

being to write 

x 1T E{~, g - 1) rr E(~,g). z z I z I <r n I z 12r n n n 

6.9 REMARK Under the preceding assumptions, if f is of minimal type, then 

00 1 
1 E -=-a 
p n=l zP p 

n 
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§7. REPRESENTATION THEORY 

Let f be an entire function -- then as regards its zeros, there are three 

possibilities. 

1. f has no zeros. 

2. f has a finite number of zeros. 

3. f has an infinite number of zeros. 

7.1 THEOREM If f has no zeros, then there is an entire function g such that 

1 . . f' 
PR(X)F Since f has no zeros, f 1S entire, as 1S r. Define g by the prescription 

g (z) = JZ f' (t) dt o f(t) , 

f' 
the path of integration being immaterial -- then g' = r. And 

Therefore 

=> 

(fe-g) , = f'e-g - fg'e-g 

... , 
= e -g (f' - f =-) 

f 

= O. 

f(z)e-g(z) = f(O)e-g(O) = f(O) 

fez) = f(O)eg(z). 

Conclude by absorbing f (0) into the exp::>nential. 

7. 2 REMA..~ If f has no zeros, if f = eg , and if f is of finite order, then g 

is a polynomial (cf. 2.42). 
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SupPJse now that f is an entire function with finitely many zeros zl ~ 0, .•. , 

z ~ 0 (each countErl with multiplicity), as well as a zero of order m 2: 0 at the 
n 

origin -- then the entire function 

n 
f(z)/zffi IT (1 - ~) 

k=l zk 

has no zeros, hence equals 

g(z) 
e , 

where g (z) is entire, so 

f (z) 

N.B. If f is of finite order, then g is a PJlynomial (cf. 7.2). 

Assume henceforth that f is a transcendental entire function of finite order 

p with an infinite mnnber of nonzero zeros {z :n 2: l} and a zero of order m 2: 0 at 
n 

the origin. Set IT(z) = P(z,g). 

7.3 HADAlI1ARD FACl'ORIZATION We have 

where Q(z) is a PJlynamial of degree q ~ p. 

PROOF The quotient 

f (z) 

z~(z) 

is entire and has no zeros, thus can be written as eQ(z) , where Q(z) is entire. 

CMing to 2.37, the order of 
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is ::;; the maximum of p and the order of zItJr (z), the order of the latter being that 

of IT(z) (cf. 2.36), ~ihich in turn is equal to K (cf. 5.10). But K is ::;; p (cf. 4.20). 

'Iherefore the order of eQ(z) is :s; p, so Q(z) is a polynomial of degree q :s; p (cf. 

2.42) . 

7.4 REMARK If f is a transcendental entire function of finite nonintegral 

order p, then it is automatic that f has an infinity of zeros. 

[In fact, 

p = max(q,K) (cf. 5.11) => p = K. 

But if f had finitely many zeros, then of necessity, K = 0 •••• ] 

By definition (cf. 6.1), 

gen f = max(q,g) 

and the simplest cases 

o 
gen f = 

1 

are of special interest. 

7.5 LEMMA If gen f = 0 or 1, then p :s; 2. 

PROOF If P is not an integer, then gen f = [p] (cf. 6.3), hence p < 2. On 

the other hand, if p is an integer, then gen f = p or p - 1 (cf. 6.4), hence p ::;; 2. 

• gen f = O. Here q = 0, so Q(z) = C, and 

f(z) 

where 
00 

L _1_ < 00. 

n=l IZnl 
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• gen f = l. 

q=l 
()() z/z 

=> f (z) m az+b IT z - n 
= z e (1 - -)e , 

n=l z 
g = 1 n 

where a ;t o and 

()() 

L: 1 < ()() 
n=l Iz 12 n 

but 
()() 

L: 1 __ = co. 

n=l IZnl 

q = 0 
()() z/z 

=> f (z) mC IT z n = z e (1 - -)e , z 
9 = 1 n=l n 

~Nhere 
()() 

L 
1 < ()() 

n=l Iz 12 n 

but 
()() 

L: 1 ___ = 00. 

n=l IZnl 

q = 1 
()() 

=> fez) m az+b IT z = z e (1 - -), 
n=l z 

9 = 0 
n 

where a ;t o and 
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§8. ZEROS 

Let f be an entire function. 

8.1 DEFINITION A critical point of f is a zero of fl. 

Suppose that 

k 
fez) = 1T 

i=l 

k 

m. 
1 

(z - z.) 
1 

is a polynanial of degree n, thus L: m. = n and the z. are distinct. There are 
. 1 1 1 1= 

tha"1 tv.o kinds of critical points. 

• A zero z. of multiplicity m. > 1 is said to be of the first kind. 
1 1 

Counting it ro. - 1 times (its multiplicity as a zero of f I), it follows that there 
1 

are n - k critical points of the first kind. 

• Since t...1.e degree of fl is n - 1, there are k - 1 additional critical 

points, t."1ese being te:rmed of the second kind. They are not zeros of f but are 

fl 
zeros of lE (defined on C - {zl, ... ,zk}}' i.e., are zeros of 

k 
L: 

m. 
1 

i=l z - zi 

8.2 REMARK There is no simple relation between the number of distinct zeros 

of a polynomial and its derivative. 

k 
(1) The polynomial 1T (z - i) 2 has k distinct zeros while its derivative 

i=l 

has 2k - 1 distinct zeros. 
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(2) 'Ihe polynomial zn - 1 has n distinct zeros but its derivative has 

just one. 

n-l 
(3) The polynomial z (z - 1) has two distinct zeros as does its derivative. 

8.3 THEOREJ.Vl The zeros of f' belong to the convex hull of the zeros of f. 

PROOF It suffices to consider a zero Zo of the second kind: 

=> 

=> 

=> 

k 
L: 

i=l Zo 

k 
L: m. 

1. i=l 

m. 
1. = - z. 

1. 

z = o 

0 
k 

=> L: 
i=l Zo 

= 0 

k 
L: 

i=l 
I...z. , 

1. 1. 

m. 
1. 0 = 

- Z. 
1. 

where 

A 
::: 

i k 
L: 

j=l 

and 

m. 
1. 

IzO - zi l 
2 

m. 
J 

IzO - zjl 
2 

k 
L: 

i=l 
A. = l. 

1. 

> 0 
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8.4 EXAMPLE There are transcendental entire functions for which this result 

is false. 

[Take 

2 z 
f (z) = z exp T . 

It has one zero, viz. z = 0, but its derivative 

f 1 (z) 
2 z2 

= (1 + z )exp T 

has two zeros, viz. ± r-r.] 

8.5 NarATION Given a nonempty closed subset T of C, let < T > stand for its 

closed convex hull. 

8.6 lli"""l1MA Let f be a transcendental entire function of finite order p with 

gen f = o. Assume: The zeros of f lie in T -- then the zeros of f 1 lie in < T >. 

PROOF Decompose f per 7.3: 

00 

f (z) = Czm IT (1 - ~ ), 
n=l n 

and put 
N 

fN(z) = Cz
m IT (1 - ~ ). 

n=l n 

Then 

(N -+ 00) 

uniformly on compact subsets of C, so 

fl -+ fl 
N 

(N -+ 00) 

uniformly on compact subsets of C. But the zeros of fl are limits of zeros of the 
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f~, these in turn being elements of < T > (cf. 8.3). 

[Note: In tenus of p, 

o ~ p < 1 => gen f = [p] = 0 (cf. 6.3) 

or 

p = 1 and 9en f = p - 1 = 1 - 1 = 0 (cf. 6.4).] 

8. 7 EXAMPLE The transcendental entire function 

K 1/2 
f (z) = 1T cos (z - k r-I) 

](:=0 

is of order 1/2 and its zeros lie in the set 

T:Re z ~ 0 & 0 ~ Im z ~ K. 

Since here T = < T >, the zeros of its derivative also lie in T. 

8.8 REMARK Take p = 1 and suppose that the conditions of 6.8 are in force with 

f of minimal type, hence r = 0 and 

<Xl 

1 
l: - = - a 

t 1 n=l n 

::: - a. 

(cf. 6.9) 

Then 8.6 still goes through. Thus write 

00 -z/z 
f(z) = Cz~az 1T (1 - ~)e n 

z 
n=l n 

and let 

N -z/z 
f () e m az 1T (1 __ z ) e n. N z = z e 

n=l zn 

(cf. 7.3) 



Since 

it follows that 

5. 

N 1 
l: - - a -+ 0 (N -+ (0) , 

n==l zn 

f -+ f (N -+ (0) 
N 

uniformly on compact subsets of C. 

8. 9 EXAMPLE Fix T > 0 -- then 

is a transcendental entire function of order 1 and type T and its zeros lie in 

the convex set [-1,1]. On the other hand, f has a critical point at 

1 - -
T 

'Iherefore the assumption of minimal type cannot be dropped in 8.8. 

Before proceeding further, it will be best to recall some standard generalities. 

8.10 LEI-1MA Suppose that f is a real analytic function -- then in any finite 

interval I, f has at rrost a finite m:nuber of distinct zeros. 

[Note: 

x sin (!) .] 
x 

00 

'Ihis is false if f is merely C: Take I == [0,1] and consider f(x) == 

8.11 ROLLE'S THEOREM Suppose that f is a real analytic function -- then between 

any two consecutive zeros of f, say f (a) = 0, f (b) = 0 (a < b), f' has an odd 

number of zeros in ] a,b [ counted according to multiplicity. 
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8.12 LEMMA Suppose that f is a real analytic function and let I be a finite 

interval. Assume: f' has Z' zeros in I counted according to nrultiplicity -- then 

f has at rrost Z' + 1 zeros in I counted according to nrultiplicity. 

PRCX)F Let d denote the number of distinct zeros of f in I and let D denote 

the number of zeros of f in I counted according to nrultiplicity. At a zero of f 

of nrultiplicity~, f' has a zero of mUltiplicity ~ - 1. In addition, by !bIle's 

theorem, f' has at least one zero between two consecutive zeros of f. Therefore 

=> 

d 
Z' ~ E (~- 1) + d - 1 

k=l 

=D-d+d-l=D-l 

D ::;; Z' + 1. 

[Note: It is thus a corollary that if f has Z zeros in I counted according 

to nrultiplicity, then f' has at least Z - 1 zeros in I counted according to multi-

plicity. ] 

8.13 DEFINITION An entire function is said to be real if it assurres real values 

on the real axis. 

[Note: The restriction of a real entire function to the real axis is a real 

analytic function.] 

N.B. If 

then f is real iff V n, cn is real. 

00 

f(z) = L: 
n=O 

n c z 
n 
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8.14 EXAMPLE If f is a p:>lynomial and if the zeros of f are real, then f is 

real (to Witllin a multiplicative constant) but not conversely. 

8.15 REMARK If f is a transcendental entire function of finite order and if 

gen f = 0, then the reality of its zeros forces the reality of f (up to a constant 

factor) but this need not be true if gen f > 0 (although it will be if f is a 

canonical product with real zeros). 

8.16 THEOREM If f is a p:>lynomial and if the zeros of f are real, then the 

zeros of f' are real. 

[In view of 8.3, this is .immediate.] 

[Note: Supp:>se that zl < • •• < zk are the distinct zeros of f -- then by Rolle's 

theorem, f has at least one critical p:>int in each of the intervals] zi ,zi+l [ 

(i = 1, ... , k - 1) and these critical p:>ints are of the second kind. Since there 

are k - 1 critical points of the second kind, there is but one critical point in 

] zi,zi+l [ and it is simple. Finally, all critical p:>ints of f are to be found in 

8.17 EXAMPLE The zeros of the following p:>l ynomials are real and simple. 

• The Legendre p:>lynanials: 

• The laguerre pol ynamials: 
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• The Hermite p:>lynomials: 

A p:>l yncmial 

H (x) 
n 

2 n 2 
( l) n x d -x = - e --e 

(lxn 

N N 
fez) = 1T E(~ ,0) = n (1 - ~) 

n=l zn n=l zn 

of degree N is, in particular, a canonical product, so 8.16 is a special case of 

the next result (compare too 8. 6) • 

8.18 THEOREM Let 

co 

fez) = n E(~ ,g) 
n=l n 

be a canonical product whose zeros are real -- then the zeros of f' are real. 

PROOF Working with the zeros of f' that are not zeros of f, pass to 

which shows that the origin is a zero of multiplicity g of f' (z). Let 

F(z) = -g fl(z) 
Z f (z) 

and write z = x + r-r 0, hence 
n n 

co 
1 F(z) = L: 

n=l xg(z-x ) 
n n 

Supp:>se now that 

fl(c) = fl(a + r-rb} = 0, 
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the claim being that b = o. To see this, separate the real and imaginary parts in 

F(c) = 0 to get 

and 

00 1 00 1 
a L g 2 - L g 1 2 = 0 

n=l x Jc-x J n=l X' - Jc-x J n n n n 

• If g is even or if V n, x > 0 (x < 0), then b = O. n n 

• If g is odd and there are positive as well as negative x , then 
n 

00 

1 b 7 o => L 2 = 0 
n=l xgJc-x J n n 

00 

1 o. => L 1 2 = 
n=l xg- Jc-x J n n 

But this is impossible since g - 1 is even. 

8.19 ADDENDUM Let z;:' < z;:" be consecutive zeros of f of the same sign -- then 

there is exactly one distinct zero of f' in ] z;:' ,z;:' , [. 

[By Rolle's theorem, there is at least one z;: in ] z;:' ,z;: , '[ such that f' (s) = 0 

(bear in mind that f is real). As for its uniqueness, if g is even or if V n, 

x > 0 (x < 0), then the sign of n n 

F' (x) = 
00 

L: 1 
1l 2 

n=l x~(x-x ) 
n n 

is constant, thus F (x) is rronotonic between z;:' and z;: I " thus cannot vanish rrore than 
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once in ] l; I ,l; I I [. So, if a ~ 13 were distinct zeros of f' in ] l; I r l; I , [, then g 'IrJOuld 

have to be odd and there 'IrJOuld have to be both positive and negative x. But 
n 

o = F(a) + F(S) = (a + S)X - 2Y 

o = F(a) - F(S) = (13 - a)X 

=> X = 0 (a ~ (3) 

=> 

00 

- 2 ~ 1 = O. 
n=l xg- 1 (a-x ) (S-x ) 

n n n 

'lhis, however, is impossible: g - 1 is even and V n, (a - xn ) (13 - xn ) > 0.] 

8.20 REMARK It can be shown that the genus of f I is equal to the genus of f. 

[This is obvious if the order p of f is not an integer (for p = p I (the order 

of f') (cf. 2.25) and gen f = [p] = [pI] = gen f' (cf. 6.3» but not so obvious 

otherwise. ] 

8.21 EXAMPLE let 

f (z) 
a 

00 

= Tf (1 + 1 ) 
n=2 n(log n)a 

(1 < a < 2). 

Then p(f ) = 1, gen f = 0, and gen f' = o. On the other hand, 
a - a - a 

A ~ 0 => gen(f - A) = 1 
- a 

=> 

gen(f - A)' = gen f' = O. 
- a - a 
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If f is a nonconstant real entire function, then the zeros of f are either 

real or, if nonreal, occur in conjugate pairs (ZO,2
0
). 

N.B. The multiplicity of Zo is the same as the multiplicity of zOo 

8.22 LEMMA If f is a nonconstant real :f:X)lynamial, then the number of nonreal 

zeros of f' counted according to multiplicity is ~ the number of nonreal zeros of 

f counted according to multiplicity. 

PROOF Suppose that the degree of f is n, the number of real zeros of f counted 

according to multiplicity is r, and the number of nonreal zeros of f counted 

according to multiplicity is n - r, then for f' they are = n - 1, ~ r - 1 (cf. 8.12), 

and ~ n - 1 - (r - 1) = n - r. 

Let f be a nonconstant real entire function of finite order p and suppose that 

f has 0 ~ C = 2D < 00 nonreal zeros counted according to multiplicity -- then f' has 

o ~ C' = 2D' ~ C = 2D < ()() nonreal zeros counted according to multiplicity (see 8.24 

below) . 

Extra Zeros This refers to f' and there are brx> kinds. 

• If s' < I;: " are consecutive real zeros of f, then by Rolle's theorem, 

f' has an odd number of zeros in ] S I, s' I [ counted according to multiplicity, say 

2k + 1. One then says that f' has 2k extra zeros between I;: I and 1;:". 

• If f has a largest real zero Xr, or a smallest real zero Xg, then any 

zero of f' in ] XL' 00 [ or ] -00 ,xs [ is called extra and will be counted according to 

multiplicity. 

Let E' denote the total munber of extra zeros of f'. 
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8.23 EXAMPLE Take for f a canonical product whose zeros are real (cf. 8.18) --

then it might be that 0 is extra as in 

----~I----I or 1-----+----
~ 0 0 

8.24 THEOREMt Under the preceding assumptions on f, 

E' + C' ~ C + gen f, 

and 

gen f = gen f'. 

8.25 SCHOLIUH If f is a canonical product whose zeros are real, then E' ~ g 

(cf. 8.18). 

[Note: As a special case, if f is a pol ynornial and if the zeros of f are real, 

then E' = 0 (the critical points guaranteed by Rolle's theorem are simple (cf. 

8.16».] 

8. 26 EXA"1PLE Take 

2 z 
f(z) = (z + l)exp :2 . 

It has one real zero, viz. z = -1, and its derivative 

f' (z) 
2 z2 

= (1 + z + z )exp :2 

has two nonreal zeros, viz. 

- 1 ± r-3 
z = ---::=---2 

t E. Borel, Le.c.oM .oU!l. .te..6 FOl1mol1.6 EWVte..6, Gauthier-Villars, 1900, pp. 37-47. 
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Here 

E' = 0 c = 0 

c' = 2 gen f = 2. 

8.27 EXAMPLE Take 

2 z2 
fez) = (z - 4)exp ""3 • 

It has two real zeros, viz. z = ±2, and its derivative 

2 2 z2 
f' (z) = - z(z - l)exp-

3 3 

has three real zeros, viz. z = -I, 0, 1. Here 

E' = 2 C = 0 

c' = 0 g~ f = 2. 

[Note: The three zeros between -2 and 2 are per Rolle and 3 = 2 + I, so 

E' = 2.] 

8.28 EXAMPLE Take 

2 z 
fez) = (z - l)e • 

It has two real zeros, viz. z = ±l, and its derivative 

f'(z) = (z2 + 2z - l)ez 

has two real zeros, viz. z = -1 ± 12. Here 

E' = 1 C = 0 

c' = 0 gen f = 1. 

[Note: The zero - 1 + 12 lies between - 1 and 1 and is per Rolle but the 

zero - 1 - 12 lies to the left of - 1, hence is extra.] 
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8.29 REMARK If f is a nonconstant real polynomial, then 

C ifdegf>C 

E' + C' = 
C - 1 if deg f = C. 

[Note: In particular, C' ~ C (cf. 8.22).] 

8.30 THEOREM Let f be a nonconstant real entire function of finite order p. 

Assume: The zeros of f are real and gen f = 0 or 1 -- then the zeros of f' are 

real and 

PROOF In this situation, 

so 

And 

gen f = gen f'. 

E' + C' ~ gen f (cf. 8.24), 

gen f = 0 => C' = O. 

gen f = 1 => E' + C' ~ 1 

=> C' ~ 1. 

But C' is even. Therefore C' = 0 (although E' might be 1 (cf. 8.28». 

[N::>te: It follows that f' satisfies the same general conditions as f.] 
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§9. JENSEN CIRCLES 

We begin with a computation. 

9.1 ID1MA Let c = a + r-r b -- then V z = x + r-r y, 

Im 

= - Im 

= - Im 

z ~ c + z ~ c ~I 

2 + 2 z - c z - c _-I 
Iz - cl Iz - 61 

(z - c)(z - c) (z - c) + (z - c) (z - c) (z - c) -_I 
Iz - cl

2 
Iz - 61

2 

1
__ (z - c) (z - c) (z - a) -I = - 2Im 

Iz - cl
2 

Iz - 61
2 

_ 

= - 2Im 
(z - a - r-r b) (z - a + r-r b) (2 - a) 

Iz - cl
2 

Iz - 61
2 

2 2 
=_2ylz-al -b 

Iz - cl
2 

Iz - 61
2 

222 
= _ 2y (x - a) + y - b 

22· 
Iz-cllz-21 

Given a real p::>l ynamial f, denote by z l' ••• , z 1. those zeros of f which lie 

in the open upper half-plane. 
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9.2 DEFINITION Put 

t. = {z E C:lz - Re z.1 ~ Im z. (j = l, ... ,i)}. 
J J J 

'!hen the t. are called the Jensen circles of f. 

t .. ] 
J 

J 

[Note: '!he line segment joining the pair Zj' Zj is the vertical diameter of 

9.3 THEOREM wt f be a real polynomial -- then the nonreal critical points 

of f lie in the union 

of the Jensen circles of f. 

i 
u t. 

j=l J 

PROOF Take f monic of degree n, so 

k m. 
f (z) = TT (z - z.) 1 

i=l 1 

m. 
TT (z - z.) 1 Tf (z - z.) = 

Im z.=O 1 
Im z.>o 1 

1 1 

m. i m. 
Tf (z - z.) 1 Tf (z - z.) J = 

Im z.=O 1 j = 1 J 
1 

m. m. 
1 (z - z. ) 1 

1 

m. 
(z Z. ) J 

J 

Since the only issue is the position of the critical points of the second kind, 

pass to 

f'(z) mi i 
~i-i- = L: + L: m. 

f (z) Im z .=0 z - z. . 1 J 
1 1 J= 

-z-~-z-. + z ~ z. -I 
J J 

~v.rite 

z = x + r-r y and z. = x. + r-r y. (j = 1, ... ,i) . 
J J J 



Then 

. f' (z) 
:rm f (z) = - y 

l 
+ 2 L m. 

j=l J 

3. 

(cf. 9.1) . 

'lb say that z E (. means that 
J 

Ix + r-r y - x·1 :::; y. 
J J 

or still, that 

Therefore 

222 
z ¢ (. => (x - x.) + y - YJ' > o. 

J J 

Accordingly, outside the union of the (., at a z with y ~ 0, we have 
J 

f' (z) 
syn:rm f (z) = - sgn y ~ 0 

=> 

f' (z) ~ o. 

Inspection of the preceding proof then leads to the following conclusion. 

9.4 SCHOLIUM A nonreal critical point of the second kind lies in the interior 

of at least one of the Jensen circles of f unless it is a boundary point of each 

of them (in which case f has no real zeros) . 

9.5 LEMr-1A Let Xo be a point on the real line lying outside all the Jensen 
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circles of f. Assume: f exO) = 0 -- then in each of the half-planes 

{z E C:Re z < xO} 

{z E C:Re z > xO}' 

the number of zeros is the same as the number of critical points. 

9.6 LEMMA Ket Xo be a point on the real line lying outside all the Jensen 

circles of f. Assume: f (xo) ;t 0 -- then in each of the half-planes 

- {z E C:Re z < xO} 

{z E C:Re z > xO}' 

the number of zeros is at least as large as the number of critical points (but can 

exceed it by at rrost one) • 

9.7 THEOREM. Let a < b be tv.o real numbers lying outside all the Jensen circles 

of f. Denote by M the number of zeros and by M' the number of critical points in 

the strip 

{z E C:a < Re z < b}. 

Then 

• fea) = 0 and feb) = 0 => M' = M + 1. 

• fea) = 0 or feb) = 0 => M ~ M' ~ M + 1. 

• fea) ;t 0 and f(b);t 0 => M - 1 ~ M' ~ M + 1. 

9.8 EXAMPLE The assumption that a and b lie outside all the Jensen circles of 

f cannot be dropped. 



[Take 

and let 

a = - 1 

b = 1, 

Then I>i = 0 but W = 3.] 

5. 

4 f(z) = z + 4 

f(a) ~ 0 
so 

f(b) ~ o. 
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§10. CLASSES OF ENTIRE FUNCTIONS 

Let T be a nonempty closed subset of C. 

10.1 DEFINITION A T-polynamial is a rx>lynamial whose zeros are in T. 

10.2 DEFL~TION A T-function is an entire function t 0 which is the uniform 

limit on compact subsets of C of a sequence of T-polynornials. 

10.3 NOTATION Let 

ent(T) 

stand for the class of T-functions. 

N. B. The product of two T-functions is aT-function. 

10.4 LEMMA If f E ent (T), then all its zeros lie in T. 

[Note: As will be seen below (cf. 10.14), the converse to this assertion is 

false: An entire function whose zeros are in T need not belong to ent (T) .] 

10.5 LEMl'1A If T is bounded, then ent(T) is the set of T-rx>lynomials. 

PRCX)F Let f E ent(T) and suppose that fn -+ f uniformly on compact subsets of 

C, where {f } is a sequence of T-pol ynornials. Since all the zeros of f lie in T 
n 

and since T is bounded, their number is finite, call if N. 
,. 

By Rouche' s theorem, 

the number of zeros of fn is also N provided n > > 0, thus the fn are of degree N 

provided n > > o. But the Taylor coefficients of f are the limits of the Taylor 

coefficients of the f , hence f is a rx>lynamial of degree N. 
n 

Abstractly, the problem then is to characterize ent (T) in terms of the properties 
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of T. This can be done (mJre or less) but instead of delving into the general 

theory, we shall consider only those special cases that will be needed later on, 

namely: 

- T = ]- 00,0] or [0, + oo[ 

subject to the restriction that here 

T = ]- 00, + oo[ 

"T-polynomials" and "T-functions" are real (so, e.g., r-r (z2 - 1) is not a T-

polynomial even though its zeros are real) • 

10. 6 LEMMA We have 

ent (] - 00,0]) 

c ent(]- 00, + oo[). 

ent ( [0, + 00 [) 

[This is obvious.] 

10.7 EXAHPLE If f = C (C ~ 0), then f E ent( [0, + ooD. 

[Consider 

10. 8 EXAMPLE Since 

it follows that 

10.9 EXAMPLE The zeros of 

are z = ± n, so 

z C(l - -) 
k 

(k = 1 , 2 I ••• ) .] 

e -z = lim (1 _ ~) n, 
n-+ oo 

e-z E ent([O, + oo[). 

2 z 
(1 - 2) 

n 
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N 2 
1T (1 -~) E ent (J- 00, + oo[) , 
n=l n2 

which implies that 

sin 'lTZ --- E ent (] - 00, + oo[) 
'lTZ 

(cf. 1.23). 

10.10 EXAMPLE The zeros of the laguerre polynomials (cf . 8.17) are real and 

positive, hence V n, 

L E ent([O, + roe). 
n 

Consider now the Bessel function of index 0: 

Then 

1 Z 2 1 4 
J() 1 () (~) o z = - 1!l! "2 + 2!2! 2 

2 
J O (z) = lim L (~ ) 

n-+ oo n n 

uniformly on compact subsets of C, thus 

JO(z) Eent([O, +oo[). 

[In fact, 

2 2 4 
L (z ) = 1 __ z_ + z (1 1) 

n 4n 2·2 2·4·2·4 - n 

real 

6 
1 (~) + .•• 

- 3! 3! 2 

z6 1 2 
2.4.6.2.4.6 (1 - i1) (1 - i1) + .••• ] 

10.11 THEOREM Let f J. 0 be a A entire function -- then f E ent( [0, + oo[) iff 

f has a representation of the form 

f (z) e m az = z e 

00 

1T (1 - :), 
n=l n 

where C ;t 0 is real, m is a nonnegative integer, a is real and ::; 0, the An are 
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00 

real and > 0 with l: J:.- < 00. 

n=l An 

[Note: Functions having finitely many zeros are accCJIYlItD(]ated by the convention 

1 
that An = 00 and 0 = An (n ~ nO) and an empty product is taken to be 1.] 

10.12 REMARK ent([O, + oo[) is closed under differentiation (cf. 8.16). 

10.13 REMARK Let f E ent([O, + oo[) -- then g = 0, so 

o if a = 0 

gen f = 

1 if a ;>! 0 

andp:o::l. 

real 

10.14 EXAMPLE The i\ entire function 

2 00 

e -z IT (1 - z2) 
n=l n 

has its zeros in [0, + 00 [ but does not belong to ent ( [0, + 00 [) • 

That the conditions of 10.11 are necessary is straightforward: Consider 

1 m k k 
z az IT z p. (z) = c (1 - -) (z - -) (1 + -) (1 - "'I) • 

~ Kkk k n=l I\n 

This said, suppose now that f E ent ([0, + oo[) and write 

Let 

2 k k p (z) = a - a z + a ~z _ ... + (-1) a z 
k KO Kl JQ kk 

be a sequence of polynomials whose zeros are real and positive such that 1\ + f 



5. 

uniforrnl y on compact subsets of C -- then 

10.15 REDUCI'rON There is no loss of generality in assuming that a
O 

~ o. 

[Fix a positive real number a which is smaller than the smallest positive 

zero of f (cf. 10.4), pass to fez + a), and note that f(a) ~ 0.] 

Therefore one can 'WOrk instead with 

f (z) -- , a
O 

(since lim ~O = a O ~ 0). 
k-+oo 

So, recast, 

and 

t\(z) 

fez) 

k k 
(-1) akkz 

:= (1 - ~) (1 -~) ••• (1 - ~), 
Akl Ak2 I\kk 

where the zeros AU ~ 0 are positive and 

N.B. The ~ and the ake. are nonnegative. 

10.16 LEMv1A t Let 

t o. Schlomilch, Ze."L:toc.htL. n. Mct:th. und PhY.6ik. 3 (1858), pp. 301-308 
(see page 308, formula 15). 
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real 

:be lr:01yncrnia1 whose zeros are real and r:ositive -- then 

c1 c2 
- 1/2 

- 2 - 2 2 
n (n) 

2 

-lip 
2 (c )lln n • 

Take ¢ = 1\' thus 

-Ill 

( )l k(k - 1)··' (k - l + 1) ;:.! _> a 1>, 
=> ~ :t -{..! KX-

k 

so in the 1irni t as k ~ ro, 

10.17 LEMMA f is of finite order p ~ 1. 

PROOF In fact, 

=> 

fram which the assertion (cf. 2.15). 



Then 

But 

7. 

Enumerate the zeros of f in the usual way: 

=> 

1 1 
akl = -A-+ -A-+ 

kl k2 

~ lim 
k-+co 

1 
+~. 

-f. 

Therefore the series Al + Al + 
1 2 

converges and 

Proceeding, write 

co 

fez) = eQ(z) 1T (1 - ~) 
n=l An 

where q ::;; p ::;; 1 and g = 0, hence 

gen f = rnax(q,g) = q. 

+~) 
Ak-f. 

(cf. 7.3), 
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And 

Q(z) = az + b, 

the final clam being that a is real and $ O. 

[Note: 
bOOb 

1 = f (0) = e IT 1 = e .] 
n=l 

However 

00 

1 - a1z + 1 
= (1 + az + •.• ) (1 - n:l An)z + ..• ) 

=> 

=> 

00 

- a 1 = a - E Al 
n=l n 

00 

1 
a = - a1 + E X-

n=l n 

$ 0, 

thereby canpleting the proof of 10.11. 

10.18 REMARK The fact that f is of finite order psI was established by 

appealing to 10.16. This can be avoided. Indeed, {~:k = 1,2, ••. } converges 

to aI' hence is rounded, say 0 $ ak1 $ H, hence 

/ I\:(z) / 
k 

$ E 
l=l 

/1 __ z_/ 
AU 



9. 

::; exp(Mlz I). 

And then 

If(z) I = lim 1Pk(z) I ::; exp(Mlzl)· 
k-+oo 

real 
10.19 THEOREM Let f % 0 be a A entire function -- then f E ent(J- 00, + ooD 

iff f has a representation of the fonn 

f (z) e m az
2 
+bz TIoo 

(1 z) Z/An = z e - X- e , 
n=l n 

where C ~ 0 is real, m is a nonnegative integer, a is real and ::; 0, b is real, the 

00 

An are real with L: ~ < 00. 

n=l A n 

[Note: Flmctions having finitely many zeros are accorrm:x1ated by the convention 

1 
that An = 00 and 0 = X- (n ~ nO) and an empty product is taken to be 1.] 

n 

10.20 REMARK ent(]- 00, + oo[) is closed under differentiation (cf. 8.16). 

10.21 REMARK Let f E ent (] - 00, + oo[) • 

• g = 0 => gen f = 0,1,2 

• g = 1 => gen f = 1,2. 

'Ib see that the conditions of 10.19 are necessary, introduce 

k 1 
\=b+ L: r 

n=l n 
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and let 

Z 1 m az2 k !\.kz ~ k z 
I1«z) = C(l - j() (z - j() (1 +]() (1 + -) 1T (1 - X-), 

~ n=l n 

where the ~ + 00 (k + (0) are chosen subject to 

I 
!\.kz ~ !\.kzl I Z I :::; k => (1 + -) - e 
~ 

1 k 1 
< k exp(-k L: -A-)· 

n=l I nl 

Turning to the sufficiency, let f E ent(]- 00, + oo[) and normalize the situation 

so that as before 

and 

I1«z) = 1 - akl z + ~2z 
2 k k - ... + (-1) akkz 

z z ( z 
- (1 - -)(1 --) ... 1 - X--), 

Akl Ak2 kk 

where the zeros Ake. ;i! o are real and 

o < IAkl l :::; IAk21 :::; :::; IAkkl· 

10.22 SUBLEMMA V complex z, 

1 
PROOF If I z I :::; 2' then 

1(1 + z)e-zl :::; e1zl2 :::; e41zl2. 
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1 
On the other hand, if 1 Z 1 2 2' then 

1 (1 + z)e-zi $ (1 + Izl)e 1zl 

21z1 41z12 
$ e $ e . 

From the definitions, 

Next 

But 

k 
I , I' 1 a1 = llU ~1 = llU L: -A - • 

k -+ 00 k -+ 00 f=l kf 

k k 1 
(L: ~) (L: -,-) 
i=l Aki j=l Akj 

= ~ ~+ L: ~~ 
0-1 ,2 "Ak ' Ak ' 
~- Akf 1 7 J 1 J 

k 1 1 1 
= L: -y + 2 L: A

k1
' AkJ' • 

f=l Akf i<j 

So, u:fOn letting k -+ 00, we get 

2 , k 1 a1 = lllU L: -2- + 2a2 
k -+ 00 f=l Akf 

or still, 



Fix constants 

12. 

u > 0 
such that V k, 

v > 0 

k 1 
1: -2- ~ v. 

l=l A kl 

10.23 LEMMA We have 

PRO)F \v.r:-ite 

2 
1I\(z) 1 ~ exp(ulzl + 4vlzi ). 

k 
~ IT 1(1 z )exp( z)1 - A

1FO 
A

1FO l=l ~ ~ 

k 
~ IT exp(41_z_12) (cf. 10.22) 

l=l Akl 

k 1 2 
~ exp (4 (1: 2) 1 Z 1 ) 

l=l A 
kl 

2 
~ exp (4V 1 z 1 ). 
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Therefore 

~z -aklz 
:0; If\(z)e lie I 

2 
:0; exp(ulzl + 4vlzi ). 

Consequently, f is of finite order p :0; 2 (cf. 10.18). 

10.24 LU1MA If AI' A2 , • •• are the zeros of f and if 

then 

lim Ak,t = \e. 
k-+oo 

and 
00 

2 1 
al - 2a2 ? L: 2. 

n=l A 
n 

PROOF start by writing 

and then let k -+ 00, hence 



which implies that 

Accordingly, 

and the product 

a 2 - 2a = lim 
12k +00 

;::: lim 
k+oo 

14. 

00 

2 1 
a l - 2a2 ;::: L: 2'". 

n=l A n 

00 

L: l:... < 00 (=> g = 0 or 1) 
n=l A2 

n 

00 Z/A 
IT (1 - A

Z 
)e n 

n=l n 

is an entire function whose zeros are the A (cf. 5.4). 'Ib see that its order is 
n 

also :::; 2, write 

00 Z/A 
I IT (l-~)e n, 

n=l An 

00 Z/A 
:::; IT I (1 - ~) e n I 

n=l An 

:::; -IT exp(4 IzJ2) 
n=l A n 

(cf. 10.22) 
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(X) 1 2 
$; exp(4( L 2) Izl ). 

n=l A n 

Thanks to 2.37, the order of 

fez) 
(X) 

TI (1 
Z/A 

_ ~)e n 
An n=l 

is $; the maximum of p and the order of 

(X) z/A 

Tr z n 
(1 - X-)e , 

n=l n 

thus is $; 2, so 

(X) 
fez) _ Q(z) 

z/A - e , 
z n 

- -)e 
An 

Tf(l 
n=l 

where 

Q(z) = az2 + bz + c 

is a fX)lynomial of degree $; 2 (cf. 2.42). 
(X) 

[Note: 1 = f (0) = e c Tr 1 = e c. ] 
n=l 

There remain the claims that (1) b is real and (2) a is real and $; O. 'Ib 

this end, compare coefficients: 

and 

(1) b = - a1 = lim ~l' which is real. 
k-+(X) 

1 2 (X) 1 
(2) a = - -2 (a - 2a - L -) 

1 2 n=l 1..2 
n 

(X) 

a
2 

- 2a - L ~ ~ 0 
1 2 n=l 1..2 

n 

(cf. 10.24). 

The proof of 10.19 is therefore complete. 
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N.B. Take an f E ent([O, + oo[) and write 

00 

m az rr z f (z) = Cz e (1 - -:r-) 
n=l n 

(cf. 10.11). 

00 1 
Then since the A are real and > 0 with L A < 00, we have 

n n=l 'n 

00 00 

f(z) = Czm exp«a - L ~)z) rr 
n=l An n=l 

z/A 
(1 - ~)e n 

An 

00 

1 
and L 2 < 00. 

n=l A n 

10.25 DEFINITION The laguerre-Polya class of entire functions is comprised of 

the elements of ent (] - 00, + 00 [) • 

10.26 DEFINITION The type I Laguerre-Polya class of entire functions is comprised 

of the elements of 

ent(]- 00, 0]) U ent([O, + oo[). 

10.27 DEFINITION The type II laguerre-Polya class of entire functions is cam-

prised of the elements of ent(]- 00, + co[) which are not type I. 

10.28 NOTATION L - P, I - L - P, II - L - P. 

10.29 EXAMPLE let P be a real polynomial with real zeros only. 

• If all the nonzero zeros of p are either positive or negative, then 

P E I - L - P. 

• If P has both positive and negative zeros, then p E II - L - P. 
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10.30 EXAMPLE The function 

0<> 

1 _ yz 11 z z 
fez) - ze II (1 + -)exp(- -) 

n=l n n 

is in II - L - P (cf. 1.30). 

Given A ~ 0 (A < 00), put 

S(A) = {z: lIm z I ~ A}. 

10.31 NOTATION A - L - P stands for the class of real entire functions f t 0 

that have a representation of the form 

2 00 z/z 
fez) = Czffieaz +bz 11 (1 _ ~)e n 

I I z ' 
n=l n 

where C 7= 0 is real, ffi is a nonnegative integer, a is real and ~ 0, b is real, 

00 

1 the z E SeA) - {O} with ~ 2 < 00. 
n n=l Iz I 

n 

[Note: Therefore 

O-L-P=L-P.J 

10.32 THEOREM f E A - L - P iff f is the uniform limit on oornpact subsets 

of C of a sequence of real polynomials whose only zeros are in S (A) . 

10.33 REMARK Take T = S(A) -- then 

A - L - P c ent(S(A», 

the containment being proper if A > O. 

[Note: It is possible to characterize ent (S (A» but we shall omit the details 

as they will not be needed.] 
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10.34 EXAMPLE The real polynomial z (z2 + 1) belongs to 1 - L - P. 

10.35 ~~ A - L - P is closed under differentiation. 

[This is because S(A) is convex, so 8.3 is applicable.] 

10.36 NOTATION Denote by 

* - L - P 

the class of real entire functions of the fonn 

<p(z) = p(z)f(z), 

where p is a real pol yncrnial and f E L - P. 

10.37 LEMMA <p E * - L - P iff <p E A - L - P for some A and <p has at most a 

finite number of nonreal zeros. 

10.38 ~~ * - L - P is closed under differentiation. 

PROOF Take a <p E * - L - P and fix an A:<p E A - L - P -- then <p I E A - L - P 

(cf. 10.35) and has at rnost a finite munber of nonreal zeros (cf. 8.24). 

Let <p E * - L - P and suppose that a ± r-r b is a pair of conjugate nonreal 

zeros of <p. 

10.39 DEFINITION Given k ~ 1, the ellipse whose minor axis has a + r-r b and 

a - r-r b as endpoints and whose rrajor axis has length 2bvk is called the Jensen 

ellipse of order k of <p. 

The notion of "Jensen ellipse" generalizes that of "Jensen circle" (in the 

context of a real polynomial) and the proof of the following result is a computation 

similar to that used in 9.3. 
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10.40 THEOREM Let cp E * - L - P -- then every nonreal zero of cp (k) lies in 

the union of the Jensen ellipses of order k of cp. 

[Note: Restated, if a. ± r-r b. (j = 1, ... ,d) are the nonreal zeros of cp and 
J J 

if z = x + r-r y is a nonreal zero of cp (k), then for some j, 

2 < 2 + Y - b .• J 
J 

The symbols C, C', E' employed in 8.24 make sense in the present setting 

(replace the "f" there by the "cp" here). Therefore 

E' + C' s; C + gen cp 

and 

10.41 LEMMA Let cp E * - L - P -- then C' s; C (cf. 8.22). 
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§ll. VERI VATI VES 

11.1 DEFINITION An entire flUlction cp is said to be of grovvth (2,A) (0 :::; A < 00) 

if its order is < 2 or is of order 2 with type not exceeding A. 

Denote by 

ent(2,A) 

the class of entire flUlctions of growth (2,A) -- then 

A < AI => ent(2,A) c ent(A,AI). 

In particular: 

ent(2,O) c ent(2,A) • 

11.2 LEMr'1A The class ent(2,A) is closed lUlder differentiation (cf. 2.25 and 3.7). 

N.B. If cp E ent(2,A), then for every a > A, 

2 ar 
M(riCP) < e (r > > 0). 

We shall now establish same technicalities that will be needed for the proof 

of the main result (viz. 11.9 infra). 

11. 3 NarATION Given positive real numbers A > 0, B > 0, let 

C = (B + ~2 + 2A-1)/2, 

thus 

2AC(C - B) = 1. 

11. 4 LEMMA If cp E ent (2 ,A), then 
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PRCX)F Take a > A and let 

so that 

Detennme r 0 : 

Then for n = 1,2, ... , 

c= 

2ac (c - B) = 1. 

2 ar 
r ~ rO => M(r;~) < e 

2 
=:; 2ACeAC • 

2 
1 1- M(Brn;~ (n» 
og n! =:; ar _ log (r - Brn) 

n 

if r > max (rO,Brn) • Since the RHS attains its minlim.nn 

2 

at r = crn, it follows that 

n+ oo 

'Ib finish, let a + A. 

ac 
log 2ace 

rn 

M(Brn;~ (n» 
n! 

lin 2 
=:; 2aceac . 

Let f be an entire function and suppJse that zo' zl' . .. is a sequence of canplex 

numbers such that V n ~ 0, f(n) (z ) = 
n o -- then V n > 0, 



11.5 SUBLEMMA We have 

11. 6 SUBLEMMA If w E H , then 
n 

3. 

ProOF Let D be the closed disk of radius the RHS centered at the origin: 
n 

zED. Next, 
n 

Therefore Dn contains z,zO,zl' •• · ,zn-1' hence being convex, Dn contains w. 

Accordingly, H cD, and 
n n 

11. 7 LEMMA M:tintaining the notation and assumptions of 11.4, sUPlXlse further 

that 

AC2 
2ABCe < 1. 

Impose the following conditions: 3 a sequence zO,zl' ••• of complex numbers such 

that V n ~ 0, ~(n) (z ) = 0 and 
n 
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( I z - z I + I z - z I + ... + I z - z I) I vn < B. o 1 1 2 n-l n n-+ oo 

Then 

cp :: O. 

PRCX)F In fact, 

-lin 2 
M(Bvn;cp (n» $; 2ABCeAC 

n! 
(cf. 11. 4) 

n-+ oo 

< 1 

=> 

L (n) 
I , M(Bvn;cp ) (B L)n 0 

1lTI I vn = . n. n-+ oo 

Fix z and detennine nO: 

=> Icp(z) I = ° => cp(z) = 0. 

11.8 SlJBLEr.1MA Let Yk = ~ + r-r Sk (Sk > 0) (k = 0,1, ••• ,n) be complex numbers 

such that 

IYk+l - ~I $; Sk (k = O,l, ••• ,n-l). 

Then 

and 



5. 

PRCX)F The decrease of the f\. is inmediate and induction on n leads to the 

inequality 

fram which 

[Note: 

la - a I + la - a I + ••• + la - a I o 1 1 2 n-l n 

+ (BO - Bl)+(Bl - B2) + •.• + (Bn- l - Sn) 

2 2 1/2 
~ In (SO - Bn) + So - Bn· 

Extending the setup to infinity, let S = lim B, hence 
n 

n+ oo 

n+ oo 

( I YO - Y 11 + I Y 1 - Y 21 + .•. + 1 Y n-l - Y n 1 ) / In 

1/2 
~ (S~ - B2) • J 

'Ib see how data of this type is going to arise, take a (j) E * - L - P -- then 

V n ~ 0, (j)(n) E * - L - P (cf. 10.38) and given a nonreal zero zn+l of (j)(n+l) in 

the open upper half-plane, there is a nonreal zero z of (j) (n) in the open upper 
n 

half-plane such that 

Iz +1 - Re z I ~ 1m Z . n n n 

[Note: This is a consequence of 10.40 (use Jensen circles, replacing the (j) 

there by (j) (n) and then applying the theory to the pair «j) (n), (j) (n+l)) .J 
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11. 9 THEOREI.f let cp E * - L - P -- then there is a p:)sitive integer NO such 

that V N ~ NO' cp (N) has only real zeros, thus is in L - P. 

In order to utilize the machinery developed aOOve, there is one crucial pre-

lirninary to be dealt with. 

then cp has a representation of the fonn 

J 2 00 Z/A 
e IT (z - c.) (z - c.) zmeaz +bz IT (1 - AZ) en, 

j=l J J n=l n 

where the various parameters are subject to the conditions enumerated in 10.19. 

11.10 LEMMA A given cp E * - L - P is of growth (2, lal). 

PR(X)F It is simply a matter of examining the various p:)ssibilities. 

[Note: The p:)l ynomial 

can be safely ignored.] 

J 
elT 

j=l 
(z - c.) (z - c.) zm 

J J 

00 Z/A 
1. If a = 0, b = 0, and if the product IT (l - ~) e n is finite (recall the 

n=l An 

conventions set forth in 10.19), then the order of cp is O. 

00 z Z/An 
2. If a = 0, b 7 0, and if the product IT (l - -)e is finite, then the 

n=l An 

order of cp is 1 (cf. 2.36). 

00 Z/A 
3. If a 7 0, b = 0 or 7 0, and if the product IT (1 - ~)e n is finite, 

n=l An 

then the order of cp is 2 and its type is lal (cf.3.2). 
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00 Z/A 
4. If a = 0, b = 0, and if the product 1T (l - ~)e n is infinite, then 

n=l An 

there are two possibilities. 

00 1 00 1 
• L: < 00 and L: -- = 00 -- then g = 1 is the genus of the sequence 

n=l ~ n=l IAnl 

00 Z/A 
{I A I:n = 1,2, ... } (cf. 4.14), hence 1T (1 - ~)e n is the associated canonical 

n n=l An 

product (cf. 5.9). As such, its order is K (the convergence exp)nent of the 

sequence {IA I:n = 1,2, ... }) (cf. 5.10). But 1 ~ K ~ 1 + 1 (cf. 4.15), so the order 
n 

00 Z/A 
of the product TT (1 - ,z )e n is ~ 2. It remains to analyze the situation when 

n=l An 

K = 2. 
00 Z/A 

TT (1 - ~) e n is of minimal type (cf. 
n=l An 

This, however, is imnediate: 

5.16), thus is of growth (2,0) or still, is of growth (2,lal) (since here a = 0). 

00 00 

• L: ~ < 00 and L: _1_ < 00 -- then g = ° is the genus of the sequence 
n=l A 

2 
n=l I An I n 

{IA :n = 1,2, ..• } (cf. 4.14) and we can write 
n 

00 Z/A 00 1 00 

1T (1 - A
Z 

)e n = exp« l: x-)z) 1T (1 - A
Z 

). 

n=l n n=l n n=l n 

00 

Thanks to 5.11, the order of the RHS is max(l,K) ~ max(l,l) = 1 if L: Al;%:O or 
n=l n 

00 Z/A 
5. If a = 0, b ;%: 0, and if the product 1T (1 - ~)e n is infinite, then 

n=l An 

there are two possibilities. 
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co co 1 
• r ~ < co and r -- = co. SupPJse first that K is < 2 -- then the 

n=l A2 n=l IAni 
n 

order of 
co z/A 

ebz 1T (1 - ~) e n 
n=l An 

is max(l,K) < 2 (cf. 5.11). On the other hand, if K = 2, then the order of 

co z/A 
ebz 1T (1 z) n 

n=l - An e 

is max(1,2) = 2 (cf. 5.11). As for its type, use 3.14 in the "PI < P2" scenario 

to see that it is minimal, thus 

co z/A 
ebz 1T (1 - ~) e n 

n=l An 

is of growth (2,0) or still, is of growth (2,Ial) (since here a = 0). 

co 1 co 1 
• r"2 < co and r -- < co -- then the order of the product 

n=l An n=l IAni 

co 

1T (1 - AZ) is :;; 1, hence the order of 
n=l n 

bz co z/A 

TT Z n e (1 - X-)e 
n=l n 

co co 

1 TT Z =exp((b+ r x-)z) (1- 2 ) 
n=l n n=l n 

is :;; 1 (cf. 5.11). 

co z/A 
6. If a ~ 0, b = ° or ~ 0, and if the product 1T (1 - ~)e n is infinite, 

n=l An 

then there are two PJssibi1ities. 
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<Xl 1 <Xl 1 
• l: - < <Xl and l: -- = 00. SupfOse first that K is < 2 -- then the 

n=l A~ n=l IAnl 

order of 

2 00 z/A 
eaz +bz 1T (1 _ ~)e n 

n=l An 

is max(2,K) = 2 (cf. 5.11) and its type is lal (apply 3.14 (first bullet fOint». 

00 z/A 
As for what happens when K = 2, the product 1T (1 - z/A ) e n is of minimal type 

n=l n 

(see above), so another appeal to 3.14 (second bullet fOint) allows one to conclude 

that the type of 

2 <Xl z/A 
eaz +bz 1T (1 _ ~)e n 

n=l An 

is again lal. 

00 <Xl <Xl 

• l: ~ < 00 and l: _1_ < 00 -- then the order of the product 1T (1 - ~) 
n=l A2 n=l IAnl n=l An 

n 

is :0; 1, hence the order of 

2 00 z/A 
e
az +bz 1T z n (1 - X-)e 

n=l n 

<Xl <Xl 

2 1 1T z = exp(az + (b + L: X-)z) (1 - -) 
n=1 n n=l An 

is 2 (cf. 5.11) and its type is lal (use 3.14 in the "PI < P2" scenario). 

Passing now to the proof of 11. 9, it suffices to show that there is a fOsitive 

(NO) 
NO such that cp has only real zeros (cf. 10.38 and 10.41). Proceeding by contra-



10. 

diction, suppose that V n ~ 0, ~(n) has a nonrea1 zero and let Xn denote the set 

of nonrea1 zeros of ~ (n) in the open upper half-plane Im z > 0 _.- then each X is 
n 

00 

finite and the product X = TT X is a nonempty compact set. Given n = 1,2, ... , put 
n=O n 

Then En is a closed subset of X and E1 ~ E2 ~ ..•. Furthennore, E is nonempty, 
n 

00 

so n E ;t:~, thus one can find a sequence zO,zI' ... of canp1ex numbers such that 
n=l n 

Im z > 0, ~(n) (z ) = 0, Iz +1 - Re z I ~ Im z • n n n n n 

Write z = a + r-r b (b > 0) -- then {b } is a decreasing sequence and n n n n n 

+ ••• + /z - z I m+n-1 m+n 

2 2 1/2 
~ b - b + m (b - b ) m m+n m m+n 

Here m = 0,1, .•. and n = 1,2, .••• Therefore 

wh ha t b I , b li'lX' A > lal, hence ere we ve se = llll ._ 
n 

~ E ent(2,A) (cf. 11.10). 

Choose B > 0: 
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and choose m: 

Then 

lim 
n+oo 

But 

~ E ent(2,A) => ~(m) E ent(2,A) (cf. 11. 2) • 

And this means that 11. 7 is applicable to ~ (m) : 

=> ~(m) :: O. 

Contradiction. •• . 

2 
11.11 EXAMPLE The real entire flU1ction e

Z 
belongs to ent(2,1). However, it 

is not in * - L - P and 11.9 does not obtain. 
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§12. JENSEN POLYNOMIALS 

Given a real entire function 

f(z) 

put Y
n 

= f(n) (0), thus 

f(z) 

00 

n = L: c z 
n=O n 

00 Yn n 
= L: -IZ. 

n=O n. 

12.1 DEFINITION The nth Jensen :r;:x::>lynanial J associated with f is defined by 
n 

n 
J (f;z) = L: (nk) ykzk• 

n k=0 

12.2 LEMMA The sequence {I
n 

(fit)} is generated by eXf(xt), i.e., 

12.3 LEMMA We have 

00 n 
eXf(xt) = L: J (f.t) x 

n' nt 
n=O 

(x,tER). 

zJn' (fiZ) = nJ (fiZ) - nJ l(fiZ) (n ~ 1) • n n-

12.4 DEFINITION The nth Appell polynomial J~ associated with f is defined by 

12.5 LEMMA The sequence {J~(f;t)} is generated by extf(x), Le., 

00 n 
extf(x) = L: J~(f;t) ~! (x,tE R). 

n=O 



12. 6 LE.l1MA We have 

N.B. Obviously, 

2. 

~ J*(f·z) = nJ* (f·z) (n ~ 1). 
dz n' n-l' 

n 1 In*(f;z) = z J (f;-). n z 

Therefore the zeros of J are real iff the zeros of J* are real. 
n n 

12.7 DEFINITION The (n,rn) th Jensen polynomial associated with f is defined by 

J (f; z) 
n,rn 

N .B. Therefore 

J (f;z) = J (f(rn);z). 
n,rn n 

12. 8 r.,m.1A We have 

J~rn) (f;z) n! J (f; z) = 
(n-m) ! n-rn,rn 

n! J (f(rn) ·z). = 
(n-rn) ! n-m ' 

12.9 THEOREM On compact subsets of C, 

unifonnly. 

J (f;~) -+ f (z) 
n n 
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PIroF Fix a compact set K c C. Given E > 0, choose N > 2: 

00 Y 
~ I~I znl E ( ) t.. <4 zEK. 

n=N+1 n. 

Next, choose N' > N: 

'!hen V z E K and V n 2! N': 

00 Yn n N Yk k n 
= I r n.' z + r --k' Z - (YO + Y1z + r 

n=N+1 k=O • k=2 

1 k-1 Yk k 
(1 - -) ••• (1 - -)- z ) I n n k! 

00 Y n N Yk k n 1 k-1 Yk kl = I r ~I z + r --k' z - r (1 - -) ••• (1 - -)- z Inn n k! 
n=N+ l' k=2' k=2 

n 1 k-1 Yk k - r (1 - -) ••• (1 - -)- z I 
k=N+1 n n k! 

n 
+ r 

k=N+1 

1 k-1 Yk k I (1 - -) ••• (l - -)-- z I n n k! 

£ E E 
< 4 + '2 + 4 = E. 
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In VJhat follows, certain classical facts from the theory of equations will be 

admitted without proof. 'Ib begin with: 

12.10 HERMITE-POUIAIN CRITERION Suppose that the real polynomial 

n 
a +az+···+az o 1 n 

has real zeros only. Let p(z) be a real polynomial -- then the polynomial 

has at least as many real zeros as p (z) does. 

+ ••• + a p(n) (z) 
n 

[Note: By taking limits, one can extend 12.10, viz. replace the real poly-

nomial 

by an element f E L - P -- then for any real polynomial p(z), the polynomial 

(d = deg p) 

has at least as many real zeros as p (z) does.] 

12.11 APPLICATION A real polynanial has real zeros only iff its Jensen poly-

nomials have real zeros only. 

[Suppose that 

Yl 
f (z) = YO + It z + ••. 

is a real polynomial of degree d . 

• If f(z) has real zeros only, take p(z) = zn in 12.10 to see that 

V n = 1,2, •.. , 
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has real zeros only, so the same is true of J (f;z). 
n 

• If V n = 1,2, ••• , J (f;z) has real zeros only, then 
n 

f(z) = lim J (f;~) 
n n n+ oo 

has real zeros only (cf. 12.9).] 

12.12 MALO-SCHUR CRITERION SUppose that the zeros of 

are real and the zeros of 

b
O 

+ b z + ... + b zm 
1 m 

are real and of the same sign. Put k = min (n,m) -- then the zeros of 

are real. 

12.13 EXAMPLE Suppose that the zeros of 

are real -- then the zeros of 

are real. V\brking now with 

a + a z + .•. + a zn o 1 n 

n a + a lZ + ... + a....z n n- u 

(1 + z)n = 1 + (~)z + ••. + zn, 

it follows that the zeros of 

a + na lZ + ... n n-

are real, or still, that the zeros of 
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an an_l - + -.-...,........-:- z + •.. n! (n-l)! 

are real, or still, that the zeros of 

a l a 
+ + + 

n n 
a O I! z .•. n! z 

are real. Consequently, if the zeros of 

m b +bz+···+bz o 1 m 

are real and of the same sign, then the zeros of 

are real. 

(k = min (n,m) ) 

12.14 THEORE14 Let f t 0 be a real entire function -- then f E L - P iff its 

Jensen polynomials have real zeros only. 

PROOF In view of 12.9, it is clear that the condition is sufficient. Turning 

to the necessity, given that f E L - P, choose a sequence {I\::k = 1,2, ..• } of real 

polynomials having realzeros only such that Pk -+ f uniformly on compact subsets of 

C, say 

Then the Jensen polynomials Jn (Pki z) have real zeros only (cf. 12.11). But for 

fixed n, 

lim In(Pki Z) = In(fiZ) 
k-+oo 

uniformly on compact subsets of C. 
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12.15 REMARK If f E L - P, then 

z unifonuly on compact subsets of C and the zeros of J (f;-) are real. By comparison, 
n n 

the partial sums 

n Yk k 
l: -k' z , 

k=0 • 

while unifonul y convergent on campact subsets of C, may very well have nonreal 

zeros. E.g. : z 
Take f (z) = e -- then 

n k 
l: ~ 

k=O k! 

has no real zeros if n is even and has one real zero if n is odd. 

12.16 DEFINITION A sequence YO'YI' .•• of real numbers is said to be a multiplier 

sequence if V n = 1,2, •.• , the real pol ynanial 

has real zeros only or, equivalently, if V n = 1,2, ••• , the real polynomial 

has real zeros only. 

If f E L - P, then the associated sequence YO'Yl' .•• is a multiplier sequence 

(cf. 12.14). 

12.17 EXAMPLE Take 

fez) = 
-z e 
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to see that 

1, 1, 1, ••• 

1, -1, 1, ••• 

are multiplier sequences. 

12.18 EXAMPLE Let P be a fX)sitive integer and take fez) = zPe
z 

-- then 

zp+l 
...,--~.,- + .... 
(p+l) ! 

Therefore the sequence 

0, 0, ••• f 0, pI, 
(p+l) ! 

I! , ... 

is a multiplier sequence. 

[Note: Specialize and let p = 1, thus 0,1,2,... is a multiplier sequence.] 

2 
12.19 EXAMPLE Take fez) = e-z /2 -- then 

Therefore the sequence 

2 -z /2 e 

1, 0, -1, 0, 1 • 3, 0, - 1 • 3 • 5, 0, ••• 

is a multiplier sequence. 

12.20 EXAMPLE Take 

cos z 

fez) = 
sin z 

then 

1, 0, -1, 0, 1, 0, -1, ~ .. 

0, 1, 0, -1, 0, 1, 0, ••• 

. .. . 
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are multiplier sequences. 

Y 
12.21 THEOREr1 Let YO'Yl"" be a multiplier sequence and put c = -!t- -- then n n. 

00 

fez) = 2: c zn 
n=O n 

is a real entire function and, as such, is in L - P. 

PRCX)F The objective is to find an estimate for Ic I that suffices to ensure 
n 

the convergence of the series at every z. This said, let Yr be the first nonzero 

entry in the sequence YO' Y l' . .. . Take n > r: 

= 

= 

n n! Yk n-k 
2: (n-k)! k! z 

k=O 

n n! n-k 
2: (n-k)! ckz 

k=O 

+ nrc n 

= n(n-l) •.• (n-r+l)c zn-r + ... + nrc 
r n 

and denote by Al ';"2"" ,A its (necessarily real) zeros -- then n-r 

c 2 
= (n-r) 2 ( r+l) 

c 
r 

cr +2 - 2 (n-r) (n-r-l) cr 
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and 

But 

222 1 
Al + A2 + ••. + A 
________ n_-_r ~ ((A A • .• A ) 2) n-r 

n-r 1 2 n-r 

Therefore 

(Mn) (n-r) /2 
Icnl < C (n-r)!' 

where C and M are positive constants independent of n. And this estimate will do 

the trick. 

12.22 LEMMA Let yO' Y l' . .. be a multiplier sequence. Suppose that 

d 
Co + c l z + ••• + c d Z 

is a real polynomial whose zeros are real and of the same sign -- then the zeros of 

the real polynomial 

are real. 

PRCX:>F Tbanks to 12.12, the zeros of the real polynomial 

(n > d) 

are real. Replacing z by ~, it follows that the zeros of the real polynomial 
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are real so, upon letting n -+ 00, we conclude that the zeros of the real polynomial 

are real. 

[Note: The stated property is characteristic. Proof: The zeros of the real 

polynomial 

are real and of the same sign.] 

12.23 APPLICATION Let Yo' Y l' . .. be a multiplier sequence -- then the Turan 

inequalities obtain: 

(n = 1,2, ... ) . 

[The zeros of the real polynomial 

are real and $; 0. Therefore the zeros of the real polynomial 

are real, from which the assertion.] 

12.24 LAGUERRE CRI'IERION Let Q (x) be a real polynomial whose zeros are real 

and lie outside the interval [O,d] - then for any real sequence cO,cl ' ... ,Cd' the 

number of nonreal zeros of the real polynomial 

is $; the number of nonreal zeros of the real polynomial 
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[Note: Accordingly, if the zeros of 

are real, then the zeros of 

are also real.] 

12.25 THEOREM Let f E L - P and assume that the zeros of f are negative. 

SupPJse that 

d 
C +cz+···+cz Old 

is a real PJlynarnial whose zeros are real -- then the zeros of the real p::>lynarnial 

are real. 

PROOF Take f(O) = 1 and write 

2 00 z/A 
fez) = eaz +bz TT (1 _ ~)e n 

n=l An 
(cf. 10.19). 

Choose k > 0: If > dr-a (a ~ 0) and put 

2 
0.. (z) = (1 + az ) k (1 _ ~) ••• (1 _ ,z), 
-k k Al Ak 

the interval of exclusion thus being [O,d]. 

Then the zeros of the real PJl ynarnial 

Let 

1 +-x-. 
k 
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are real, hence the zeros of the real polynomial 

are also real. :Now let k + 00. 

N.B. An additional assumption to the effect that the zeros of 

are of the same sign is inutile. 

12.26 SCHOLIUM If f E L - P and if the zeros of f are negative, then the 

sequence f(O}, f(l}, ..• is a multiplier sequence. 

222 
12.27 EXAMPLE Take fez} = e Z log q (0 < q ::;; I) -- then fen) = qn , so {qn } 

is a multiplier sequence. 

1 1 
12.28 EXAMPLE Take fez) = r(z+l) (cf. 10.30) -- then fen) = n!' so 

{~:n = O,l, ... } is a multiplier sequence. n. 

[Note: Given a > 0, put (ex) 0 = 1 and 

Take now 

'Ihen 

(a) = a(a+l)··· (a + n-l) 
n 

fen) 

fez) 
r (a) 

= =r~( z':-+a"":"""'-) • 

= r (a) _ 1 
r(n+a) - ~ , 

n 

(n 2: 1) • 
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1 
so {(ex,) n :n = O,l, ... } is a mUltiplier sequence.] 

12.29 Tf~REM Let f E L - P and assume that the zeros of f are negative. 

Suppose that 

is in L - P -- then the series 

is a real entire function and, as such, is in L - P. 

PR)()F The initial claim is that the series 

is convergent for every z. Thus decompose f per 10.19: 

2 co z z/).. 
fez) = Ceaz +bz IT (1 - ).. )e 'n. 

n=l 'h 

Then 

=> 

-t 
(1 + t)e :os: 1 (t ~ 0) 

t t/>n t - (t/->n) 
(1 - --)e = (1 + (-A ))e :os: 1 

An n 
(A < 0). 

n 

So, for k a nonnegative integer, 

ak
2 

bk bk 
If(k) I :os: Icle e :os: Icle (a :os: 0). 

Therefore 

lim If(k) I l/k ICk I l/k = 0, 
k-+co 
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which settles the convergence issue. 'Ib verify the L - P contention, note first 

that the zeros of 

are real (cf. 12.14). Therefore the zeros of the real p::>lynomial 

2 f(O)C
O 

+ nf(1)C
1

z + n(n-l)f(2)C
2

z + ••• 

are real (cf. 12.25). But this p::>lynamial is the nth Jensen polynomial of the series 

f(O)C
O 

+ f(1)C
1

z + ••. , 

so another application of 12.14 finishes the argument. 

12.30 ~~LE Take F(z) 

is in L - P. 

12.31 EXAMPLE Take F (z) 

is in L - P. 

z = e -- then 
(X) 

L: f (n) zn 

O n! n= 

2 -z = e -- then 

(X) 

L: 
n=O 

(_l)n f(2n) 
n! 

2n z 

12.32 EXAMPLE Fix a p::>sitive integer m and take 

f ( ) = r (z+l) 
z r (mz+l) • 

Then 

fen) n! 
= --'-(:mn-----) -:-! ' 
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hence 

ex> n 
z 

L: (ron)!:: l1Lm (z) 
n=O 

(cf. 2.28) 

is in L - P. 

[Note: The poles of the numerator, viz. -1, -2, ... , are absorbed by the 

12m 
poles of the denominator, viz. - ro' - ro' ... , - n' ... .] 

12.33 EXAMPLE Recall that the Bessel function J (z) of the first kind of real v 

index v > -1 is defined by the series 

(c£. 2.29). 

'lb apply the foregoing ma.chinery, rewrite this as 

where 

Here 

J (z) v 

ex> 

q (z) = L: 
v n=O 

f (2n) 
( -1) n _v----:,.-- z 2n 

n! 

1 
f (z) = -----
v rev + ~ + 1) 

is in L - P and its zeros are negative (since v > -1). Therefore the zeros of 

J (z) are real t. 
v 

t E. lDrrme1, S;twUe.n ubeJl. cUe. BM.6e1.'.6ehe.n Fune:t:..Wne.n, Teubner, Leipzig, 
1868, §19. 
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12.34 ~~LE Given p = 1, 2, .•• , 

is in L - P. 

[In fact, 

where 

co 2p 
<I>2p (z) = f 0 exp (-t ) cos zt dt 

co 

2p <I>2 (z) = L: 
P n=O 

f (2n) 
( -1) n ~p,,--:-_ z2n 

nt 

r(~ + l)r(z + 1) 
f() 2 2p p z = ---=r -;-(z--:-'+-::l")-"'---

the pJles of the numerator, viz. 

(cf. 2.30) 

-2, -4, -6, ••. , -1, - (1 + 2p), - (1 + 4p), ••• , 

being absorbed by the pJles of the denominator, viz. -1, -2, -3, ••.• 

[Note: <I>2 (z) has no zeros but <I> 4 (z), <I>6 (z), .•. , have an infinity of zeros. 

Proof: The order of <I>2p (z) is 2p2: 1 ! which lies strictly between 1 and 2 if 

p > 1, so one can cite 7.4.] 

If f E L - P, then fl E L - P (cf. 10.20 and 10.25). 

[Note: Letting YO,Y1 , •.• be the IlUlltiplier sequence associated with f, it 

follows that YO = Y1 , Yi = Y2 ,··· is a IlUlltiplier sequence (namely the one associ-

ated with fl).] 

12.35 EXAMPLE The nth Hermite polyncmial is, by definition, 

2 n 2 
(l)

n z d -z = - e -e 
dzn (cf.8.17), 
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dn 2 -z --e 
dzn 

2 n 2 
The fact that e-z is in L - P then implies that ~ e-z is in L - P, thus the 

dzn 

zeros of H (z) must be real. 
n 

While L - P is not a vector space, there are circumstances in which it is 

closed under addition. 

12.36 LEMMA If f E L - P, then V a E R, 

af + fl E L - P (cf. 12.10). 

Th ad f ( ) az. . L P . th d' . d (f ( ) az) PR<X)F e pI' uct z e 1S ill - , as 1S e er1vat1ve dz z e , as 

-az d az 
is the product e dt (f(z)e ), thus 

af(z) + fl (z) 

isinL-P. 

12.37 EXAMPLE Let P be a real polynomial with real zeros only. Take a > 0, 

8 E R, and define F by 

F (z) 
00 2 = J p(r-r t)exp(-at + r-r 8t + r-r zt)dt. 
-00 

Then F E L - P. 

[Supposing that p is rronic, write 

Put 

00 2 
= J exp(-at + r-r 8t + r-r zt)dt. 

-00 
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Then 

2 
F (z) = ('IT)1/2 C(z + S) ) 
a a exp 4a ' 

so Fa E L - P. Now define Fk (k = 1, ••• ,n) by 

00 2 
Fk (z) = f _00 E1< (1=1 t) exp (-at + 1=1 St + r-r zt)dt, 

where 

Then 

F = F = a F + F' , n n n-l n-l 

so F E L - P.] 

APPENDIX 

A multiplier sequence Ya , Y l' . .. is said to be strict if it has the following 

property: Given any real pol ynamial 

d 
c +cz+···+cz aId 

whose zeros are real, the zeros of the real pol ynanial 

are also real (cf. 12.22). 

d 
yaca + Ylclz + ... + Ydcdz 

EXAMPLE Let f E L - P and assume that the zeros of f are negative -- then the 

sequence f(O), f(l), ... is a strict multiplier sequence (cf. 12.25). In particular: 

{~:n = O,l, ... } is a strict multiplier sequence (cf. 12.28 (or 12.13». n. 
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LEMMA A strict multiplier sequence acting on a polynomial whose zeros are real 

and of the same sign preserves the reality and the sign of the zeros. 

EXAMPLE Take f (z) = (z2 + 2z - 1) e Z 
and consider the corresponding multiplier 

sequence {-I + n + n2 :n = O,l, ... } -- then its action on (z + 1)2 is 

-1(1) + 1(2)z + 5(2)z2. 

Th f th ' 1 '1 -1 ± lIT h 1 b f ' , e zeros 0 1S po ynOffila are 10 ' ence are rea ut 0 oppos1te Slgn. 

Therefore the multiplier sequence {-I + n + n2 :n = O,l, ... } is not strict. 

DEFINITION Given twJ sequences 

of real numbers, their canponent wise product is the sequence aObO' albl , .... 

LEMMA If 

are strict multiplier sequences, then so is their cc:mponent wise product. 

LEMMA If 

are multiplier sequences and if 0.0 ,0.1 ' ... is strict, then their component wise 

product is a multiplier sequence. 
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d 
C +cz+···+cz Old 

be a real I;X)1 ynomial whose zeros are real and of the same sign -- then 

is a real I;X)lynomial whose zeros are real and of the same sign, thus the zeros of 

the real I;X)lyncmial 

are real (cf. 12.22), which implies that aoSo' alSl , ... is a multiplier sequence 

(see the corrment appended to 12.22) . 

APPLICATION Let f E L - P, say 

ex> 

fez} = L: 
n=O 

Then cO,cl ' ... is a multiplier sequence. 

[For 

n c z 
n 

and {n~:n = O,l, ... } is a strict multiplier sequence while YO,Yl , ... is a multi-

plier sequence (cf. 12.14).] 

[Note: A priori, 

2 cn - cn_l Cn+l 2 0 (n = 1,2, ... ) (cf.12.23) 

but this can be sharpened: 
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=> 

2 2 
(n!) cn - (n-l)! (n+l)!Cn_1 cn+1 ~ 0 

=> 

=> 

=> 
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be in L - P --then 

1. 

§13. CHARACTERIZATIONS 

f (z) 
00 

n = L: c z 
n=O n 

Yn (n) 
c = -- (Y = f (0)) n n! n 

and YO,Y1 , ••• is a multiplier sequence (cf. 12.14). Therefore (cf. 12.23) 

(n = 1,2, ... ) . 

13.1 EXAMPLE Consider the Hermite polynomials {H :n = 0,1, •.• } (cf. 12.35) -
n 

then for real t and complex z, 

Since V t, the function 

is in L - P, it follows that 

2 
exp(2tz - z ) 

00 H (t) n 
= L: _n~_z. 

O n! 
n= 

2 z + exp(2tz - z ) 

(n = 1,2, .•. ) • 

13.2 EXAMPLE Consider the laguerre polynomials {L (a):n = O,l, ... } of index 
n 

a > -1 and degree n, thus 

-a t 
L(a) (t) = t e 
n n! 

n 
d -t tn+a -e 

dt
n 

(cf. 8.17 (L(O) = L )), 
n n 
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where 

(l+a) 
L(a) (0) = n 

n nl 

In tenns of the Bessel function J , for real t > 0 and complex z, 
a 

r(l + a) (tz)-a/2 J (2 IEZ) 
a 

()() L (a) (t) 
= l: n zn 

n=O (l+a)n 

()() n 
l: n! L (a) (t) z 

= (l+a)n n n! 
n=O 

()() L (a) (t) n 
l: n z 

= n! 
. 

n=O L (a) (0) 
n 

Since V t > 0, the function 

z -+ (tz) -a/2 J (2 IEZ) 
a 

is in L - P (cf. 12.33), it follows that 

L (a) (t) 
n 

L (a) (0) 
n 

[Note: As we know, 

so by evenness, 

2 
L (a) (t) 
n-l 

L (a) (0) 
n-l 

L (a) (t) 
n+l 

L (a) (0) 
n+l 

~ 0 (n = 1,2, ••• ). 



=> 

=> 

=> 

3. 

z -a/2 J (2 v'Z) E L - P.] 
a 

13.3 ID-lJI1A If f E L - P, then for all real t, 

with equality iff f(n-l) (z) is of the form eebz or t is a multiple zero of f(n-l) (z) . 

PP.!X)F Decompose f per 10.19: 

e m az2+bz Tfoo z Z/An 
fez) = z e (1 - X-)e . 

n=l n 

Then 

00 

f' (t) mIl 
"":'7:"~ = - + 2at + b + L: (-- + -) 
f(t) t n=l t-An An 

=> 

d f' (t) f (t) f' '(t) - (f' (t) ) 2 
dt (f (t) ) - (f (t) ) 2 

00 

m 1 = - :2 + 2a - L: 2 • 
t n=l (t-An) 

If fez) = cebz or if t is a mUltiple zero of fez), then 

f(t)f"(t) - (f' (t»2 = o. 
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On the other hand, if f (Z) 7 eebz and if c is not a zero of f (z), then 

00 

m 1 
- :2 + 2a - E 2 < 0 

c n=l (C-A ) 
n 

=> 

f(c)f" (c) - (f'(c»2 < 0, 

so by continuity, 

f(t)f" (t) - (f'(t»2 ~ 0 

for all real t. If equality obtains and if f (z) 7 cebz , then t must be a zero of 

fez) (cf. supra), hence t must be a multiple zero of fez): 

(f' (t»2 = 0 => f' (t) = O. 

Proceed from here by iteration (bear in mind that L - P is closed under differen-

tiation (cf. 10.20 and 10.25». 

[Note: In particular, 

(f(n) (0»2 _ f(n-l) (O)f(n+l) (0) ;:: 0, 

Le. , 

(n = 1, 2 , ••. ) .] 

13.4 EXAMPLE Take 

f (z) 
2 = z(z + 1). 

Then 

f'(t)2 - f(t)f" (t) = 3t4 + 1 > O. 

Still, f ~ L - P (because it has the nonreal zeros ± r-I). 
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13. 5 EXAMPIE Take 

fez) z 2z = e - e . 

Then 

Still, f ~ L - P (because it has the nonreal zeros 2n!=r k (k = ± l,± 2, ... ». 

Therefore the inequalities 

(f(n) (t»2 _ f(n-l) (t)f(n+l) (t) ~ 0 (n ~ 1) 

do not serve to characterize the elements of L - P (even if they are strict) . 

2 
13.6 NarATION Given a real entire function f, let LO (f) (t) = f (t) and for 

n = 1,2, •.. , let 

2n (_l)k+n 
(2n) f (k) (t) f (2n-k) (t) L (f) (t) = L: (t E R) . 

n 
k=0 

(2n) ! k 

N. B. For the record, 

2 (_l)k+l 
(2) f (k) (t) f (2-k) (t) Ll (f) (t) = L: 

k=0 2 k 

= _ f(t)f" (t) + (f' (t»2 _ f" (t)f(t) 
2 2 

= (f' (t»2 - f(t)f" (t). 

13.7 THEOREM Let f E A - L - P (cf. 10.31) -- then f E 0 - L - P (= L - P) iff 

V n ~ 0 and V t E R, 

L (f) (t) ~ O. 
n 
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Same preparation will help ease the way. 

13.8 Nal'ATION Given a real entire function f, for fixed x E R, let 

2 
fx(Y) = If(x + r-r y) I 

:: f (x + r-r y) f (x - r-r y) • 

Then f is an even function of y and 
x 

where 

00 2n 
= L An (f) (x)y , 

n=O 

f(2n) (0) 
x 

An (f) (x) = (2n) ! 

13.9 WWA We have 

A (f) (x) = L (f) (x) • 
n n 

PRCX>F In fact, 

(2n) !An (f) (x) = f~2n) (0) 

= ~y (f(x + r-r y)f(x - r-r y» Iy=o 

~ (2n) d
k I d

2n
-

k I = L. k ~ f(x + r-r y) y=0· 2n-k f(x - r-r y) y=0 
k=0 dy dy 

n 
= L 

k=O 

= (2n)!L (f) (x) • 
n 



7. 

When convenient to do so, write 

Ln(f) (t) = Ln(f(t» 

1\n (f) (t) = 1\n (f (t) ) • 

13.10 LEMMA Fbr every real a, 

Ln«X + a)f(x» = (x + a)2 Ln(f(x» + Ln_l(f(x» (n = 1,2, .•• ). 

PROOF From the definitions, 
00 

2n L: L ({x + a) f (x) ) y 
n=O n 

00 

2n = L: 1\n «x + a) (f (x»y 
n=O 

= 1 (x + a + r-r y) f (x + r-r y) 12 

00 

L: 1\ (f (x) ) y2n 
n=O n 

= (x + a)2 ~ 1\ (f(x»y2n + ~ A (f(x»y2n+2 
n=O n n=O n 

00 00 

2 2n 2n 
= (x + a) L: 1\n(f(x»y + L: 1\n_l(f(x»y 

n=O n=l 

00 

2 2 2n = (x + a) 1\0 (f (x» + L: [(x + a) 1\ (f(x» + 1\n_l (f(x»]y 
n=l n 

2 
00 

2 2n = (x + a) LO (f (x) ) + L: [(x + a) L (f(x» + Ln_l(f(x»]y . 
n=l n 

'Ib establish the necessity in 13.7, it can be assumed that f is a real r:oly-

nomial with real zeros only. For this purpose, proceed by induction on the degree 
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of f, the assertion being clear when deg f = O. If deg f > 0, write f (x) = 

(x + a) g (x), where a E R and g (x) is a real polynomial with real zeros only. By 

the induction hypothesis, Ln (g(x» ;:::: 0 for all n ;:::: O. Nov.7 apply 13.10 to see that 

the same is true of f. 

'fuming to the sufficiency in l3. 7, if f t 0 is not in L - P, then f has a 

nonreal zero zo = xo + r-r yo' so 

Since each tenn in the sum on the right is nonnegative, it follows that Ln (f) (x
O

) = 

o V n ;:::: 0, hence V y E R, 

00 

2 2n o = If(xO + r-r y) I = L: Ln (f) (xO)y , 
n=O 

implying thereby that f == O. 

[Note: The assumption that f E A - L - P serves to ensure that if f ~ 0 - L - P 

(= L - P), then f has a nonreal zero. J 

2 z 
13.11 EXAMPLE Take fez) = (z +l)e -- then 

Ll (f) (t) = 2(t2 - 1)e
2t 

L2 (f) (t) 
2t = e 

and Ln (f) (t) = 0 (n > 2). Here 

t 2 < 1 => Ll(f) (t) < 0 

and, of course, f ~ L - P (but f E * - L - Pl. 
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13.12 THEO~l Let f E A - L - P (cf. 10.31) -- then f E 0 - L - P (= L - P) 

iff I:j z, 

If' (z) 12 ~ Re(f(z)f" (z)). 

PROOF Suppose first that f E L - P: 

=> 

On the other hand, 

00 

If(x + ;.=r y) 12 = L Ln(f) (x)y2n 
n=O 

00 

2n = L (2n + 2) (2n + 1)L
n
+

1
(f) (x)y 

n=O 

~ 0 (cf . 13. 7) • 

a
2 

If(x + r-r y) 12 = 21f' (z) 12 - 2Re(f(z)f" (z)). 
ay2 

As for the converse, let Zo = Xo + r-r YO be a zero of f and consider 

Then 

so fO (y) is a convex even function of y, thus has a unique minimum, which must be 

taken on at y = O. But 
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Therefore the zeros of f are real, hence f E 0 - L - P (= L - P) . 

13.13 THEOREM Let f E A - L - P (cf. 10.31) -- then f E a - L - P (= L - P) 

iff If z = x + r-r y (y 7 0), 

1 --Y Im(- f' (z)f(z» ~ 0. 

[This is a simple consequence of the canonical computation ...• J 

APPENDIX 

Let f E L - P be transcendental. If f (to) 7 0 and ff (to) = 0, then 

f(tO)f" (to) < a (cf. 13.3), so to is a simple zero of f' E L - P. 

LEMMA Let f E L - P be transcendental. Suppose that f (n) has a multiple zero 

at t -- then o 

SCHOLIUM If the zeros of f are simple, then the zeros of all of its derivatives 

are simple. 

THEOREM Let f E L - P be transcendental. Assume: f satisfies the differential 

equation 

f (n) (z) = A(z) f (z) , 

where AI R is real analytic -- then the zeros of f are simple. 

PROOF Proceeding by contradiction, suppose that at some to' f (to) = f' (to) = 0, 

thus fen) (to) = O. Since 

f(n+l) (z) = A' (z)f(z) + A(z)f' (z), 
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it follows that f (n+l) (to) = o. ONing now to the lemna, 

But 

f (n+k) (z) 
k 

= L: (~)A (k-l) (z) f (i) (z) • 

l=O 

Therefore f and all its derivatives vanish at to' a non sequitur. 
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§14. SHIFTEV SUMS 

Let f 1. 0 be a real entire function. 

14.1 NOI'ATION Given a real number A, put 

fA(z) = fez + r-r A) + fez - r-r A). 

[Note: fA is again a real entire function.] 

Obviously, 

14.2 EXAMPLE Take f (z) = zn -- then 

n-l I_-fA (z) = 2 TT (z - A cot 
k=0 

sin z 

(2k+l) 7T 

2n 

14.3 EXAMPLE Take fez) = -- then 
cosz 

sin z 
fA (z) = 2 cosh A 

cos z. 

Let EXf denote the set of A such that fA:: 0 or for which fA has the fonn 

CA exp (b
A 
z), where C

A 
;t 0 and b

A 
are real constants. 

14.4 LEMMA Suppose that f is not of the fonn cebz , where C ;t: 0 and b are real 

constants -- then EXf is a discrete subset of R (if not empty) • 

[In fact, 
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z 14.5 EXAMPLE Take f (z) = e -- then 

so EXf = R. 

[Note: 

in L - P.] 

z fA (z) = 2 (cos A)e , 

f is in L - P but technically the zero function (e.g., f ) is not 
1T 

"2 

z 14.6 EXAMPLE Take f (z) = e (a
O 

+ a l z), where a
O 

and a l 7 0 are real -- then 

where 

and 

Therefore 

1T EXf = {(2k + 1) "2:k = 0, ± I, •.• }. 

And 

A E EXf (A 7 0) => Au = -2al A sin A 7 0 

14. 7 EXAMPLE Take 

where 

=> fA t O. 

bz f(z) = e p(z) (b real), 

p(z) = a + a z + •.. + a zn (a 7 0) o 1 n n 
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is a real polynomial of degree n ~ 2 with real zeros only -- then 

Here 

and 

f, (z) = ebz(A zn + A zn-l + ... + A
O
)' 

I\. n n-l 

A = 2a cos Ab 
n n 

A 1 = 2a 1 cos Ab - 2An a sin Ab. n- n- n 

• If cos Ab ;t 0, then An ;t ° and fA has n zeros. 

• If cos Ab = 0, then A = 0 but if in addition A ;t 0, then A l;t 0, n n-

thus fA has n-l zeros. 

Since n ~ 2, the conclusion is that EXf = Ji1. 

14.8 REMARK It is clear that if V A, fA "f. 0 has a zero, then EX
f 

= Ji1. 

[For instance, if f E L - P and if 

b ()() z Z/An 
f(z) = Czffie z IT (l - -)e 

n=l An 
(cf. 10.19) 

has an infinite number of zeros, then V A, fA "f. 0 has an infinite mzober of zeros, 

hence EXf = Ji1.] 

14.9 LEMMA If f E L - P, then V A E R, either fA E L - P or fA = O. 

PRCDF By the usual approximation argument, it will be enough to consider the 

case when f is a real polynomial with real zeros only, say 

m N z 
f(z) = Cz IT (1 - ~) 

n=l n 
(C ;t 0). 

So take A > 0 and suppose that fA (z) = 0 (z = x + r-r y) -- then 
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If (z + r-r A) I = If (z - r-r A) I 

1 = ! f (z + r-r A) 12 
If(z - r-r A) 12 

N 2 

= I (z + r-r A) 2 1m 

I (z - r-r A) 2
1
m 

"IT I An - (z + r-r A) I 
n=l 

N 
"IT I A - (z - I=I A) 12 

= 

n=l n 

-m 
x 2 + (y + A)2 
x2 + (y _ A)2 

N (x - A )2 + (y + A)2 
"IT n 2 2 • 
n=l (x - A) + (y - A) 

n 

If Y > 0, then all factors on the RHS are > 1, while if y < 0, then all factors on 

the RHS are < 1. As this is irnJ::ossible, it follows that Y = o. 

[Note: M:>re generally, the same argument can be used. to show that the pol y-

nomial 

f (z + I=I A) .- yf (z - I=I A) (y E C, I y I = 1) 

has real zeros only.] 

N.B. Consequently, V A E R, 

f E L - P => Ll (fA) (t) z 0 (t E R) (cf. l3.3). 

2 14.10 EXAMPLE Take f (z) = z (1 + z ) -- then 

yet f ¢ L - P. 
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[Note: 

and the expression on the right vanishes at A = ± 1:.. .] 
13 

14.11 LEMMA If f E L - P and if EXf = ~, then 'if A ;t: 0, the zeros of fA are 

simple. 

PROOF Take A > ° and suppose that to is a multiple zero of fA: 

is real iff 

f (to - r-r A) f 1 (to + r-r A) = f (to - r-r A) f 1 (to + r-r A) • 

But 

f(t
o 

- r-r A)fl (to + r-r A) 

= f(t
o 

+ r-r A)fl(t
o 

- r-r A} 

= (- f(t
o 

- r-r A))(- fl(t
o 

+ r-r A» 

= f(to - r-r A)f' (to + r-r A). 
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On the other hand, for Im z > 0, 

()() 

Im f' (z) = Im(~ + 2az + b + 1: ( 1 + ~» 
fez) z n=l z - An An 

< o. 

setting z = to + ;.=r A then leads to a contradiction: 

f' (to + r-r A) f' (to + r-r A)f(to + r-r A) 
Im = Im ---------~--

f(to + r-r A) If(t
o 

+ r-r A) 12 

= 1 2 Im(f' (to + r-r A)f(to - r-r A» 
1 f (to + r-r A) 1 

= o. 

[Note: This point is illustrated by 14.2 and 14.3. J 

14.12 THEOREM If f E L - P and if E.:Xf = 91, then V A 7 0, 

(t E R) (cf. 13.3). 

14.13 REJI1ARI{ Suppose that f E A - L - P has the property that V A 7 0, 

(t E R) (cf. 13.3). 

Then EXf = 91 and it is an open question as to whether f E L - P. 

[Note: If specialized to the case when f E * - L - P, the stated condition 

does indeed imply that f E L - P. In passing, observe that the strict inequality 

L1 (f
A

) (t) > 0 is necessary (cf. 14.10).J 
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§15. JENSEN CIRCLES [BIS] 

Given a real polynanial f, denote by zl' ••. ' z l those zeros of f which lie 

in the open upper half-plane. 

put 

15.1 NarATION Given a real polynomial f and a real number A, for j = 1, ••• ,l, 

tj(A) = {z E C:lz - Re zjl2 

[Note: Take t. (A) = ~ if I A I > I TIn z. I.] 

2 2 
:0; (TIn z.) - A }. 

J 

J J 

N.B. In particular: 

t.(O) = t. 
J J 

(cf. 9.2). 

15.2 THEOREM For any A ~ 0, the nonreal zeros of the pol ynanial 

f (z + H A) - yf (z - H A) (y E C, I y I = 1) 

lie in the union of the t. (A) • 
J 

PROOF Take f monic of degree n, so 

m. l m. m. 
f (z) = 1T (z - Zi) 1 • 1T (z - z.) J (z - z.) J 

TIn z.=O j=l J J 
1 

(cf. 9.3). 

Write 

z=x+Hyandz. =x. +Hy. 
J J J 

(j = 1, ... ,l) . 

'!hen 

• 2 2 
Iz + H A - z.1 - Iz - H A - z·1 

1 1 

= 4AY (Im Zi = 0) • 
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21 - 2 • I z + r-T A - Zj 1 Z + r-T A - Zj I 

222 2 = SAY [(x - x.) + Y + A - y.] • 
J J 

If now Z is nonreal and lies outside all the t. (A), then 
J 

2 2 2 2 
(x - x.) + Y + A - y. > o. 

J J 

Therefore every factor in the product representation of If (z + r-r A) 12 is larger 

2 
than the corresponding factor in the product representation of If (z - r-r A) 1 

if AY > 0 and vice-versa if AY < o. To recapitulate: 

AY > 0 => If{z + ;=r A) I > If(z - r-r A) I 

AY < 0 => If(z + ;.=r. A) 1 < If(z - r-r A) I. 

Accordingly, at such a z, the polynomial 

f (z + ;.:r A) - yf (z - r-r A) 

cannot vanish. 

N.B. If IAI = lIm z·1 = ly·l, then 
J J 

so in this situation, x = x. and y = 0, thus 
J 

t. (A) = {(x. ,O)}. 
J J 

15.3 COROLLARY For any A ~ 0 r the nonreal zeros of the pol ynamial 
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fA (z) = f(z + r-r A) + f(z - r-r z) 

lie in the tmion of the t. (A). 
J 

[Simply take y = -1.] 

15.4 COROLlARY For any A ~ 0 and any ~ E C (~ ~ 0), the nonreal zeros of the 

polynomial 

~f(z + r-r A) + ~f(z - r-r A) 

lie in the tmion of the tj(A). 

Then 

[Simply take y = - t .] 
15. 5 REMARK One can recover 9.3 fram 15.2. Thus let A = 1 and consider n n 

f (z + r-r A ) - f (z - r-r A ) 
n n 

f (z) = -----------n 21. 
n 

lim f (z) = f' (z) 
n 

n-+ oo 

uniformly on compact subsets of C. M:)reover, the zeros of f (z) are contained in 
n 

the tmion of the t . (A ) and the real line which is a subset of the union of the 
J n 

Jensen circles of f and the real line. 

15. 6 LEMMA Let f be a real polynomial whose zeros lie in the strip 

S(A) = {z: Inn zl $ A} (A > O). 

'!hen V A ~ 0, the zeros of the polynomial 

f(z + r-r A) - yf(z - r-r A} (y E c, IYI = 1) 
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lie in 8(~2 - A2) if IAI < A and lie in 8(0) = R if A SiAl. 

PROOF If z = x + r-r y E tj (A) is a nonreal zero and if I A I < A, then 

2 2 2 222 2 
Y s (x - x.) + y s y. - A s A - A , 

J J 

hence z E 8 (A\2 - A 2). Meanwhile, at the transition J:X)int A = I A I, there is no 

nonreal zero in any of the tj (A) and on the other side A < I A I, all the tj (A) are 

empty. 

15.7 REMARK If A = 0, hence if f E L - P, then V A ;t: 0, the zeros of the 

J:X)1 ynomial 

f(z + r-r A) - yf(z - !=I A) (y E C, IYI = 1) 

are real (cf. 14.9) and this persists to A = 0: 

f(z) - yf(z) = (1 - y)f(z). 

15.8 THEOREl:'1 Let f E A - L - P (cf. 10.31) -- then the zeros of fA lie in 

8(~2 - A2) if IAI < A and lie in 8(0) = R if As IAI. 

[Taking into account 15.6 and 15.7, apply 10.32.] 

[Note: It is a corollary that 

where 
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§16. STURM CHAINS 

Given nonconstant real IX>lynanials P and Q, put 

F(z) = P(z) + ;=r Q(z) • 

16.1 :LEMr-JA SupIX>se that F (z) has all its zeros in either the open upper 

half-plane or the open lower half-plane -- then P and Q have real zeros only. 

PRCX)F oorking under the open lower half-plane sUPIX>sition, write 

Then for Im z > 0, 

=> 

=> 

F(z) = c (z - zl) •.• (z - z ) 
n n 

IF(Z) I > IF(Z) I 

21=1 (P(z)Q(z) - P(z)Q(z» 

= F(z)F(z) - F(z)F(z) 

> o. 

(c ;t 0). 
n 

Therefore P and Q have real zeros only (nonreal zeros of either P or Q would occur 

in conjugate pairs) • 

[Note: P and Q have no cormon zero (otherwise F would have a real zero: 

I 2 2 2 F(x) I = p(x) + Q(x) ).] 

Here is an application. Let f be a nonconstant real IX>lynomial with real 
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zeros only, so f E L - P, thus taking A > 0, the zeros of f (z + r-r A) lie in 

the open lower half-plane. Define nonconstant real polynanials P and Q by writing 

fez + r-r A) = P(z) + r-rQ(z). 

Then P,Q E L - P and 'if x E R, 

fA (x) = f(x + r-r A) + f{x + r-r A) = 2P{x) 

=> fA E L - P (cf. 14.9). 

16.2 REMARK If ]J and v are real and if 112 + v
2 

> 0, then the zeros of F and 

{11 - r-r v)F = (lJP + VO) + r-r {l1Q - vP} 

are the same. Therefore 

]JP + vQ 

llQ - vP 

have real zeros only. 

16.3 SUBLEMMA The zeros of 

(A > 0) 

lie in the open upper half-plane, hence the zeros of 

,2 2 ,4z4 
1 _ (n) _II._Z_ + (n) II. 

2 24--4-
n n 

are real (cf. 16.1). 

16.4 LEMMA let f be a real polynomial -- then fA has at least as many real 

zeros as f does. 
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PROOF Take A > 0 -- then the I.X>1 ynomial 

2 4 
f() (n) ~fll(Z) + (n) ~f''''(z) z - 2 2 4 4 

n n 

has at least as many real zeros as fez) does (cf. 12.10). But there is an expansion 

fA (z) A2 A4 
2 = fez) - 2T f" (z) + 4T fIt"~ (z) 

so it remains only to let n + 00. 

16.5 LEMMA Assume: 

• F (z) has n zeros in the closed lower half-plane 

or 

• F (z) has n zeros in the closed upper half-plane. 

Then P and Q have n pairs of nonreal zeros at most. 

[Note: The case n = 0 is 16.1.] 

There is more to be said about (p,Q) and F but for this it will be best to 

first introduce some machinery. 

Let 

be a sequence of real polynomials such that deg P
k 

= k and p~k) (0) > 0 (k = 0, 

.. • ,n) . 

[Note: Therefore Po (x) is a positive constant.] 

16.6 DEFINITION The Pk are a Stunn chain if the following ronditions are 

satisfied. 
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• 'I'\\Q consecutive tenus Pk , Pk+l cannot vanish simultaneously. 

• Whenever one of the Pn- l , ••. ,PI vanishes, the neighOOring tenus have 

opposite signs. 

16.7 EXAMPLE Consider the Legendre polynomials 

Then 

Po (x) 

and for k > 2, 

1 

2n I n. 

dn 2 (x - l}n 
dxn 

(cf. 8.l7). 

where 'lT
k

-
2 

is a polynomial of degree (k-2) in x. Furthe:rnore, there is a recurrence 

relation 

(k + l}Pk+l (x) = (2k + l}xPk(x) - kPk_l(x). 

Thus, in consequence, the sequence 

is a Stunn chain. 

[Note: This setup is the tip of the iceberg: Consider a weight function 

w(x} > a (a < x < b) (a or b potentially infinite) and an associated sequence 

{p (x)} of orthogonal real polynomials.] 
n 

16.8 EXAMPLE Fix A > -1 and let 

Jl 2 A I'r n 
PA,n (x) = -1 (1 - t) (x + Y-L t) dt (n = 0,1, ••• ). 
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Then the sequence 

is a Sturm chain. 

16.9 STURJ:1 CRITERION Suppose that 

is a Sturm chain -- then the zeros of the Pk (k::::; 1, ••. ,n) are real and simple. 

Return now to 

F(z) = P(z) + r-r O(z). 

16.10 LEMMA Under the assumptions of 16.1, P and Q have real zeros only and, 

in addition, these zeros are simple. 

[Note: The new infonuation is the assertion of simplicity.] 

It suffices to work wit..'l P (since - r-r F = Q - r-r P), the idea being to 

exhibit a sturm chain 

thereby enabling one to quote 16.9. 

As before, write 

take C = 1, and let 
n 

Put 

(C 7! 0), 
n 

Fk (x) = (x - a l - r-r b l ) ... (x - ak - r-r ~) 

= Pk (x) + r-r ~ (x) • 
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Then 

Replacing k by k + 1 gives 

from "Which (by elimination of ~ (x) ) 

setting Po (x) = 1 and noting that by construction, the P
k 

are nonic, it thus 

follows that 

is a Sturm chain, as desired. 

At this juncture, return to the inequality 

21=1 (P(z)Q(z) - P(z)Q(z» > 0 (Im z > 0) 

and divide it by - 21=1 (z - z) to get 

P(z) (Q(z) - Q(z» - Q(z) (P(z) - P(z» > 0 
(Im z > 0). -z - z 

letting z approach the real axis, we conclude that 

Q (x) p' (x) - P (x) Q' (x) ~ o. 

16.11 REMARK Recall that P and Q have no cammon zeros, so if P(xO) = 0, 
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then Q(xo) ~ o. On the other hand, Xo is simple (cf. 16.10), hence pI (x
O

) ~ o. 

'nlerefore 

Accordingly, 

Q (x) P I (x) - p (x) Q I (x) > 0 

whenever P(x) = 0 (and, analogously, whenever Q(x) = 0). 

16.12 LEMMA Between any two consecutive zeros of Q tilere is one and only one 

zero of P and between any two consecutive zeros of P there is one and only one 

zero of Q, i. e., P and Q have interlacing zeros. 

PROOF 'nle rational function 

R( ) = P (x) 
x Q(x) 

has a nonnegative derivative at all x except at the zeros of Q (x). M:)reover, 

between any two consecutive zeros of Q(x) , R(x) climbs from - <Xl to + <Xl and, in 

so doing, detennines a unique zero of P (x) . 

16.13 REMARK 'nlis property of the data forces an after the fact restriction 

on the degrees of P and Q, viz. 

deg P = deg Q + 1 

deg P = deg Q or 

deg Q = deg P + 1. 

'nle preceding considerations can be turned around. Spelled out, make the 

following assumptions. 

• 'nle zeros of P and Q are real and simple. 

• 'nle zeros of P and Q are interlacing. 
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• There exists an Xo such that 

F(z) = P(z) + A Q(z) 

has all its zeros in the open lower half-plane. 

'lb begin with, it is clear that P and Q do not have a com:ron zero (their 

zeros being interlacing), thus F cannot have a real zero. SUPPJse, therefore, 

Denoting by a l < a2 < ••• < an the zeros of Q, pass to the decomposition 

where A is a real constant and 

peak) 
A = (k = 1,2, ... ,n). 
-K Q' (a

k
) 

Here 

so 

~, ~, ••• , An 

have one and the same sign. But 
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=> 

=> 

There are then two ]?Ossibilities: All the ~ are > 0, in which case YO is positive, 

or all the ~ are negative, in which case YO is negative. And this means that 

F{z) has all its zeros either in the open upper half-plane or the open lower 

half-plane. 

It remains to eliminate the first contingency. However, it it held, then, 

arguing as before, we would have 

Q{x)P' (x) - P{x)Q' (x) ::; 0, 

contradicting the assumption that there exists an xo such that 

[Note: 

v k, A < 0 => (P(x»' > 0 
--1<: Q{x) (x ;r: ~) 

=> Q (x) p' (x) - P (x) Q' (x) > 0.] 
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In summary: 

F(z) = P(z) + ;=r Q(z) 

has all its zeros in the open lower half-plane. 

16.14 REMARK The developments in this § are known collectively as Hermite

Bieler theory. 
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§ 17. EXPONENTI AL TYPE 

Given an entire function 

00 

f (z) 

put 

T(f) = lim log M(rif) • 
r r-+ oo 

17.1 DEFINITION f is of exponential type if T(f) < 00, in which case T(f) is 

called the exponential type of f. 

N.B. f is of exponential type iff there exists a positive constant K: 

the greatest lower bound of the set of K for which such a relation holds then 

being the exponential type of f. 

17.2 LEMMA If f is of exponential type, then its order p (f) is ~ 1. 

17.3 LEMMA If f is of exponential type and if T(f) > 0, then its order p (f) 

is = 1 and T(f) = T(f). 

17.4 LEMMA If f is of exponential type and if T (f) = 0, then there are ~ 

possibilities: p(f) < 1 or p(f) = 1 and T(f) = O. 

17. 5 SCHOLIUM The set of entire functions of exponential type is comprised 

of the entire functions of order < 1 and the entire functions of order 1 and of 

finite type. 



17.6 EXAMPLE The entire function 

2. 

sin rz 
rz 

is of order}. It is of type 1 but of exr:onential type O. 

17.7 EXAMPLE The entire function 

1 
zr(z) 

is of order 1 (cf. 5.13). However, it is of maximal type (cf. 5.22), hence is not 

of exr:onential type. 

17.8 LEMMA If f is of exrx:>nential type, then f I is of exponential type and 

T(f) = T(fl) (cf. 2.25 and 3.7). 

17.9 LEMMA If f, g are of exr:onential type and if f is entire, then ! is of 
g g 

exponential type. 

PRCDF On general grounds, 

p (!) ::; max(p (f) ,p (g» (cf. 2.37) 

::; max(l,l) = 1. 

f f There is nothing to prove if p (-) < 1, so assume that p (-) = 1 and distinguish g g 

two cases. 

Case 1: p(g) < 1 -- then p(f) = 1 

and 

T(f) = T(g • f) = T(f) (cf.3.14), 
g g 

th f, f f' . us - 1S 0 ln1te type. g 
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case 2: p (g) = 1 -- then 0 ::; T (g) < 00 and if T (f) = 00, it would follow that 
g 

contradicting 0 ::; T (f) < 00. 

T (f) = T (g • !.) 
g 

= 00 (cf.3.14), 

17.10 THEOREM Suppose that f is an entire function -- then 

[Note: 

Proof: 

T(f) = l lim nla Il/n (cf. 3.6). e n 

In tenus of the y , 
n 

n-+ oo 

T(f) = lim 
n-+ oo 

1 -I' I I lin - lIn na e n n-+ oo 

1 _, \Ynil/n = - Illtl n-
e n -+ 00 n! 

= lim 
n-+ oo 

= lim 
n-+ oo 

17.11 APPLICATION An entire function f is of exponential type iff 
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17.12 NOTATION EO is the set of entire functions of exponential type. 

17.13 LEMMA EO is a vector spa.ce. 

PIroF let 

f (z) 

g (z) 

00 

n 
= L: a z 

n=O 
n 

00 

= L: b zn 
n=O n 

be elements of EO -- then 

I a + b I
l/n ::; (2rnax ( I a I I b I) lin n n n' n 

=> 

lim nla + b I
l/n 

n+ oo n n 

::; lim 2l/n. lim (n I a ,lin + nib I) lin 
n n n+ oo n+ oo 

::; lim nla Il/n + lim nib ,lin 
n n n+oo n+ oo 

< 00. 

17.14 EXAMPLE A trigonometric EOl ynomial 
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is an entire function of exrx>nential type n. 

17.15 LEMMA EO is an algebra. 

PROOF Given 

choose positive constants 

(K,M) If(z) I ~ Me
Klzl 

(L,N) Ig(z) I ~ NeLlzl • 

Then 

If(z)g(z)I ~MNe(K+L)lzl. 

17.16 LEMMA EO is closed under translation: If fez) is of exrx>nential type 

T(f) and if A,B are complex constants, then f(AZ + B) is of exrx>nential type IAIT(f). 

Embedded in the theory are a variety of estirna.tes, a sampling of the simplest 

of these being given below. 

17.17 LEMMA. Let f E EO' say 

Assume: V real x, 

I f (x) I ~ M. 

Then V real y, 

If(x + ;=r y) I ~ MeKIYI. 
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[This is a standard application of Phragrnen-Lindelof... • ] 

17.18 THEOREM let f E EO. Assume: V real x, 

If(x) I ::;:; H. 

Then V real y, 

PIroF Given E > 0, :3 C
E 

> 0: 

If(z) I ::;:; C
E 

exp«T(f) + E) Izl}. 

So, V real y, 

If(x + vCr y} I ::;:; M exp«T(f} + E} Iyl). 

Now let E + 0: 

=> 

If(x + r-r y) I ::;:; MeT(f} IYI. 

[Note: Accordingly, if T(f} = 0, then f is a constant. In particular: Every 

entire function of order less than one which is bounded on the real axis ITRlst be 

a constant.] 

17.19 EXAMPLE Given cP EL
I 

[-A,A] (0 < A < oo), put 

Then f (z) is entire and 

f(z} = ~ fA cp(t}er-r zt dt. 
I2TI -A 

If(z} I ::;:; ~ fAA Icp(t) le-yt dt (z = x + vCr y) 
I2TI -
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=> T(f) ::; A, 

thus f (z) is of exponential type. And: 

If(x) I ::; ~ ~A I¢(t) Idt 
I2TI 

thereby realizing the assumption of 17.18. 

17 .20 LEMMA Let f E EO' Suppose that 

f(x) ~ 0 as Ixl ~ 00. 

Then 

f (x + ;.:r y) ~ 0 as I x I ~ 00 

unifonnly in every horizontal strip. 

[On the basis of the foregoing, this follows from M:)ntel 's theorem.] 

17.21 EXAMPLE Take the data as in 17 .19 -- then by the Riemann-Lebesgue 

lemma (cf. 21.6), 

f(x) ~ 0 as Ixl ~ 00. 

17.22 LEMMA Let f E EO with T(f) > O. Assume: V real x, 

I f (x) I ::; M. 

Then 

f' (x) = 4T(f) 
00 

(_l)k 2k+l 
2: 1 

f(x + 2T(f) 'IT), 2 k = -00 (2k+l) 2 'IT 

the convergence being unifonn on compact subsets of R. 

PROOF Suppose initially that T(f) = 1 and consider the meromorphic function 

f (z) 
F (z ) = ---,....--'--"---

2 
z cos z 
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let r be the square contour with COTIlers at (1 + 1=I)1111, (-1 + r-r)1111, (--I - r-I)1ID, 
n 

(1 - r-r) 1111 -- then F has no singularities on r but inside r it might have a 
n n 

1 th " th' t 2k+1 ( k 1) f 'd th po e at e orlgm or at e pom s -2 - If -n:os; :os; n- • So, rom resl ue eory , 

1 
-- Ir F(z)dz 
2lfr-r n 

n-1 
= f' (0) - L: (_l)k 4 f(2~+1 IT). 

k = -n 1f2(2k+1)2 

Next 

e lYI 
z Ern => I cos z I > -4 - (Y = Im z) • 

Meanwhile (cf. 17.18), 

Therefore 

=> 

=> 

If(x + r-r y) I :os; Me lyl (T(f) = 1). 

z E r => IF(z) I = ~I_f-,-(z-,-) ....... 1 -

n Iz2 cos zl 

< 4Mlzl-
2 

Ir F(z)dz + 0 (n + 00) 

n 

00 

f' (0) = ~ L: (_l)k 1 2 f(2k;1 If). 

If k = _00 (2k+1) 

W:>rking now with f (z + x
O

) at a fixed Xo E R (the exponential type of this function 

is still 1 (cf. 17.16», we conclude that 
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4 00 k 1 2k+l 
f' (xO) = 2" L: (-1) ---=-2 f(xO + -2- rr). 

rr k = ~ (2k+1) 

Finally, to eliminate the restriction that T (f) = 1, consider the function f (T tf) ) 

of exponential type 1 (cf. 17.16) -- then 

(X) 

f' (x 1 4 L: (_l)k 1 f(~ + 2k+1 
T(f» T(f) = rr2 k = -00 (2k+1) 2 T(f) 2T(f) rr), 

i.e., V real x, 

Then 

f' (x) - 4T(f) 
- rr2 

(X) 

k 1 2k+1 
L: (-1) --"2 f(x + 2T(f) rr). 

k = -00 (2k+1) 

17.23 APPLICATION Take f (z) = sin z and evaluate at x = 0: 

(X) 

1 4 L: 1 
=> = i k = _(X) (2k+ 1) 2 • 

17 .24 THEOREM Let f E EO with T(f) > O. Assume: V real x, 

I f (x) I ~ H. 

If' (x) I ~ MT (f) • 

PROOF In fact, 

(X) 

If' (x) I ~ T (f) 4 L: 1 I f ( + 2k+ 1 ) I 
rr2 k = -00 (2k+1)2 x 2T(f) rr 

(X) 

4 1 
~ MT(f) 2" L: 2 

rr k = -(X) (2k+ 1) 

= MT(f). 
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17.25 COROLLARY let f E EO with T(f) > o. Assume: V real x, 

If (x) I :::; M. 

Then (ef. 17.8) 

I en) I < n f (x) - MI'(f) (n = 1,2, ••• ). 

17.26 EXAMPLE Take 

n 
fez) = L e el=r kz (ef. 17.14) 

k ="""fl k 

and let M be the maximum of I f (x) I -- then 

If' (x) I :::; Mn. 

17.27 REMARK Here is a suggestive way to write the assumption and the con-

elusion of 17.24: 

w::>rking on the real axis, let II. II be the LP -norm: 
P 

[Note: 11.llp is translation invariant: V f, V t, Ilftll = Ilfll , where p p 

ft{x) = f{x + t).J 

17.28 THEOREM let f E EO. Assume: 

Then V real y, 
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PROOF It suffices to consider the case when y > O. To this end, let 

Then 

= IlfilP < 00. 

P 

In addition, If (z) I P is subhanronic, thus FA (z) is subhannonic. Using Phragmen

Lindelof in its subhannonic formulation, it follows that 

Finish by sending A to infinity. 

17.29 I...El'-®1A Let f E EO. Assume: 

II f II < 00. 

P 

Then f is bounded on the real axis: V real x, 

I f (x) I ::; M. 

PROOF Because I f (z) I P is subhanronic, we have 

=> 

I I 
P 1 1 2rr 1 I r-r e I P f (x) J 0 rdr ::; 2rr J 0 J 0 f (x + re ) rdrde 

::; 2~ J J If(x + s + r-r t) IPdSdt 

s2+t2 ::; 1 

1 1 1 IP ::; 2rr J -1 dt J -1 I f (x + s + r-T t) ds 
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=> 

= !. J1 dt Joo If (s + r-r t) IPds 
7f -1 -00 

17.30 REMARK If II f II < 00 and if T (f) = 0, then arguing as a.]:x)ve, 
P 

:,; !. Jy+1 Ilf liP dt (cf. 17.28) 
7f y-1 P 

Therefore f is a constant, hence f is identically zero (cf. 17.34). 

17.31 THEOREM Let f E EO with T (f) > o. Assume: 

P f E L (- 00,(0). 

IIf'lI :,; IIfll T(f). 
P P 

PROOF Apply 17.22 in the obvious way (legal in view of 17.29) • 

17.32 SUBLEMMA If f E L1 (_ 00,(0) and if f is unifonnly continuous, then the 
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limit of f(x) as x approaches plus or minus infinity is zero. 

PRX)F Given E > 0, choose 0 > 0: 

Ix - YI < 0 => If(x) - fey) I < ~ • 

Choose R > 0: 

Claim: 

x > R + 0 => If(x) I < E 

x < - R - 0 => If(x) I < E. 

Consider the first of these assertions and to get a contradiction, assume instead 

that I f (x) I 2: E -- then 

x-o<y<x+o 

=> If(y) I = If(x) + fey) - f(x) I 

2: If (x) I - If(y) - f(x) I 

= If (x) I - If(x) - fey) I 

E E >E--=-2 2 

=> 

~~g If I > ~ (20) = Eo. 

But 

JX+O If I JOO If I < EO. x-o < R 

17.33 LEMMA Let 

c:P = <I> * X-I ,1' 
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where ¢ E L
1

(_ 00,00) and X-1,1 is the characteristic function of [-1,1] -- then 

1 <I> E L (- 00,00) is unifonnly continuous and 

Then 

Let 

Then 

lim <I> (x) = 0 
X-++ OO 

lim <I>(x) = O. 
x-+- oo 

[I;ibte: The * stands, of course, for convolution.] 

17.34 THEOREM Let f E EO. Assume: 

IIf II < 00. p 

f(x) -+ 0 as Ixl -+ 00. 

PR(X)F Proceeding as in 17.29, 

< 00. 

1 I.e.: ¢ E L (- 00,00). And 
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1 = f_l CP(x - s)ds 

1 = f_l CP(x + s)ds 

= f:1 U:1 If(x + s + r-T t) IPdt)ds 

= fl dt fl If(x + s + r-T t) IPds. -1 -1 

Now quote 17.33. 

Then 

let {A } be a real increasing sequence such that A +1 - A ~ 20 > O. n n n 

[Note: The intervals J A - 0, A + 0 [ are then pairwise disjoint: 
n n 

x < A + 0 
n 

x > An+l - 0 

=> A + 0 > A 1 - 0 => 20 > A 1 - A .J n n+ n+ n 

17 .35 THEOREM Let f E EO' Assume: 

"f" < 00. P 

PRCDF We have 

l: If(An ) IP s ~ l: ff If(An + z) IPdxdy 
n 0 TI n Izlso 
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:<; ~ L: f~o f~o If(An + x + r-r y) IPdxdy 
o 1T n 



Then 

1. 

§18. THE BOREL TRANSFORM 

let K be a nonempty convex compact subset of C. 

IB.l DEFINITION Put 

~(z) = sup Re(wz). 
1NEK 

f1<:C -+ C 

is called the support function of K. 

~.B. ~ is ho.rIDgeneous of degree 1: 

~". (tz) = t.lL". (z) 
£\. --I\. (t > 0). 

Therefore 

[Note: Of course, ~ (0) = 0.] 

N.B. I~ is convex: 

[Note: It thus follows that ~ is continuous.] 

18.2 EXAr>il?LE Take K = {X
O 

+ r-r YO} (a singleton) -- then 

~(z) = Izl (xO cos e - YO sin e). 

IB.3 EXAMPLE Take K = {z: 1 z 1 ::; R} -- then 

(0 < A < 1). 
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18.4 EXAMPLE Take K = [-a,a] (a > 0) -- then 

11«z) = alzllcos 81· 

18.5 EXAHPLE Take K = [- H a,H a] (a > 0) -- then 

11«z) = alzl 1 sin 81· 

18.6 LD~ V W E K, 

(Re w) cos 8 - (Im w) sin 8 

18. 7 APPLICATION 

• Take 8 = 0 to get 

• Take 8 = 'IT to get 

- Re w :,; 11«-1) • 

Therefore 

- HK(-l) :,; Re w :,; HK(l). 

18.8 APPLICATION 

3'IT 
• Take 8 = ""2 to get 

- Im w(-l) :,; HK (- r-I). 

Therefore 



Then 

18.9 EXAMPLE Suppose that 

3. 

11c(1) :s; 0 

11c(~1) :s; o. 

o :s; - 11«-1) :s; Re w :s; 11c(1) = 0 

=> Re w = O. 

'!here fore K is contained in the irraginary axis. 

18.10 DEFINITION Suppose that 

00 Yn n 
fez) = z:: -, z 

O n. n= 

is of exponential type - then its Borel transfonn B
f 

is defined by the prescription 

00 Y 
n 

Bf(w) = z:: n+l. 
n=O w 

[Note: '!he series converges if Iwl > T(f) and diverges if Iwl < T(f).J 

18.11 EXAMPLE Take f (z) = e Z 
-- then 

r-r Z 
18.12 EXAMPLE Take f(z) = e -- then 

18.13 LEMMA Fix T' > T(f) and suppose that Re w > 2T' -- then 

00 -wt 
Bf(w) = fO f(t)e dt. 
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PROOF First of all, 

n k 
If(z) - L ckz 1 ~ L 

k=O k=n+l 

00 

k 
1~llrl 

00 

1 1 
k r k = L ck R (R) (R > r) 

k=n+l 

~ M(R;f) 

00 

L (~)k 
R k=n+l 

Now take R = 2r to get 

Since 

1 e -wt 1 = exp (- (Re w) t) , 

it then follows that 

But 

1 

00 -wt 00 n k-wt 
fa f(t)e dt - fa (L ckt)e dtl 

k=0 

00 n k 
~ fa If(t) - L C t lexp(- (Re w)t)dt 

k=0 k 

~ (~)n f~ exp( (2T' - Re w)t)dt. 

Re w > 2T' => (2T' - Re w) < a 
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=> 

00 

fO exp«2T' - Re w)t)dt < 00. 

Therefore the infinite series 

00 -wt 
is convergent and has sum f 0 f (t) edt. And finally 

[Note: The constant implicit in the asymptotics has been set equal to l. 

00 • 00 to 
To proceed ill general, break f 0 .•. dt into f 0 dt + ft ... dt.] 

o 

Keeping still to the assumption that f is of exponential type, let K
f 

denote 

the intersection of all the convex caro:pact subsets of C outside of which B f is 

hOlorrorphic. 

N.B. Therefore Kf is the smallest convex compact subset of C outside of which 

Bf is holorrorphic. 

18.14 DEFINITION Kf is the indicator diagram of f. 

18.15 I...EW1A The extreme points of Kf are singular points of Bf" 
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PIroF If P E Kf were an extreme r:oint of Kf which was not a singular point 

of B f' then ur:on removing a certain neighborhood of p from Kf one V>K>uld be led 

to a smaller convex compact subset of C outside of which B f is holOIIDrphic. 

18.16 EXAf.iPLE Let 

n ~z 
fez) = L: Pk(z)e· 

k=l 

be an exr:onential r:olynarnial (meaning that the Pk are r:olynarnials and the ~ are 

complex numbers) . 
ckz 

Since the Borel transfmm of a nonarnial zP e equals 

p! (w - c
k

) -p-l, the r:oles at the ~ are the only singularities of the Borel trans-

form of f, so the indicator diagram of f is the convex hull of the set {cl' ..• ,cn }. 

and 

Here 

so 

18.17 NOI'ATION Write Hf in place of 11< • 
f 

IS .1S EXAMPLE Take f (z) = sin 'TTZ -- then 

1 1 ----
w-r-r'TT w+r-r'TT 

(cL lS.5), 



7. 

IBt r be a rectifiable Jordan curve containing Kf in its interior. 

18.19 THEOIID,j we have 

PRCX)F Take for r the circle Iwl = T(f) + E: (E: > 0) -- then 

00 n!c 
1 n zw 

= -- f r (L: n+ 1) e dw 
27TH n=O w 

00 zw 
~, 1 f e dw = ~ n.cn r n+l 

n=O 27TH w 

00 

n = L: c z = fez). 
n=O n 

18.20 LEr-1MA K
f 

= ff iff f :: O. 

PRCX)F If Kf = %, then B f is everywhere hol0rr0rphic (including 00), thus B f 

is a constant. But Bf(oo) = 0, so B
f 

:: 0 => f :: 0 (cf. 18.19). Cbnversely, if 

f :: 0, then V n, Yn = 0, hence Bf :: O. 

18.21 EXAMPLE Suppose that 

!-If (H) < 0 

H
f
(- R) < o. 

Then K
f 

= %, implying thereby that f :: O. 
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[From 18.8, 

- Hf{l=[) > 0 => Im w > 0 

H
f 

(- I=[) < 0 => Im w < 0.] 

18.22 NOI'ATION HO{oo) is the set of flmctions that are ho10.tr0rphic near 00 and 

vanish at 00. 

where 

[NOte: If <;Tl E HO (oo), then there is an expansion 

<;Tl{z) 
00 A 

n 
= L n+l' 

n=O z 

1 n 
A = f r <;Tl {w)w dw (n = 0,1, ... ), 

n 21T1=[ 

r a suitable contour.] 

E.g.: 

18.23 LEMMA The arrow 

that sends f to B
f 

is a linear injection. 

PROOF Using the inversion formula for the Laplace transform, if Bf = Bg , 

then for u = Re w > > 0 (cf. 18.13), 

u+l=[oo 
1 tw f{t) = f e Bf{w)dw 

21T1=[ u-Hoo 
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u+;::roo 
= 1 J etwB (w)dw = g(t). 

2n;::r u-r-Ioo g 

N. B. The inverse 

is constructed via 18.19: 

18.24 LEMMA The arrow 

that sends f to Sf is a linear surjection. 

PRCX)F Fix qJ E HO (00) and let S (qJ) be the smallest convex compact subset of C 

in whose canplement qJ is holarrorphic. Put 

N(S(qJ),r) = {w E C:d(w,S(qJ» < r} 

and let r be a rectifiable Jordan curve containing S (qJ) in its interior: 

S(qJ) c int r c N(S(qJ) ,r) • 

Consider now the holamorphic function 

Then 

sup Re (zw) :s; sup (Re (zw) + r I z I ) 
wEr wES (qJ) 

= HS(qJ) (z) + rlzl 
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=> 

If(z) I ~ c exp(HS (¢) (z) + rlzl), 

where 

len r c = 2 sup I¢(w) I· 
7T wEr 

Choose R > > 0: 

S(¢) c {z:lzl ~ R} 

=> 

If(z) I ~ c exp(Rlzl + rlzl) (cf. 18.3). 

Therefore f E EO' And Bf = ¢ (details belON). 

[Let T be the analytic functional defined by the rule 

1 <F,T> = Ir ¢(w)F(w)dw. 
27TH 

" 
Then by definition its FL-transfonn T is the function 

zw" 1 zw 
<e ,T> = Ir ¢(w)e dw, 

27TH 

thus here 

zw'" 
<e ,T> = f(z). 

On the other hand, the prescription 

defines an analytic functional S whose FL-transfonn is also f(z) (cf. 18.19). But 

zw'" 
00 n 

<w ,T> n <e ,T> = E n! 
z 

n=O 

f (z) = 

zw'" 
00 n 
E 

<w ,S> n <e ,s> = 
n! 

z 
n=O 
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=> 

<Wn,T> = <wn,S> (n - 0 1 ) - , , ... 
=> 

[J:bte: See 20.2 for the definition of "analytic functional".J 
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§19. THE INVICATOR FUNCTION 

Let f be an entire function of exponential type. 

19.1 DEFINITION The indicator function 

of f is defined by 

hf{z) = lim log';(rZ) 1 

r+ oo 

[Note: Sometimes 

t=I I r-Ie l h (ev- l e) = lim log f(re ) 
f r r+ oo 

is referred to as the exponential type of f in the direction e. Obviously, 

19.2 EXAMPLE Take f(z) = exp(a + r-I b)z (a,b E R) -- then 

hf(z) = Izi (a cos e - b sin e) (z = Izler-I e). 

19.3 LEMMA If f:: 0, then h
f 

:: - 00 and if h
f

:: - 00, then f:: 0. 

r-r e 19.4 LEMMA If f to, then h
f 

(e ) > - 00 everywhere. 

19.5 LEMMA If f t 0, then hf(z) is a continuous function of z E C if hf(O) 

is defined to be 0. 

N.B. hf (f t 0) is ha.m:Jgeneous of degree 1: 
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'Iherefore 

19.6 REMARK It can be shown that hf (f t 0) is subharrocmic. 

19.7 THEOREM If f t 0, then Hf = hf. 

PROOF It will be enough to prove that V 8, 

'Ib this end, we shall first show that 

'Ihus write 

(cf. 18.19), 

choosing fE so as to remain within the E-neighborhood of Kf subject to Kf C int fE -

then 

=> 

=> 

h
f 

(er-T 8) ( r-T 8) :::; H
f 

e . 
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As for the oPIX>site direction, it suffices to "WOrk at e = 0, the claim being that 

But V E > 0, 

If(t) I < exp((hf(l) + E)t) (t > > 0) • 

'Iherefore the integral 

is a holorrorphic f1ll1Ction of w in the half-plane Re w > h
f 

(1) • Since h
f 

(1) :::; T (f) , 

it follows fram 18.13 that B
f 

has no singularities to the right of the line x = 

19.8 APPLICATION 

• H
f 

convex => h
f 

convex 

• h
f 

subharmonic => Hf subharmonic. 

19.9 REMARK 'Any complex valued function with domain C which is subhanronic 

and hom::lgeneous of degree 1 is necessarily convex. 

19.10 LEMMA If T(f) > 0, then T(f) = T(f) (cf. 17.3) and 

19.11 LEMMA Assu:ne that f % 0 -- then T (f) = 0 iff hf = O. 

PRX)F If T(f) = 0, then B
f 

is holorrorphic in the region Iwl > 0, so Kf = {OJ 

(cf. 18.20), hence H
f 

= 0, hence h
f 

= O. Conversely, if hf = 0, then T (f) = 0 



4. 

(T(f) > 0 being ruled out by 19.10). 

19.12 LEMMA If f,g E EO and if g is an exponential p::>lynornia1, then 

hf =hf+h. g g 

[Note: Recall that EO is an algebra (cf. 17.15), thus fg E EO.] 

19.13 COROLLARY If f,g E EO' if g is an exp:mentia1 IX>lynornia1, and if ~ is 

entire, then f is of exponential type (cf. 17.9) and 
g 

19.14 THEORDI[ Supp::>se that f E EO has the property that h
f

(± 1=1) < 'IT. 

Assume further that f (n) = 0 for n = 0, ± 1, ± 2,... -- then f :: O. 

PR(X)F Let 

f (z) 
<P (z) = g(z) , 

where g (z) = sin 'ITZ -- then <p E EO. But g is an exponential p::>lynomia1, so 

=> 

=> 

=> 

h = h - h 
<p f g 

< 'IT - 'IT = 0 

<p - 0 

f :: O. 

(cf. 18.5) 
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19.15 REMARK One cannot replace hf (± 1=1) < n by h
f

(± 1=1) = n (consider 

sin nz). 

19.16 LEMMA If f E EO' then V complex constant c, fc E EO (cf. 17.16) and 

[Note: Here 

fc(z) = fez + c) .J 

N.B. Therefore 

or still, 

19.17 THEOREM Sup{X)se that f E EO has the property that h f (± r-I) < n. Assume 

further that fen) = 0 for n = 0,1,2, ••• -- then f = O. 

PRCX)F 

o = fen) = __ 1_ J B (w)enwdw (cf. 18.19) 
2nr-r r f 

=> 

1 1 o = J r Bf (w) w dw 
2nr-r 1 - ze 

=> 

o = 1 J r B
f 

(w) z w dw 
2nr-r 1 - ze 

=> 

1 -w o = - J r Bf (w) e dw (z -+ 00) 
2nr-r 
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=> 

f(-l) = o. 

Ibw apply the same argument to f_l to see that 

f_l (-1) = f(-2) = O. 

EI'C. One may then quote 19.14. 

[Ibte: In view of 19.16, V n, hf (± r-n < 7f, and so V w E Kf ' 

- 7f < - H
f 

( r-I) 
n 

as follows from 18.8.] 

19.18 V f E EO' 

[In fact, 

n n 

$ Im W $ H
f 

(- r-I) < 7f, 

n 
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§ 20. VUALITY 

We shall provide here a description of the three standard realizations of 

the dual of the entire functions. 

20.1 NOI'ATION E is the set of entire functions. 

° By definition, the C -toJX)logy on E is the to};X)logy of uniform convergence 

on co.rn...oact subsets of C. Denote its dual by E*. Since E is a closed subspace of 

cO (R
2
), every continuous linear functional 11. E E* extends to a continuous linear 

functional on cO (R2), hence detennines a canpact1y sup};X)rted Radon measure. 

20.2 DEFINITION The elements of E* are called analytic functionals. 

20.3 EXAMPLE The compactly sup};X)rted Radon measures 

F -+ F(O) 

and 

F -+ 1 f F(z) dz 
27TH 1 z 1=1 z 

restrict to the same analytic functional. 

20.4 REMARK The CO-topology on E coincides with the C
OO

-to};X)logy on E. 

Since E is a closed subspace of COO (R
2
), every continuous linear functional 11. E E* 

extends to a continuous linear functional on dX> (R2), hence detennines a compactly 

sup};X)rted distribution. 

[Note: Recall that if F l' F 2' . •• is a sequence in E and if F n -+ F unifonnl Y 

on canpact subsets of C, then F' -+ F' unifonnl y on compact subsets of C.] 
n 
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20.5 NOTATION MO is the set of compactly supported Radon measures on R2. 

20.6 DEFINITION Given ].l E M
O

' its FL-transform ~ is defined by 

'" 20.7 LEMMA ].l (z) is an entire function of exponential type. 

'" PRCX)F 'Ib see that ].l is entire , simply observe that 

d'" zw dz ].l(z) = I (w)e d].l(w). 

Next choose R > > 0: spt ].l is contained in the circle of radius R centered at the 

origin -- then 

'" A 

20.8 NOTATION Given ].l,V E MO' write ].l ~ v if ].l = v. 

20.9 LEMMA ].l ~ v iff V FEE, 

<F,].l> = <F,v>. 

Therefore ~ is an equivalence relation on MO. 

20.10 EXAMPLE Take d].l = dz I r, where r is a circle -- then 

~(z) = Ir ezwdw = O. 

So ].l ~ 0 but ].l ~ O. 

20.11 NOTATION Given ].l E MO' let [].l] be its associated equivalence class. 
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20.12 LEMMA The arrow 

A 

that sends []1] to ]1 is a linear bijection. 

PR(X)F Injectivity is manifest while surjectivity is an application of 18.19. 

20.13 RAPPEL The arrow 

that sends f to B
f 

is a linear bijection (cf. 18.23 and 18.24) • 

20.14 Nal'ATION Let FEE. 

• Given f E EO' put 

00 y 
<F f> = L: -E. F (n) (0) , n' n=O . 

(y = f (n) (0) ) • 
n 

• Given <P E HO (00), put 

<F,<P> = 1 Ir <P(w)F(w)dw. 
2Trr-r 

<F,[]1]> = I F(w)d]1(w) (= <F,]1». 

20.15 LEMMA Each of these prescriptions defines an analytic functional. 

20.16 LEMMA SupIX>se given a triple (f,<P, []1]). Assume: 
A 

<P = B and]1 = f -
f 

then these three data IX>ints give rise to the same analytic functional. 

PR(X)F By def ini tion (cf • 20. 6) , 



=> 

On the other hand, 

4. 

00 n 
= I L: 

n=O 
(zw~ dll (w) 

n. 

00 n 
= " <w ,11> n 

t... ,z 
n=O 

n. 

00 n 
<F,f> = <F,~> = L: <w ,11> F(n) (0) 

n! 
n=O 

= < 
00 F(n) CO) n 
L: w ,11> n! n=O 

= <F,ll> = <F,[ll]>. 

1 ~ F(n) ,(0) wndw = Ir BA(w) t... 

2nl=l 11 n=O n. 

00 F(n) (0) 1 n 
= L: --n-::!~ -- I r B A (W)W dw 

n=O 2nr-T 11 

00 F (n) (0) (~) (n) (O) = L: 
n=O n! 

(cf. 18.19) 

00 (~) (n) (0) 
= L: F (n) (0) 

n=O 
n! 

A 

= <F,ll> = <F,f>. 

20.17 SCHOLIUM Each of the spaces EO' HO (00), MO/~ can be viewed as E*. 
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[Note: If 11. E E*, then there is a]J E MO: V FEE, 

<F,lI.> = <F,]J>. 

And if v E MO has the same property, then ]J ~ v (cf. 20.9).] 

20.18 EXAMPLE Take ]J = 01 -- then v(z) = eZ 
and BA (w) - ~ Here " w-l· 

]J 

while 

A 

<F,]J> = ~ (V) (n) (0) F(n) (0) 
n! n=O 

00 F(n) CO) 
= L: , n. n=O 

= F(l) 

and 

1 J r B A (w) F (w) dw 
27TH ]J 

= 1 J F(w) dw 
21TH r w-l 

= F(l). 
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§2l. FOURIER TRANSFORMS 

WJrking on the real axis, the sign convention of the Fourier transfonn of 

an f E Ll (_ 00,(0) is "plus": 

[Note: From the point of view of harm:>nic analysis, the ambient Haar measure 

.1. Lebe ] 1S - tlltl.es sgue measure. 
I2TI 

21.1 ~-1A let f E L
l (_ 00,(0) -- then f(x) is a unifonnly continuous function 

of x. 

PROOF Write 

::; ~ foo 1 f (t) 1 (2 (1 - cos yt» 1/2dt 
I2TI -00 

< ~ foo 1 f (t) 121 sin (yt2 ) 1 dt - /2TI -00 
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+ ~ ~R If(t) Ilytldt 
I2TI 

+ hl R JR If (t) Idt. 
r-c:: -R 

V 2 'IT 

Given E: > 0, choose R large enough to render 

This done, choose y small enough to render 

hl R JR If (t) Idt < £. • 
r-:c- -R 2 

V 2 'IT 

So, with these choices, 

I f (x+y) - f (x) I < E:. 

21. 2 EXAMPLE Take f (t) = e -It I -- then 

A 2 1/2 1 
f(x) = (-) -

'IT 1+x2 • 

_! t 2 

21.3 EXAMPLE Take f (t) = e 2 -- then 

1 2 
A -IX 
f(x) = e 
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t 
21. 4 EXAMPLE Take f (t) = e - e e t -- then 

21. 5 NOl'ATION let 

f (x) = .l--.- r (l + r-r x) • 
I2iT 

stand for the set of continuous functions F on R such that 

F(x) + 0 as Ixl + 00. 

[Note: When equippe::1 with the supremum norm, Co (- 00,(0) is a Banach algebra 

and C (- 00,(0) is a dense subalgebra.] c 

21.6 RIEMANN-LEBESGUE LEMMA let f E Ll (_ 00,(0) -- then f E Co(- 00,(0). 

N.B. The arrow 

1 L (- 00,(0) + Co(- 00,(0) 

A 

that sends f to f is a bounded linear transfonnation: 

21. 7 REMARK Not every F E Co (- 00,(0) is the Fourier transform of a function 

in Ll (_ 00,(0). 

[Consider the function defined for x ?: 0 by the rule 

F(x) = 
x/e (0 $ x $ e) 

1 
log x 

(x > e) 
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and put 

F(x) = - F(-x) (x ~ 0) .] 

21. 8 RAPPEL Let A be a subalgebra of Co (- 00,00). Assume: 

-
• A is selfadjoint: F E A => F E A. 

• A separates points: V x,y E R with x ~ y, 3 F E A: F(x) ~ F(y). 

• A vanishes at no point: V x E R, 3 F E A: F(x) ~ o. 

Then A is dense in Co (- 00,00) • 

21. 9 NOI'ATION Let 

A(- 00,00) 

stand for the set of all f (f E Ll (_ 00,00». 

21.10 LEMMA A(- 00,00) is an algebra. 
A A 

PROOF It is clear that A(- 00,00) is a vector space. If now f,g E A(- 00,00) , 

then 

A A 1 A 

f • g = - (f * g) 
/2TI 

the * being convolution. 

21.11 THEOREM A(- 00,00) is dense in Co(- 00,00). 

PROJF 

• A(- 00,(0) is selfadjoint. 

[Given f E Ll (_ 00,(0), 

1 00 -- -
(f) (x) = - f f (t) e 

/2TI-OO 
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A 

= g(x) (g (t) = f (-t) ) • J 

• A(- 00,(0) separates points. 

[In fact, 

00 
C (- 00,00) c S(- 00,(0) c A(- oo,oo).J 
c 

• A (- 00,00) vanishes at no point (obvious). 

21.12 THEOREM If f l , f2 E Ll
(_ 00,00) and if fl = f2 everywhere, then fl = f2 

aJ..rrost everywhere. 

A 1 
In general, the Fourier transform f of f need not belong to L (- 00,00) • 

21.13 EXAMPLE Take 

1 (It I ::; 1) 

f (t) = 
0 (It I >1). 

Then 

A 2 1/2 sin x f(x) = (-) 
7T X 

. . 1 ( ) 1S not ill L - 00,00 • 

Accordingly, it cannot be expected that Fourier inversion will hold on the 

nose. still, there are SllI11lE.bility results. 

21.14 THEOREM If f E Ll (_ 00,00), then for almost all t, 

f(t) = lim ~ ~R f(x) (1 - 1~I)e- r-r txdx• 
R -+ 00 I2IT 
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[Note: This relation is also valid at every continuity point of f.] 

1 21.15 REMARK If f E L (- 00,00), then as R -+ 00, 

. tl 1 m le L -no:rm. 

1 A 1 
21.16 THEOREM. If f E L (- 00,00) and if f E L (- 00,00), then 

alm:>st everywhere. 

1 A 1 
21.17 THEOREM If f E L (- 00,00) and if f E L (- 00,00), then 

everywhere provided f is continuous everywhere. 

21.18 EXA..~LE Take 

1 - It I (It I ~ 1) 

f (t) = 
0 (It I > 1) • 

Then 

A 1 sin
2 

(x/2) f (x) --
(x/2) 

2 /2TI 

so here the assumptions of 21.17 are met, thus V t, 

~ Joo ~ sin
2 

(x/2) e - r-r txdx 
/2TI -co /2TI (x/2) 2 
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1 - It I (It I ::; 1) 

= 
o ( I t I > 1). 

In particular: At t = 0, 

=> 
. 2 

Joo sm x dx _ 
-00 2 - TI. 

X 

21.19 EXAMPLE Take 

te-t (t;::: 0) 

f(t) = 
o (t < 0). 

1 Then f E L (- 00,(0). MJreover, 

All 
f(x) = - 2 

I2iT (1 - r-r x) 

is also in L1 (_ 00,(0). Therefore at every t (cf. 21.17), 

= ~ Joo ~ 1 er-I txdx 
I2iT -00 I2iT (1 + r-r x) 2 

r, 

= <pet), 
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where 

_ 1 1 
cp(x) - - 2 • 

/27f (1 + r-r x) 

1 21.20 ~D80REM If f E L (- 00,00) is continuously differentiable and if 

(f ') A (x) = - r-r xf (x) • 

PRO)F Write 

f(x) - f(O) = ~ f' (t)dt. 

'!hen 

00 
Ibn f(x) = f(O) + fO f'(t)dt = 0 

x-+oo 

-00 

Ibn f(x) = f(O) + fO f' (t)dt = 0, 
x -+ -00 

f being Ll. But for x ~ 0, 

r-r xt 
= e f (t) 

Ax 

t=R Axt 
- f~R e f'(t)dt. 

t = -R A x 

'Iherefore, upon letting R -+ 00, we have 

=> 

- A xf(x) 
A 

= (f') (x) (x ~ 0). 
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This relation is also valid at x = O. In fact, roth sides are continuous and 

the llIS is zero at x = 0 whereas the RHS at x = 0 equals 

00 
f f' (t)dt = f(oo) - f(-oo ) 

-00 

= 0 - 0 = O. 

[Note: By iteration, if f is continuously differentiable n t:imes and if 

f(k) E Ll (_ 00,00) (0 $ k $ n), then V x, 

21. 21 RAPPEL If 0 < A < 00, then 

but this is false if A = 00: The function 

f(x) = __ I_ 

I + Ixl 

We shall now turn to the L2 -theory of the Fourier transfonn. 

1 2 A 2 
21.22 PIANCHEREL THEOREM If f E L (- 00,00) n L (- 00,00), then f E L (- 00,00) 

and A IL
l (- 00,00) n L 

2 (- 00,00) extends uniquely to an isometric isonorphism 

2 2 A:L (- 00,00) ~ L (- 00,(0) • 

. It is of period 4 (Le., A 
4 

= id) and has pure point spectrum 1, FI, -1, - FI. 

[Note: 2 For the record, given f
l
,f

2 
E L (- 00,00) , 
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In particular: V f E L 
2 

(- 00,00), 

A 

IIfl12 = Il f I1 2 ·] 

N.B. canputationally, if f E L2 (- 00,00), then as R -+ 00, 

in the L 
2 
-nonn and 

. th 2 meL -nonn. 

21.23 REMARK Let 

where 

2 
h (x) (2n ')- 1/2 - 1/4 - x /2 () = n. Tf e H ·x·, n n 

2 n 2 
H (x) = (_l)n eX ~ e - x /2 
n dxn 

is the nth Hennite polynanial (cf. 8.17) (n ~ 0) -- then {hn} is an orthononral 

basis for L2 (_ 00,00) and 

A (h ) = h = (r-I) ~ .] 
n n n 

2 21.24 RAPPEL If f,g E L (- 00,00), then their convolution f * g belongs to 



Then 

11. 

[Note: The same cannot be said if f, gEL 1 (- 00,00). For example, take 

f(t) = 

1 

It 
(0 < t < 1) 

o (t ~ 0 or t ~ 1) 

, g(t) = 

1 

11-t 

o 

(0 < t < 1) 

(t ~ 0 or t ~ 1) • 

(f * g) (1) = J:oo f(t)g(l-t)dt = J~ ~ 

is undefined.] 

2 1 Let f,g E L (- 00,00) -- then f • gEL (- 00,00) and 

00 00 A A 

J f(t)g(t)dt = J f(x)g(-x)dx. 
-00 -00 

FIx t 
Joo f(t)g(t)e 0 dt 

-00 

00 A A A A 

= J -00 f (x) g (xO - x) dx = (f * g) (xO) 

=> 

A 1 A A 

(f • g) = - (f * g) • 
I2TI 

21.25 THEOREM A(- 00,00) consists precisely of the convolutions F * G, where 

2 F,G E L (- 00,00). 
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PROOF Given F,G E L2 (_ 00,00), write 

A 

F = f 
2 (f,g E L (- 00,00». 

A 

G=g 

Then 

F * G = f * g = I2IT (f • g) E A(- 00,00). 

Conversely, every cp E Ll (_ 00,00) is a product f • g with f,g E L2 (_ 00,00), thus 

ITICltters can be turned around. 

[Note: Let f = Il¢T and take g = cp/ Il¢T when f is not zero but take g = 0 

when f = O.J 

2 
21.26 THEOREM If f E L (- 00,00), then for almost all t, 

f (t) = lim ~ ~R f (x) (1 - I~I )e - H txdx• 
R ~ 00 I2IT 

everywhere, then fl = f2 alrrost everywhere. 

[Use the preceding result in conjunction with 21.14. J 

21.28 LEMMA Let f E L2 (- 00,00) th th tr" t" f f t [ bJ " L2 -- en e res lC len 0 0 a, lS , 

hence is L 1 , and 

-Hbx -Aax b 1 00 A e -e 
fa f(t)dt = ~I_oo f(x) dx. 

v27T - r-r x 



13. 

[If X b is the characteristic function of [a,b] , then a, 

A 1 r-r bx r-r ax 
Xa,b(x) = - e -e .] 

/2TI r-rx 

21.29 THEOREM If f E L2 (_ 00,00) is continuously differentiable and if 

2 f' E L (- 00,00), then 

A A 

(f') (x) = - r-r xf(x) 

almost everywhere (cf. 21.20). 

PRCX)F start by writing 

f(t + h) - f(t) = ftt+h f' (s)ds. 

Next apply 21.28 to the integral on the right (replacing f by f'): 

-r-Ihx r;-

ftt+h f' (s)ds = ~ foo (f') A (x) (e -1 )e- v-I txdx• 
/2TI -00 - r-r x 

On the other hand, 

f(t + h) - f(t) 

. th 2 III e L -sense. But 

2 e- r-r hx_l 2 
(f') (x) E L (- 00,00), E L (- 00,00) 

- r-r x 

=> 
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Meanwhile 

A -Hhx 2 
f(x) (e -1) E L (- 00,00). 

Therefore (cf. 21.27) 

alrrost everywhere. Take h = 1 and x 7. 2rrn: 

=> 

(f' ) A (x) = - H xf (x) 

alrrost everywhere. 

A 2 
[Note: It follows that xf (x) belongs to L (- 00,00) .] 

APPENDIX 

. tha 1 tak Assummg tv> - 2' e 

and take 

1 Then f E L (- 00,00) and 
v 

1 v--
f (t) = (1 - t 2 ) 2 if It I < 1. v 

1 
A-

f (x) v 

2 1/2 1 v - -
= (TI) f 0 (1 - t

2
) 2 cos xt dt 

1 1 
2 1/2 00 (_1)nx2n lIn - - v - 2 

= (-) L -2 fO u 2 (1 - u) du 
rr n=O (2n)! 



so 
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00 
1 (_I)nx 2n 1 

L 
1 -- (2n)! B (n + 2' v + 2) 

/2TI n=O 

(_I)nx 2n 
1 1 

r(n + 2)r(v + 2) 1 
00 

-- L 
/2TI n=O 

(2n) ! r (n + v + 1) 

1 1 00 (_I)nx 2n 
= - rev + -) L 

/2TI 2 n=O (2n) ! 
/iT (2n)! 

22n (n!) 

2n 
00 (_I)n (~) 

= 1:.. rev + 1) L __ .....;2=--__ 
/:2 2 n=O n!r(n + v + 1) 

1 1 x-v 
= - r (v + -) (-) J (x) 

12 2 2 v 
(cf. 2.29). 

1 
EXAMPLE Take v = 2 -- then 

J 1/ 2 (x) 
2 1/2 . = (_) sm x 
IT rx 

A 1 x - 1/2 
f 1/ 2 (x) = 12 r(l) (2) J 1/ 2 (x) 

2 1/2 . = (_) sm x 
IT x 

in agreement with 21.13. 

2 LEMMA If v > 0, then f E L (- 00,(0) • 
v 

N.B. 

2 fo ¢ L (- 00,(0). 

1 

r (n + v + 1) 
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§22. PALEY-WIENER 

Let 

where 0 < A < 00. 

22.1 NOTATION PW(A) is the subset of EO(A) consisting of those f such that 

fiR E L2 (_ 00,(0). 

[Note: The elements of PW (A) are called Paley-Wiener functions.] 

N.B. The elements of PW (A) are rounded on the real axis (cf • 17.29) and 

f(x) + 0 as Ixl + 00 (cf. 17.34). 

22.2 LEMMA PW(A) is a vector space. 

22.3 LEMMA PW (A) is an inner product space: 

00 -_ 
<f,g> = J f(x)g(x)dx. 

-00 

22.4 LEMMA PW (A) is closed under differentiation (cf. 17.8 and 17.31) . 

[Note: If f E PW(A), then 

Therefore 

~z : PW (A) + PW (A) 

is a rounded linear transformation (but it is not surjective).] 

22.5 CONSTRUcrION Given ¢ E L 2 1- A,l\] (0 <; A <; (0), put 
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put 

Then f E EO(A) (cf. 17.19). Taking z to be real and ¢ to be zero for It I > A, 

it follows that fiR = ¢, thus by Plancherel I IflRI 12 = I I¢I 12, so f E PW{A). 

Therefore tllis procedure determines an isometric injection 

22. 6 EXAMPLE Take 

1 ¢(t) = ---
Ii - t

2 

(cf. 21.11). 

(- 1 < t < 1). 

Then ¢ E L1 [_ 1,1] but ¢ ~ L2 [_ 1,1]. ~breover, 

is not square integrable on the real axis. 

22.7 THEOREM The arrow 

that sends ¢ to 

is an isometric isomorphism. 

PROOF On the basis of what has been said above, it remains to establish 

surjectivity. If T (f) = 0, then f = 0 (cf. 17.30), so in tllis case we can take 
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¢ = O. Assume now that T(f} > 0 -- then 

Ilf' 112 ::; IIfl12 T(f} (cf. 17.31), 

thus by iteration 

or still, passing to Fourier transforms (cf. 21.29} , 

Fix s > 0: 

(T(f) + s}2n J If(x) 12dx 
Ixl:::T(f}+s 

::; J x
2n

lf(x} 1
2
dx 

Ixl:::T(f}+s 

=> 

=> 

1
- I + _s_ -1 2n 

x J If(x} 1
2
dx ::; Ilfll~ 

_ T(f} _ Ixl:::T(f}+s 

=> 

A 2 
J If(x) I dx = 0 (send n to 00). 

Ixl:::T(f)+s 

A A 

Therefore f(x) = 0 abtost everywhere if Ixl ::: T(f) + s, hence f(x) = 0 abtost 
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everywhere if Ixl ~ T(f). Consequently, 

f E L2 [_ T(f),T(f)] c L2 [_ A,A]. 

And for almost all x (cf. 21.26), 

"'-

= ~ I' f(t)e- r-r xtdt 
;;:c -A 

v 2 'IT 

where cp (t) = f (-t). But f (z) is entire as is 

Since they agree almost everywhere on the real line, they must agree everywhere 

in the ccmplex plane. 

22.8 EXAMPLE Let f E EO (A). Assume: V real x, 

Then the function 

I f (x) I ::; M. 

fez) - f(O) (z ~ 0), f'(O)(z = 0), 
z 
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belongs to EO (A) and its restriction to the real axis is square integrable. 

Therefore 

2 
for some ¢ E L [- A,A]. 

fez) = f(O) + _z_ r ¢(t)er-I ztdt 
I27f -A 

22.9 ADDENDUM Assume that ¢ (t) does not vanish alrtnst everywhere in any 

neighborhood of A (or -A) -- then T (f) = A (hence f is of order 1 (cf . 17.3)). 

[Suppose that T (f) < A, so f E EO (B) with B < A -- then 

2 where lj! E L [- B,B]. Extend lj! to [- A,A] by taking it to be zero in 

Then still 

[- A, - B[ (- A :0; t < - B) 

] B,A] (B < t :0; A) • 

fez) = ~ r lj!(t)er-I ztdt . 
~ -A 

v2'lT 

Accordingly, by the uniqueness of Fourier transforms (cf. 21.12), ¢ (t) = lj! (t) 

a.l.Irost everywhere in [- A,A]. In particular: ¢(t) = 0 alrrost everywhere in 

[- A, - B[ (- A :0; t < - B) 

IB ,A] (B < t :0; A) , 

a contradiction.] 

22.10 THEOREM Let f E EO (f 1- 0). Assume: fiR E L2 (- 00,(0). Put 
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b = lim log I f ~ - r-I r) I == h
f 

(- r-I) 
r-+ oo 

_ a = lim log I f ~ r-I r) I == h
f 

(r-I) • 

r-+ oo 

Then b ~ a and 

2 for same ¢ E L [a,b]. 

[Note: Since f % 0, both a and b are finite (cf. 19.4).] 

As will be seen below, this result is a consequence of 22. 6 once the pre-

liminaries are out of the way. 

22.11 RAPPEL If ~, ~ are nonempty sets of real numbers which are bounded 

above and if 

then 

sup(~ +~) = sup Al + sup ~. 

22.12 LEMMA Let f % 0 be an entire function of exponential type -- then 

PRCX)F Work instead with Hf (cf . 19. 7). Put 

He ~ = {Re (H e WI) :Wl E Kf } 

He 
~ = {Re (- r-I e w2) :w2 E Kf }, 
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so that by definition 

Consider now ~ + ~, a generic element of which has the fonn 

In particular: V W E K
f

, 

Therefore 

sup(~ +~) ~ 0 

=> 

sup ~ + sup ~ = sup (~ +~) ~ 0 

=> 

22.13 APPLICATION Take e = 0 -- then 

i.e. , 

or still, b ~ a. 
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22.14 P-L-P Let F be ho1arorphic in Im z > 0 and continuous in Im z 2:: O. 

Assume: 

log IF(z) 1= O(lzl) (Izl > > 0) 

and 

IF(x) I ~ M (- 00 < x < 00) 

and 

lim }-og I F (;.:::r r) I = K. r r-+ oo 

Then for Im z 2:: 0, 

IF(z) I ~ MeK Im z. 

Turning to the proof of 22.10, we have 

Put 

Then 

=> 

If (z) I 
-a Im z 

~Me (Im z ~ 0) 

If (z) I ~ Meb lIm z I (Im z ~ 0). 

- ;:r cz 
g(z) = e fez) ( _ a+b) c - 2. 

Ig(z) I ~ M exp( (1/2) (b-a) lIm z I) 

g E EO (1/2) (b-a) ) 

if b > a (cf. infra). Setting 

c = (1/2) (b-a), 
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it then follows from 22.7 that 3 ~ E L2 [_ e,e]: 

=> 

=> 

where ~(t) = ~(t-c) . 

[Note: If a = b, then g is bounded, hence is a constant, call it X: 

=> 

f (x) = xeI=I cx (z = x + I=I 0) 

=> 

I f (x) I = X, 

an imlX)ssibility (f t 0 and fiR E L2 (- 00,(0».] 

22.15 REMARK The indicator diagram Kf of f is a subset of [A a, r-r b]. 

[Let W E Kf -- then 

(cf. 18.7) 

or still, 

(cf.19.7). 



10. 

But 

hf(l) = lim log If (rer-r 0) I 
r r-+oo 

hf(-l) = lim log If(rer-I 'IT) I 
r r-+ oo 

And 

If(rer-I 0) I = If(r) I ~ M 

If (rer-I 'IT) I = If(-r) I ~ M 

=> 

=> 

Therefore w is necessarily pure imaginary. Finally 

(cf. 18.8) 

or still, 

(cf. 19.7) 

=> 

a ~ Im w ~ b.J 

[Note: If </>(t) does not vanish in any neighborhood of a and does not vanish 



11. 

in any neighborhocxl of b, then 

K
f 

= [A a, A b].] 

The functions 

1 (A tmr) - exp - --c::--

I2A A 
(n = 0, ± 1, ... ) 

constitute an orthonormal basis for L2 [_ A,A]. Therefore the functions 

constitute an orthonormal basis for PW (A), i. e., the functions 

A 1/2 sin (Az-mr) 
(iT) Az-mr 

constitute an orthonormal basis for PW(A). 

[Note: Matters simplify when A = n: The functions 

sin n(z-n) 
n(z-n) 

constitute an orthonormal basis for PW (n). In this connection, observe that if 

nz f (z) belongs to PW (A), then f (A) belongs to PW (n) .] 

22.16 THEOREM Let f E PW (A) -- then there is an expansion 

fez) = E 
A 1/2 sin (Az-nn) 

cn(n) Az-nn 

00 

n=-oo 

in PW (A), where 
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so 

00 

n=-oo 

N .B. Therefore 
00 

f (mf ) sin (Az-mf) 
A Az-mf 

fez) = z: 
n=-oo 

22.17 LEMMA The series 
00 

f (mf) sin (Az-mT) 
A Az-mf n=-oo 

converges unifonnly on every horizontal strip lIm z I :::; h. 

22.18 EXAMPLE Take A = n -- then 

00 

fez) = z: 
n=-oo 

fen) sin n(z-n) 
n(z-n) 

Accordingly, if fen) = 0 for n = 0, ± I, ± 2, .•• , then f - 0 (cf. 19.14). 

22.19 NOTATION l2 is the set of sequences cO' c±l' c±2"" of complex numbers 

such that 
00 

n=-oo 

22.20 LEMMA The arrow 

that sends {c } to 
n 

fez) = 

is an isometric isarrorphism. 

2 l -+ PW(n) 

00 

n=-oo 

c sin n (z-n) 
n n(z-n) 
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22. 21 EXA.1I.1PLE Put 

and let 

c = n 

c n 

00 

fez) = L: 
n=l 

= 

0 (n ~ 0) 

(_l)n 
n (n > 0) 

(_l)n sin TI(z-n) 
n 1T (z-n) 

Then f E PW(1T) , yet the product zf(z) does not belong to PW(1T) (but, of course, 

it does belong to EO(TI) (cf. 17.15». 

[If zf (z) was a Paley-Niener flUlction, then it v.JOuld be bolUlded on the real 

axis (cf. 17.29), thus the same would be true of its derivative zf' (z) + f (z) 

(cf. 17.24 (or quote 22.4». But 

=> 

=> 

=> 

However 

00 2 . 
= L: ! 1T (z-n)cos 1TZ - TISln TIZ f' (z) 

n=l n 1T2 (z_n)2 

00 

kf' (k) = (_l)k L: 
n=l 
n7k 

'kf' (k), = (1 + } + 

1 1 
(- --) n n-k 

'kf' (k), -+ 00 as k -+ 00. 

f(k) -+ 0 as k -+ 00. 



Therefore 

is not bounded.] 

M:>ving on: 

22.22 LEMMA V real x,y: 

sin A(x-y) = 
A (x-y) 

14. 

{kfl (k) + f (k) :k = 1,2, ••• } 

00 

n=-oo 

sin (Ax-mr) 
Ax-mr 

sin (Ay-mr) 
Ay-mr 

22.23 APPLICATION let f E PW (A) -- then 

f(x) = A 100 fey) sin A(x-y) dye 
n -00 A (x-y) 

[Start with the RHS: 

A 100 f (y) sin A(x-y) dy 
n -00 A (x-y) 

00 

sin (Ax-nn) sin (Ay-nn) A 00 

L: dy = - I fey) 
Ax-nn Ay-nn n -00 

n = - 00 

00 

sin (Ax-nn) A 00 sin (Ay-nn) 
= L: - (! f (y) dy) 

n -00 Ay-nn Ax-nn n=-oo 

00 

( (:'!.) 1/2 100 
fey) (~)1/2 sin (Ay-nn) 

L: A dy) = -
n A -00 n Ay-nn n = - 00 

00 

L; A «~) 1/2 c ) sin (Ax-nn) 
= n A n Ax-nn n=-oo 

sin (Ax-nn) 
Ax-nn 
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00 

(~)1/2 c sin (Ax-nIT) = b 
n = - 00 

IT n Ax-nIT 

00 

sin (Ax-nIT) = L: f (nIT) 
A Ax-nIT n = - 00 

= f (x) .] 

[Note : Consequently, 

If(x) I A foo <--IT -00 If( ) I ISin A(x-y) / d y A (x-y) Y 

< ~ (foo If() 12d )1/2(foo /Sin A(x-y) /2 d )1/2 
- IT -00 Y Y _00 A (x-y) Y 

= ~ IIfll2 ~ liT (cf. 21.18) 
IT IA 

sin ITZ MJreover, this estimate is sharp: Take A = IT, n = 0, f (z) = ITZ 

real x, 

I f (x) I =:; 1 = II f 112 ' 

and f(O) = 1.] 

-- then for 

22.24 REMARK The following result is of importance in sampling theory: 

~ / sin IT (x-n) /2 < 2. 
IT (x-n) 

n = - 00 



hence 

16. 

[Th ' 1 f l't" 'th " 1 1 ere 1S no ass 0 genera 1 y 1n lrnpOS1ng e restrlct10n - 2 < x $ 2' 

~ I sin TI(x-n) 12 $ 1 + L 1 
TI (x-n) 21 12 n = - 00 n~O TI x-n 

1 1-11 1 
= 1 + 2" 

(n+ !.) 2 TI 
2 

00 00 

+ 1 _ L 1 L 1 

(!.) 2 1 2 + 2 1 2 
n=2 (n - -) n=2 (n - -) 

2 2 2 

< 1 + ~ 
2 

TI 

00 

22 + 2 L __ I-=---=
n=2 (n _ })2 

2 00 1 
2 + 2 II 1 2 dt 

(t - 2) 

2 2 = 1 + 2 (-) < 1 + 1 = 2.] 
TI 

22.25 THEOREM Let f E EO (A). Assume: V real x, 

If (x) I $ M. 
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Then 

fez) = fl (0) sin Az + f(O) sin Az 
A Az 

+ E f(nn) (Az) sin (Az-nn) • 

O A nn Az-nn n;t 

PROOF Apply 22.16 to the function figuring in 22. 7, hence 

=> 

f(z)-f(O) = fl(O) sin Az 
z Az 

f(nn)_f(O) 
A sin (Az-nn) 

nn Az-nn 
A 

fez) = fl(O) sin Az + f(O) 
A 

+ E f (nn) (Az) sin (Az-nn) 
A nn Az-nn 

+ (-f(O»(sinAz) E 
n;tO 

(_l)n (Az) 1 
nn Az-nn 

But for w nonintegra1, 

Therefore 

00 noon 
(-1) =! + 2w " (-1) n 

-S111"-· -nw- = n+w L.. 22' 
w n=l w -n n=-oo 

(_l)n (Az) 1 
nn Az-nn 

00 (_l)n 
= 2Az L 2 2 2 2 

n=l A z -n n 



And so 

18. 

= 2Az ~ (_l)n 

rr2 n=l (Az/rr)2_n2 

1 1 
= -sm-;-' ~Az- - Az . 

f (0) + (- f (O)) (sin Az) l: 
n~O 

(_l)n (Az) 1 rur Az-nrr 

= f(O) + (- f(O» (sin Az) [SinlAz -iz ] 

= f(O} - f(O) + f(O} s~ Az 

= f (0) sin Az 
Az 

Take A = 1 -- then the functions 

1 sin (z-nrr) 
/iT z-nrr 

constitute an orthonormal basis for PW(l) (the canonical choice ••• ). 
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22.26 RAPPEL Let 

1 dn 2 P (t) = -- -- (t _l)n 
n 2nn! dtn 

be the nth Legendre po1ynania1 (cf. 8.17) -- then the functions 

In +} Pn(t) (n = 0,1, •.• ) 

constitute an orthonormal basis for L2 [-1,1]. 

22.27 LEMMA ~rJe have 

J 1 (x) 
r,- n+-

~ J1 P (t)ev- 1 xtdt = (!=I)n 2 
v'2TI -1 n 

22.28 EXAHPLE Take n = 0 -- then Po (t) = 1 and 

J
1 

(x) 

~ J1 P (t) e!=I xt = 2 1/2 sin x = "2 
PC -1 0 (iT) x 

v2n IX 

22.29 SCHOLIUM The functions 

J 1 (z) 

r-r n+"2 
In + ;. (;:r)n 

2 rz 
constitute an orthonormal basis for PW(l). 

22.30 APPLICATION Let 

¢ (t) = In + 21 P (t). 
n n 



r-rx -
<e 

r-T y-<e , 

20. 

1 Axt A 

cp > = fIe cp (t) dt = I2IT '" (x) n - n 't'n 

1 r-Tyt A 

cp > = fIe cp (t)dt = I:2-IT cp (y). n - n n 

Thus, by Parseval, 

But 

r-Tx- Hy-<e , e > 

()() r-Tx- r-Ty-= L: <e , cp > <e , cp > 
~O n n 

()() 
A A 

= 2n L: cp (x)cp (-y). 
n=O n n 

r-Ix- r-Iy-<e , e > 

= fl er-I (x-y)t dt 
-1 

= 2 sin(x-y) 
x-y 

On the other hand, 

()() 
A A 

2n L: cp (x)cp (-y) 
n=O n n 

J 1 (x) 
()() r-1 n+-

= 2n L: In + ~ (r-T)n 2 
n=O 2 

()() 

= 2n L: 
n=O 

J 1 (-y) 
r-1 n+-

In + ~ (r-t)n 2 
2 

J 1 (-y) 
n+"2 

r-y 
(cf. 22.27) 
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J 1 (x) 
00 n+-

(n + 1) (H) 2n (_l)n 2 = 2'IT I 
n=O 2 

= (_1)2n = 1. 

Therefore 

J 1 (x) 

• () 00 1 n + 2 
Slll x-y = 'IT I (n + ) 

x-y 2 n=O rx 

J 1 (y) 
n+ 2 

IY 

J 1 (y) 
n+ 2 
IY 
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§23. DISTRIBUTION FUNCTIONS 

Suppose given a function F:R + R. 

23.1 DEFlliITION F is increasing if F (x) :::; F (y) whenever x :::; y and F is 

strictly increasing if F (x) < F (y) whenever x < y. 

Suppose given an increasing function F:R + R. 

23.2 NOTATION write 

or still 

and put 

F(X+) = lim F(x + h) 
h+O 

F(x-) = lim F(x - h) 
h+O 

- F(X+) = inf F(y) 
y > x 

F(x-) = sup F(y) 
y < x 

F(oo) = sup F(x) 
x E R 

F(- 00) = inf F(x). 
x E R 

(h > 0) 

23.3 DEFINITION F is continuous from the right if V x, 

+ F(x ) = F(x) . 
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A distribution function is an increasing function F:R + R which is continuous 

fram the right subject to 

F(oo} = 1, F(- oo} = o. 

23.4 EXAMPLE The function 

o (x < O) 
I (x) = 

1 (x ~ 1) 

is a distribution function, the unit step function. 

23.5 DEFINITION SUppose that F is a distribution function . 

• A point x such that F(x) (= F(x+)} = F(x-} is called a continuity 

point of F • 

• A point x such that F(x} (= F(X+» ;t F(x-) is called a discontinuity 

pJint of F. 

23.6 DEFINITION SUppose that F is a distribution function -- then the quantity 

is called the jump of F at x. 

[Note: j is positive at a discontinuity point and zero at a continuity point.] 
x 

23.7 LEMMA The set 

{x:j > O} 
x 

is at rrost countable. 

Therefore the set of continuity points of a distribution function is dense 

in R. 
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23.8 REMARK There exist distribution functions whose set of discontinuity 

rx>ints is dense in R. 

[Let {<1n:n = 1,2, ••• } be an enumeration of Q and consider 

00 

noting that l: 2 -n = 1.] 
n=l 

P(x) = l: 
<1n9{ 

-n 2 , 

23.9 NOTATION Bo(R) is the a-algebra of Borel subsets of R. 

23.10 LEMMA If f is a Lebesgue measurable function, then there exists a 

Borel measurable function g such that f = g aln:ost everywhere. 

22.11 CONSTRUcrION Let P be a distribution function -- then there exists a 

unique Borel measure IIp on R characterized by the condition 

IIp(]a,b]) = P(b) - pea) 

for all a,b E R. Here 

p(x) = IIp(]- oo,x]) 

and 

!vbreaver, 

1 = P(oo) = IIp(R) , 

so IIp is a probability measure on the line. 

INote: We have 
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llF ([a,b]) = F (b) - F (a-) 

l1p(]a,b[) = F(b-) - F(a).] 

23.12 EXAMPLE Take F = I -- then III = 00 , 

23.13 LEMMA Any bounded Borel measurable function on R is llF-integrable. 

23.14 REMARK The considerations in 23.11 can be reversed. For supIX>se that 

II is a probability measure on the line. Put 

F (x) = ll(]- ro,x]). 
II 

Then F is a distribution function and 
II 

In fact, 

]a,b] = ]- ro,b] - ]- ro,a], 

thus 

llF (]a,b]) = F (b) - F (a) 
II II II 

= ll(]- ro,b]) - ll(]- ro,a]) 

= ll(]- ro,b] - ]- ro,a]) 

= ll(]a,b]). 

[N::>te: In the other direction, 

F = F.] 
llF 
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There are three kinds of "pure" distribution functions, viz.: discrete, 

absolutely continuous, and singular. 

23.15 DEFINITION A distribution function F is said to be discrete if there is 

a sequence {x } c R (p:>ssibly finite) and p:>sitive numbers j such that L: j = 1 n n n 

and 

[Note: Accordingly, 

F(x) = L: jnI(x-xn). 
n 

11 = L: j 0 .J F nx 
n n 

n 

23.16 LEMMA SUppose that F is a discrete distribution function -- then a 

Borel measurable function f is integrable with respect to 11F iff 

in which case 

J fd11F = L: j f(x ). n n 
n 

23.17 RAPPEL An increasing function cp: R -+ R is differentiable a.lrrost everywhere 

and its derivative cp' is lebesgue measurable, nonnegative, and 

for all a and b. 

jb cp'(t)dt ~ cp(b) - cp(a) 
a 

23.18 APPLICATION Suppose that F is a distribution function -- then F is 

differentiable a.lrrost everywhere and its derivative F' is Lebesgue measurable, 

nonnegative, and integrable: 

IIF' III = f~ F' (t)dt ~ F(oo) - F(- (0) = 1. 
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23.19 DEFINITION A function F:R + R is absolutely continuous if V E > 0, 

::I 8 > 0 such that for any finite set of disjoint intervals ] a l ,bl [, .•. , ] ~,bN [, 

N n 
r (b.-a.) < 8 => r IF(b.} - F(a.) I < E. 

j=l J J j=l J J 

[Note: An absolutely continuous function is necessarily uniformly continuous, 

the converse being false.] 

23.20 EXAMPLE If F is everywhere differentiable and if F' is bounded, then F 

is absolutely continuous (use the mean value theoran) . 

23.21 RAPPEL If f E Ll (_ 00,00) and if F(x) = ~ f(t)dt, then F is absolutely 

continuous and F' = f aJ..nost everywhere. 

23.22 EXAMPLE The prescription 

1 2/2 F (x) = r-ro _. e-y dy 
I2TI 

defines an absolutely continuous distribution function. 

23.23 CRITERION SUp];X)se that F is a distribution function -- then F is 

absolutely continuous iff ~F is absolutely continuous with respect to the restriction 

of Lebesgue measure to Bo (R) . 

So, under the assumption that F is absolutely continuous, the Radon-Nikodym 

theorem implies that ~ admits a density f E Ll (_ 00,00) : 

Matters can then be :made precise. 
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23.24 THEOREM If F is an absolutely continuous distribution function, then 

v x, F(x) = r FI (t)dt. -00 

PR(X)F For h > 0, 

F(x+h) - F(x) 

].IF(]X,x+h]) = 
j.}{+h f 
x 

and 

- F(x) - F(x-h) 

].IF (] x-h ,x] ) = 

~-h f • 

But on general grounds, 

lim !. r:+h f = f (x) 
h-+Oh x 

lim ~ r_h f = f (x) 
h -+ 0 x 

a]m:)st everywhere. Therefore 

lim F(x+h) - F(x) 

h -+ 0 h 

lim F(x) - F(x-h) 
h h-+O 

= f(x) 

= f(x) 

a]m:)st everywhere, hence F I (x) = f (x) a]m:)st everywhere. Finally, V x, 

F(x) = ].IF(]- oo,x]) = ;:'00 f = f~ Fl. 
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23.25 DEFINITION An increasing continuous function F:R -+ R is said to be 

singular if F' = 0 al.mJst everywhere. 

Trivially, a constant function is singular. 

23.26 EXAMPLE There exist singular distribution functions. 

[Let 8 denote the cantor function on [0,1] and put 8 (x) = 0 (x < 0), 8 (x) = 1 

(x > 1) -- then 8 is a singular distribution function. Therefore 

f~ 8'(t)dt = 0 < 1 = 8(1) - 8(0) (cf.23.17).] 

[Note: The cantor function is increasing on [0,1] but there are refined 

versions of 8 that are strictly increasing on [0,1].] 

23.27 LEMMA An absolutely continuous distribution function F cannot be singular. 

PRCX)F For suppose F was singular -- then in view of 23.24, V x, 

F (x) = r F' (t) dt = 0, 
-00 

an impossibility. 

Given a distribution function F, let {x } be its set of discontinuity points n 

(which for this discussion we shall assume is not empty). Define <I>: R -+ R by the 

prescription 

<I>(x) = ~ j I(x-x). x n 
n n 

Then <I> is increasing, continuous from the right, and 

<I>(- 00) = 0, <I> (00) = a ~ 1. 

If F ~ <I>, put 

~(x) = F(X) - <I>(x). 
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Then '¥ is increasing, continuous, and 

'¥(- 00) = 0, ,¥(oo) = b ~ 1. 

23.28 NOI'ATION Let 

Therefore are distribution functions and 

(a + b = 1). 

[Note: F d is referred to as the discrete part of F while F c is referred to 

as the continuous part of F. Here 0 ~ a ~ 1, 0 ~ b ~ 1, with the understanding that 

N.B. 

a = 1 <=> F = F 
d 

b = 1 <=> F = F . c 

M::>re can be said about F {cf. infra}. c 

Given a continuous distribution function F, there are two possibilities: Either 

F' = 0 a1.roc>st everywhere (in which case F is singular) or else F' ~ 0 a1.rrost every-

where. Assuming that the second possibility is in force, define w:R -+ R by the 

prescription 

w (x) = r FI (t)dt. 
-00 

Then w is increasing, absolutely continuous, and 

W( - 00) = 0, W(oo) = U ~ 1. 
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If F ~ <1>, put 

~(x) = F(x) - <1> (x) . 

Then ~ is increasing, continuous, and 

~(- 00) = 0, ~(oo) = V s 1. 

In addition, <1>' = F' alm:>st everywhere, hence ~' = 0 alm:>st everywhere, hence ~ 

is singular. 

23.29 :NOl'ATION Let 

F ac 

FS(X) 
1 = v ~(x) . 

Therefore are distribution functions and 

[Note: 

F = uF + vF ac s (u + v = 1) • 

F is referred to as the absolutely continuous part of F while F 
~ s 

is referred to as the singular part of F. Here 0 sus 1, 0 s v s 1, with the 

understanding that 

u = 1 <=> F = F ac 

v = 1 <=> F = F .] s 

Now let F be an arbitrary distribution function, thus 

Since Fc is a continuous distribution function, the preceding discussion is 



11. 

applicable to it. write 

Then 

And 

where 

=> 

Fac in place of (F ) c ac 

FS in place of (F ) • c s 

F = uP + vF c ac s 

F = aFd + b (uP + vF ). ac s 

a+bu+bv=a+b==1. 

23.30 SCHOLIUM Every distribution function F admits a (unique) decompJsition 

F=AFd+BF +CF, ac s 

A+B+C=l (A ~ 0, B ~ 0, C ~ 0), 

and Fd is a discrete distribution function, F is an absoluteiy continuous ac 

distribution function, and F s is a singular distribution function. 

23.31 DEFINITION Let Fl ,F2 be distribution functions -- then their convolution 

is the function 

N.B. The integral defining Fl * F2 exists (cf. 23.13). 

23.32 LEMMA The convolution Fl * F2 is a distribution function. 
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23.33 FORMALITIES We have 

and 

Furthernore, 

F = F * I = I * F. 

23.34 THEOREM Suppose that F = Fl * F2 . 

• If Fl ,F2 are discrete, then F is discrete. 

• If either Fl or F2 is continuous, then F is continuous. 

• If either Fl or F2 is absolutely continuous, then F is absolutely 

continuous. 

• If F 1 is discrete and F 2 is singular, then F is singular. 

• If F l' F 2 are singular, then F is continuous. 

[Note: F might be singular, or F might be absolutely continuous, or F might 

be a mixture of both.] 

APPENDIX 

An integrator is an increasing function F: R -+ R which is continuous from the 

right. A distribution function is therefore an integrator but not conversely. 

Every integrator F gives rise to a unique Borel measure ]JF characterized by 

the condition 

]JF(]a,b]) = F(b) - F(a). 
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N.B. Given integrators F and G, l1F = l1G iff F - G is a constant. 

LEMMA If F is a continuously differentiable integrator, then d11p(x) = FI (x)dx. 

DEFINITION The completion ~F of l1F is called the Lebesgue-Stieltjes measure 

associated with F. 

EXAMPLE Take F(x) = x - then ~F is Lebesgue measure. 

Denote by ~ c:!> Bo (R) the domain of iip. 

LEMMA If X E ~, then there is a Borel set S and a Z E ~ of Lebesgue-Stieltjes 

measure 0 such that X = S u Z. 

Teclmically, one should distinguish between f fdl1F and f fd~F but this is 

unnecessary if f is Ibrel measurable. 

NOTATION Write ~ in place of f [a,b] • 

INTEGRATION BY PARI'S If F, G are integrators, then 

+ + --= F(b )G(b ) - F(a )G(a ). 

[NJte: G is continuous from the right so G(x+) = G(x) and G(b+) = G(b).] 
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§24. CHARACTERISTIC FUNCTIONS 

Let F:R + R be a distribution function. 

24.1 DEFINITION The characteristic function f of F is the Fourier transform 

of ]IF' i.e., 

[~te: The integral defining f exists (cf. 23 .13) .] 

Obviously, 

f(O} = 1, If(x) I ~ 1, f(x) = fe-x). 

N.B. We have 

00 

Im f(x) = J -00 sin(},.t)d~(t). 

24.2 LEMMA f(x) is a uniformly continuous function of x (cf. 21.1). 

24.3 DEFINITION A distribution function F:R + R is symmetric if V x, 

Therefore 

for all S E Bo(R). 

[~te: Write 

]- 00,- x[ u f- x,rof = ]- oo,oo[ 
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or still, 

] - 00 ,- x] - {- x}) u [- x, 00 [ = ] - 00,00 [ • 

Then 

flp (] - 00, - x] - {- X}) + 11F ( [- x, 00 [) = flp (] - 00, 00 [) 

=> 

11 (]- 00,- x]) - 11 ({- x}) + 11 ([- X,oo[) = 1 F F F 

=> 

F(- x) - (F(- x) - F(- x-» + 11F([- x,oo[) = 1 

=> 

F(- x -) + 11F( [- x,oo[) = 1 

=> 

Accordingly, F is synmetric iff V x, 

F(xj = 1 - F(- x-).] 

Given any distribution function F, the assignment x -+ 1 - F (- x -) is a 

distribution function, call it (-1) F, thus 

and the characteristic function (-l)f of (-l)F is fe-x) (= f(x». 

[:tbte: F is synmetric iff F = (-l)F.J 

24.4 RFMARK Re f (x) is a characteristic function. Proof: 

1 
Re f (x) = 2"(f (x) + f (x» 
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and 

1 F + ! (-l)F 
2 2 

is a distribution function. 

24.5 LEMMA F is symmetric iff f is real. 

PROOF If F is symmetric, then ~F = ~(-l)F' so 

00 -A"xt = f e d~ (-t) 
-00 F 

= fe-x) = f(x). 

I. e. : f is real. Conversely, if f is real, then F and (-1) F have the same 

characteristic function, hence F = (-l)F (cf. 24.16). 

24.6 LEMMA We have 

1 - Re f(2x) ~ 4(1 - Re fex» 

and 

lIm f(x) I ~ c} (1 - Re f(2x»)1/2. 

PR(X)F write 
00 

1 - Re f(2x) = J_oo (1 - cos(2xt})d~(t) 

00 2 = J_oo 2(1 - (cos(xt» )d~F(t) 



and 

4. 

00 

$ 1_
00 

4(1 - cos(xt»d~F(t) 

= 4 (1 - Re f (x» 

lIm f(x) I = /I: sin(xt)d~F(t) I 
$ (I: (Sin(xt»2d~F(t»1/2 

= (I:} (1 - COS(2xt»d~F(t»1/2 

24. 7 REMARK Elementary inequalities of this type (of which there are a number •.. ) 

can be used. to preclude a function from being a characteristic function. E.g.: The 

function 

is not a characteristic function since the first inequality a1:x>ve is violated for 

small x. 

[Note: On the other hand, the function 

is a characteristic function: 

• 0 < a $ 1 (apply 24.24) 

• a = 2 (:inmediate) 

• 1 < a < 2 (trickier).] 

24.8 ASYMroTICS Let F be a distribution function, f its characteristic function. 
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• SupIX>se that F is discrete -- then 

=> 

=> 

=> 

F(x) = L j I(x - x ) 
n n 

n 

]IF = L j cS nx n n 

r-r :xx 
f(x) = L j e n 

n 
n 

lim I f (x) I = 1. 
Ixl + 00 

1 • SUPIX>se that F is absolutely continuous -- then F' E L (- 00,(0) (ef. 23.18) 

F(x) = fX F'(t)dt (cf.23.24) 
-00 

=> 

f (x) = foo er-r~, (t)dt 
-00 

:: I27T (F') A 

=> 

(cf. 21. 6) 

=> 

lim If(x) I = o. 
Ixl + 00 
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• SupfOse that F is singular -- then as can be seen by example, 

lim If(x) I 
Ixl + 00 

might be 0 or it might be 1 or it might be between 0 and 1. 

Put 

Then S (A) is bounded and 

[IDte: Recall that 

S (A) = ~ sin t dt (A;::: 0). o t 

J\ sin t8 I I I n t dt = sgn 8 • S(A 8 f ). 

24.9 INVERSION FORMULA Let F be a distribution function, f its characteristic 

function -- then at any two continuity rx>ints a < b of F, 

- ;:r ax -;:r bx 
F (b) - F (a) = lim 1-.?- e -e f (x) dx. 

A 
2rr-A 

+00 Ax 

PRX)F Denoting by I" the entity inside the limit, insert 
"rl. -

and vlrite 

or still, 
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The integrand is boundEd and converges as A -+- 00 to the function 

0 (t < a) 

1/2 (t = a) 

CPa,b(t) = 1 (a < t < b) 

1/2 (t = b) 

0 (b < t). 

Therefore 

= F(b) - F(a) • 

24.10 REMARK using similar methods, Va, 

. ({ }) 1· 1 fA - r-r axf (x) dx. J a =]JF a = llU 2A -A e 
A-+-oo 

24.11 THEOREM: If f E L1 (_ 00,(0), then F is continuous and its derivative F' 

exists. M::>reover , 

hence is continuous. 
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PROOF Since f E Ll (_ 00,00), the same is true of 

- A ax - r-r bx 
e -e f (x), 

Ax 

so per 24.9, 

- A ax - r-r bx 
F(b} - F(a) = ~ Joo e -e f(x)dx. 

21T -00 Ax 

'Ib confirm that F is continuous, fix t and let 0 be a p:>sitive prrameter such that 

a = t - 0, b = t + 0 are continuity p:>ints of F -- then 

=> 

Now let 0 + 0, thus 

F(t+o) - F(t-o) 

o 00 sin ox - A txf (x) dx = TI J _00 ox e 

IF(t+o) - F(t-o) I 

<;, i Joo I sin ox I I f (x) I dx 
1T -00 ox 

<;, i Joo If(x) Idx. 
1T -00 

so F is continuous at t. Next, for any h (p:>sitive or negative) , 

- r-r tx - r-r (t+h) x 
F(t+h) - F(t) = ~ Joo e -e f(x)dx 

h 21T -00 r-r hx 

=> 



9. 

F'(t) = lim F(t+h) - F(t) 
h h + 0 

- r-r tx - r-r (t+h)x 
= _1 /X> lim e -e f (x)dx 

21T -00 h + 0 

[Note: V t, 

;.:r hx 

= ~ foo e-;.:r txf (x) dx. 
21T -00 

'Iherefore F is absolutely continuous (cf. 23.20).] 

24.12 THEOREM Suppose that Fl ,F2 are distribution functions. Put F = Fl * F2 --

then 

[V x, 

24.13 EXAMPLE Given a distribution function F, consider the convolution 

F * (-l)F. 
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Then its characteristic function is 

f(x)f(-x) = f(x)f(x) = /f(x) /2. 

24.14 RAPPEL V t, V 0 > 0, 

N.B. Given real variables u, v, let 

1 v
2 

cp (v) = - exp(- -). 
/2TI 2 

Then 

u 
~(u) = f cp(v)dv 

_00 

is an absolutely continuous distribution function with density cp(v) and character-

istic function 
2 

x 
exp(- T)· 

So, V 0 > 0, ~0(u) :: ~(~) is an absolutely continuous distribution function with 

density CP,..,.(v) :: ~ (v) and characteristic function 
v 0 (J 

122 
exp(- ty x). 

24.15 LEMMA Two distribution functions 

fX)ints corrmon to both agree everywhere. 

S 

F 
that agree at all continuity 

G 

F 
PRCX)F Let be the set of discontinuity p::>ints of --thenSu T 

T G 

is at rrost countable, hence its complement D is dense. And on D, F = G. If Xo 
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is arbitrary and if xn E D approaches X o from the right, then 

24.16 THEOREM Suppose that F 1 ,F 2 are distribution functions. Assume: f 1 = 

PROOF Write 

Then V t, Va> 0, 

2 2 
00 ax f f (x)exp(- r-r xt - --)dx 
-00 1 2 

2 2 
00 ax = f f (x)exp(- r-r xt - --)dx 
_00 2 2 

or still, 

,-_ 2 2 -, foo exp(_ r-r x (t-s) - a :- )dx dlJ
F 

(s) 
-00 _ 1 

00 

= f 
-00 

,-_ 2 2 -, f:oo exp(- r-r x (t-s) - a :- )dx dl-lp (s) 
- 2 

or still, 
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I21T 00 (t s) 2 = - f exp(- - )dlJ (s) 
o -00 202 F2 

or still, 

= 2'TT foo _1_ exp(_ (t-~) 2 )dlJ
F 

(s) 
-00 0/2TI 20 2 

or still, 

00 

2'TT f ~ (t-s)dll- (s) 
-00 0 ' t'l 

00 

= 2'TT f ~ (t-s)dlJF (s) 
-00 0 

2 

or still, 

=> 

=> 

=> 
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=> 

2 
00 s I F (t-s)exp(- -)ds 
-00 1 202 

2 
00 s = 1_

00 
F2 (t-S)exp(- -;2)ds 

20 

=> 

2 
00 u I F (t-au)exp(- -)du 
-00 1 2 

I:\bw let 0 -+ 0 and use dominated convergence to see that F 1 (t) = F 2 (t) at all 

continuity fOints t COJI[(()n to both, so F1 = F2 period (cf. 24.15). 

24.17 REMARK The demand is that f 1 = f 2 everywhere and this cannot be 

weakened to equality on some finite interval (cf. 24.26). 

24.18 LEMMA If f1' f 2, ... is a sequence of characteristic functions that 

converges uniformly on compact subsets of R to a function f I then f :: f is a 

characteristic function. 

24.19 EXAMPLE Let 

F (t) = 
n 

o 

n+t 
2n 

1 

(t < -n) 

(-n ::; t < n) 

(n ::; t) • 

Then Fn is a distribution function whose characteristic function fn is given by 
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sin xn 
fn(x) = ---xn---- (n = 1,2, ... ). 

Therefore 

- 1 if x = 0 

lim fn (x) = 
n-roo o if x ;t 0, 

which shows that 24.18 can fail under the weaker assmnption of mere pointwise 

convergence. 

24.20 DEFINITION A continuous function f:R -r C is said to be positive definite 

if for any finite sequence Xl ,x2 ' ... , xn of real numbers and for any finite 

sequence ~1'~2'.'" ~n of camplex numbers, 

E.g.: Every characteristic function f is positive definite. Proof: 

= /XJ 
-00 

n r-r ~t n 
(E e ~k) (E e 
k=l l=l 

~ o. 
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Conversely: 

24.21 THEOREM A positive definite function f:R + C such that f(O) = 1 is 

a characteristic function. 

We shall preface the proof with a lemua. 

1 
24.22 LEMMA Suppose that ¢ E L [- A,A]. Assume: ¢ is bounded, say supl¢1 ::; M, 

and 

1 Then ~ E L [- 00,00]. 

PR(X)F Put 

G(X} = ~~. 

Then G is increasing, thus it need only be shown that G is bounded. 'Ib this end, 

introduce 

Then 

so it will be enough to prove that F is bounded. 

• G(X) = JX ~ -x 



16. 

r-r xt =;A (_e __ 
-A r-r t 

x=X 

)C/>(t)dt 

x = -x 

;=r Xt -;=r xt 
= ~ e -e C/>(t)dt 

-A 
;=r t 

= 2;A sin Xt C/> (t)dt. 
-A t 

= ~ J2X (;A sin Yt C/>(t)dt)dY 
X X -A t 

= ~ JA (- cos Yt 
X -A t2 

Y = 2X 

)C/>(t)dt 

Y=X 

= ~ fA cos Xt - cos 2Xt C/> (t)dt 
X -A t2 

. 2 Xt 
2 sm -

=! fA sin Xt C/>(t)dt -! fA 22 C/>(t)dt. 
X -A 2 X -A t t 
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'Ib bound the first tenn, write 

I ! ~ sin
2
xt ¢(t)dtl 

X -A 2 t 

. 2 
00 sm t 

~ 4M J_
oo 

2 dt < 00. 
t 

Ditto for the second tenn. 

Passing to the proof of 24.21, let 

fA (x) = 1 ~ ~ f {u-v)eH xu e - H XVdudv (A > 0). 
/.2ITA 

The fact that f is positive definite then implies by approximation that fA(x) ~ o. 

JSJow make the change of variable u = u, v = u-t to get 

f (x) = ~;A eN xt (l - hl) f {t)dt. 
A /2TI -A A 

This done, in 24.22 take 

¢(t) = (1 - lil)f{t), 

the conclusion being that fA EL
l 

[- 00,00]. But then 21.17 is applicable, so 

(1 - hl) f (t) = ~ Joo f (x) e - N txdx, 
A I21T -00 A 

i.e. , 
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if I t I .,; A. In particular: 

'!herefore 

1 00 

1 = f(O) = PC f_
oo 

fA (-x)dx. 
v2'/T 

FA (x) = ~ r f (-y)dy I2TI -00 A 

is a distribution function whose characteristic function is 

1tl X[_ A,A] (t) (1 - A )f(t). 

Finally, put 

f (t) = XI ](t)(l- hl)f(t) (n = 1,2, ••• ). n - n,n n 

'!hen f -+ f uniformly on compact subsets of R, thus, as the f are characteristic n n 

functions, the same is true of f :: f (cf. 24.18). 

24 23 f f . har .. f . th f-1. har . EXAMPLE I 1S a c acter1st1c unctlOn, en e 1S a c acter-

istic function. 

24.24 POLYA CRI'IERION Supp:>se that f: R -+ R is continuous. Assume: f (0) = 1, 

fe-x) = f(x), 

and lim f (x) = 0 -- then f is the characteristic function of an absolutely con-
x-+oo 

tinuous distribution function F. 
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PRCX>F Because f is a oontinuous, oonvex function, its derivative D+f from 

the right exists for x > O. As such, it is increasing and here 

D+f(x) ~ 0 (x > 0), lim D+f(x) = o. 
x-+co 

In addition, 

f(x) = f(O) + ~ D+f(y)dy 

=> 

o = f(co) = f(O) + lim ~ D+f(y)dy 
x-+co 

=> 

1 = f(O) = - lim ~ D+f(y)dy. 
x-+co 

Therefore D +f is integrable on 0 to co. Put 

Then 

So for t ~ 0, 

l..x -;:rtx 
<px(t) = 2TI J":'X f(x)e dx. 

1 X 
<px(t) = iT f 0 f (x)oos tx dx 

<p (t) = lim <px(t) 
X-+oo 

1 co 
= - - f D f (x) sin tx dx 

TIt 0 + 

00 

= - ~ " f(k+l)TI/t f()' tx dx 
TIt ~O kTI/t D+ x sm 
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co 

= - ~ l: jTT/t ( 1) k D f (x + (knit» sin tx dx. 
nt k=0 a - + 

Since 

co 

l: (_l)k D+f(x + (knit» 
k=0 

is an alternating series whose te:r:ms are decreasing in absolute value with 

lim D+f(x + (knit» = 0, 
k+co 

it is bounda:lly convergent and since the first tenn is 

it follows that 

/ co k 
cp(t) =_~fnt (l: (-1) D+f(x+ (kn/t»sintxdx 

TIt a k=0 

;;:: o. 

tbw Imlltiply cp (t) by cos xt and integrate with respect to t from a to T: 

Next, let T + 00: 

=> 

f~ ¢(t)cos xt dt 

= _ ~ fro D f ( ) d fT cos xt sin yt dt 
nO+YYO t . 

lim f~ cos xt t sin yt dt = 
T+oo 

lim f~ ¢ (t) cos xt dt 
T+oo 

a (Ixl > Y) 

i- (Ixl = Y) 

n 
2" (Ixl <Y) 
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1 00 = - - J D f (y) dy 
2 x + 

1 = - 2 (1 - (f(x) - 1» 

1 = 2 f (x) • 

lim J~ ~(t)dt = ~ f(O) = ~, 
T-+oo 

so, being nonnegative, ~ is integrable on 0 to 00, or still, being even, ~ is 

integrable on - 00 to 00. And 

thus to finish, let 

F(x) = fK ~(t)dt. 
-00 

24.25 EXAMPLE The function e- Ixl satisfies the assumptions of 24.24 but 

2 
the function e - Ix I does not satisfy the assumptions of 24.24 (even though it is 

a characteristic function). 

24.26 EXAMPLE The functions 

1 - Ixl 

1 
41xl 

1 - Ixl (Ixl~l) 

o (Ixl ~ 1) 
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satisfy the assumptions of 24.24. 

[Note: This shows that distinct characteristic flllctions can coincide 

on a finite interval.] 
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§25. HOLOMORPHIC CHARACTERISTIC FUNCTIONS 

Let F:R -+ R be a distribution function. 

25.1 DEFINITION Let k = 0,1,2, .•.. 

is the noment of order k of F. 

is the absolute moment of order k of F. 

[Note: ~ exists iff Sk exists.] 

25.2 INEQUALITIES 

25.3 LEMMA If f has a derivativeof order n at x = 0, then all the moments 

of F up to order n or up to order n - 1 exist according to whether n is even or odd. 

25.4 EXAMPLE Take n = 1 (odd) -- then it can happen that f' (x) exists and is 

continuous for all values of x, yet the first rroment of F does not exist. 

[Put 

(X) 

1 
C = L 2 . 

j=2 j log j 

Then 

00 

F(t) = C-l L 1 [I (t-j) + I(t+j)] 
j=2 2j2 log j 
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is a distribution function whose characteristic function is 

-1 00 cos jx 
f(x) = C E 2 • 

j=2 j log j 

'Ib see the claim per f I (x), note that 

00 

C-l E cos j~ 
j=2 log J 

is the Fourier series of an integrable function, hence on general grounds, the 

series 

-1 
C 

00 

E - sin jx 
j=2 j log j 

is unifonnly convergent (or proceed directly via the unifonn Dirichlet test). On 

the other hand, 

00 

Itld~F(t) = c-l E . i . = 00.] 

j=2 J og J 

25.5 REMARK A characteristic function may be nowhere differentiable. 

[The function 

00 1 r-r x5 j 
f(x) = E -. - e 

j=O 2J+l 

is the characteristic function of 

F(t) 

25. 6 LEMMA If the m:ment ~ of order k of F exists, then f is k-tiroes 

differentiable and 

f (k) (x) 



is a continuous function of x. 

[Note: In particular, 

3. 

f (k) (0) = k 
(r-I) ~.] 

25.7 SCHOLIUM The existence of the derivatives of all orders at the origin 

for f is equivalent to the existence of the :rroments of all orders for F. 

25.8 DEFINITION A characteristic function f is said to be a holamorphic 

characteristic function if for same 0 > 0 it coincides with a function g which 

is holamorphic in the disk I z I < o. 

25.9 THEOREM If f is a holamorphic characteristic function, then f is holo-

rrorphic in a strip containing the origin of the form - ex < Im z < S (ex > 0, 

s > 0 (either ex or S or both might be co» and in that strip, 

co ;.:r zt 
fez) = !-co e d~F(t). 

PROOF It is clear that f has derivatives of all orders at the origin (v n, 

fen) (0) = g(n) (0», hence F has moments of all orders (cf. 25.7). Moreover, 

Thus the series 

co I~I k 
l: -kl r 

k=0 • 

is convergent if 0 ::;; r < 0, thus the series 

co 

l: 
k=0 

S2k 
(2k) ! 

2k 
r 
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is convergent if 0 ::;; r < o. It is also true that the series 

00 B2k- l 
~l (2k-l)! 

2k-l 
r 

is convergent if 0 ::;; r < o. In fact, its radius of convergence R is 

But 

So 

R 2': 

= 

Ibn 
k -'::;:-00 

1

- B2k-l 
(2k-l) ! 

- 1/(2k-l) 

(B )1/(2k-l) <_ (B )1/2k (cf 25 2) 
2k-l 2k •• • 

Ibn (B )- 1/2k [(2k_l)!]1/(2k-l) 
k -:::;-00 2k 

Ibn (B ) - 1/2k [ (2k) !] 1/ (2k-l) ( Ibn (2k)1/(2k-l) = 1) 
k -'::;:-00 2k k+oo 

> llll 
l' 1- B2k - - 1/2k 

- k + 00 (2k) ! • 

Applying now the rronotone convergence theorem, we have 

I I 00 nl In 
Joo_oo er t d~F(t) = Joo E r t d~ (t) 

-00 n! F 
n=O 

00 Bn n 
= E - r < 00 (0::;; r < 0). 

n! n=O 
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And this implies that 

exists 'When - 0 < r < O. Put 

a = sup{r 

S = sup{r 00 - rt 
~ 0:1_

00 
e d~(t) < oo} 

=> 

S ~ o. 

Then the integral 

is defined if - a < 1m z < S, is a holamrphic fll1ction of z in this strip, and 

agrees with f on the real axis. 

00 

25.10 RAPPEL Suppose that the power series fez) _ E a zn has a positive 
n=O n 

radius of convergence R. Assume: V n ~ 0, an ~ 0 -- then the point z = R is a 

singularity for fez). 

25.11 DEFINITION Let f be a holonorphic characteristic fll1ction and take 

a, B as in 25.9 -- then the strip - a < 1m z < S is called the strip of analyticity 

of f. 

25.12 ADDENDUM - r-r a (if a is finite) and r-r S (if B is finite) are 
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singularities for f, hence - a < TIm z < S is the largest strip in which f is 

holorrorphic. 

[Put 

Then 

=> 

(r < 0) 

Therefore 

f_ is holomorphic in Re z > - B 

f + is holonorphic in Re z < a. 

And 

w:>rking now with f+, we have 

Consider the power series 

00 f (n) (0) 
= '\' _+_-:--_ zn 

'-' nl • 
n=O 
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Its radius of convergence is ~ a but it cannot be > ex since otherwise :3 E: > 0: 

00 f (n) (0) 
Jooo e (ex+E:) tdll

p 
(t) = L: -+--=---

n=O n! 

n (ex+E:) < 00, 

contradicting the definition of ex. But its coefficients are ~ 0, hence z = ex 

is a singularity for f+ (z) (cf. 25.10). Since 

f (- r-r z) = f (z) + f (z) (- B < Re z < ex) + -

and since f_ is holOIIDrphic in Re z > -. B, it follows that ex is a singularity for 

f (- r-r z) or still, - ;.:r ex is a singularity for f (z) .] 

[NJte: To establish that 1-1 B is a singularity for f, consider the 

characteristic function (-l)f of (-l)F.] 

25.13 REMARK There are characteristic functions which are not holarnorphic 

characteristic functions, yet can be continued into regions other than strips. 

[Consider f (x) = e- Ix I -- then it can be continued into the half-planes 

Re z ~ 0 and Re z :::; 0, yet there is no continuation into a disk centered at the 

origin.] 

Given a characteristic function f, put 

00 rt 
I(r) = J_oo e dllp(t) (- 00 < r < (0) 

and let 

ex = lim _ log(l - F(t» 
t 

B = lim _ log P{-t) . 
- - t 

t-+oo 
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N.B. Equivalently, 

a=- llin log(l-F(t» 
- t t-+co 

Q = _ -I' log F(-t) 
!:: lIIl t . 

t-+co 

25.14 LEMMA I(r) is defined for all fX)ints r E ]- ~,~[, where it is tmder

stood that ~ (respectively~) is to be taken as infinite if F(-t) = 0 (respec

tively 1 - F(t) = 0) for same t > O. 

PRCDF N:>ting that ~ ;:0: 0, ~ ;:0: 0, consider the interval [o,~[. Since 1(0) = 1, 

take a > 0 and 0 < r < a. Choose rO:r < rO < ~ and then choose T = T(rO) > 0: 

or still, 

t > T => _ log(l - F(t» 
- t;:O: rO 

t ;:0: T => 1 - F(t) 
-tr o 

$; e . 

There is no loss of generality in assuming that T is a continuity fX)int of F 

(=> F(T-) = F(T», so if A> T, 

A rt 
! T e d1JF - l (t) 

rA rT = e (F(A)-l) - e (F(T)-l) 



- r~ (F(t)-l)ertdt 
T 

9. 

$ erT(l-F(T» + r~ ert(l-F(t»dt 

rT ,A rt - trO 
$ e (l-F(T» + rJ

T 
e edt, 

hence sending A to 00, 

rT 00 (r-rO)t 
$ e (l-F(T» + r/T e dt 

< 00. 

Meanwhile 

T rt rT 1-00 e d~F(t) $ e F(T) < 00. 

Consequently, I(r) is defined for all r E [O,~[. And, analogously, I{r) is defined 

for all r E ]- §,O]. 

[Note: I (r) is defined for all r > 0 if 1 - F{t) = 0 for some t > 0 and for 

all r < 0 if F{-t) = 0 for some t > 0.] 

25.15 REMARK I (r) does not exist if r > ~ (~ finite) or if r < - fi (§ finite) . 

E.g. : 
00 rs 

SupIX>se that for some r > 0, 1-00 e d~F (s) = c < 00 -- then V t > 0, 

rt 00 rs 
e (I - F(t» $ It e d~{s) $ C 

=> 



lim 
t-+oo 

i.e., r :::; a. 

10. 

log(l - F(t» 
t 

~ r, 

[Note: In general, nothing can be said about the existence of I (r) when 

r = a or when r = - ~.] 

25.16 THEOREM If ~ > 0, ~ > 0, then f is a ho1amorphic characteristic function. 

PRCX)F On the basis of 25.14, the integral 

is defined and ho1amorphic in the region - ~ < Im z < ~ and coincides with f (z) 

on the real axis. 

25.17 REMARK If f is a ho1amorphic characteristic function, then 

a=a 

where, by definition (cf. 25.9), 

a = sup{r 

S = sup{r 

25.18 RAIKOV CRITERION Suppose there exists a positive constant R such that 

v 0 < r < R: 

-rt 1 - F(t) = O(e ) 

(t -+ 00) 

- rt F(-t) = O(e ) • 
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Then f is a holamorphic characteristic function and its strip of analyticity 

(cf. 25.11) contains the strip lIm zl < R. 

[In view of the foregoing, this is inmediate.] 

25.19 LEMMA Let f be a holamorphic characteristic function -- then 

If(z) I :0; f(A Im z) (- Ct < Im z < B). 

[In the strip - Ct < Im z < S, 

25.20 APPLICATION A holamorphic characteristic function f has no zeros on 

the segment of the .irrB.ginary axis inside its strip of analyticity. 

[For such a zero WJuld force f to vanish on a horizontal line within its 

strip of analyticity which in turn would imply that f = 0.] 

25.21 LEMMA Let f be a holamorphic characteristic function -- then 

log f (1=1 r) is convex as a function of the real variable - Ct < r < S. 

PROOF Bearing in mind that f (A r) > 0, consider the second derivative of 

log f (1=1 r) : 

Then 

feAr) . f"(l=1r) - (f'(l=1r»2 

f(l=1r)2 

feAr) . f"(Hr) - (f'(Hr»2 

_ (Joo - rt () ) 2 
" -co te d~F .t , 
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which is nonnegative (Schwarz inequality applied to the measure e - rtd]JF (t) ) . 

25.22 APPLICATION For any holarrorphic characteristic function f, the function 

log f(r-r r) 
r 

is an increasing function of the real variable 0 < r < S. 

[In fact, log f(r-I r) is convex in [O,S[ and log f(r-I 0) = log f(O) = 

log 1 = O.J 
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§26. ENTIRE CHARACTERISTIC FUNCTIONS 

A holamorphic characteristic function f is said to be entire if its strip 

of analyticity is the canplex plane, i.e., if a = 00, B = 00. 

26.1 RAPPEL 

~ = lim _ log{l - F{t» 
t-+oo t 

~ = lim _ log F{-t) 
t-+oo t 

26.2 SCHOLIUM A characteristic function f is entire iff ~ = 00, ~ = 00 

(cf. 25.17). 

26.3 SUBLEMMA Suppose that f is an entire characteristic function -- then 

M(r;f) = max{f(A r), f{- 1-1 r». 

PROOF For all real x and y, 

If(x + A y) I s f(;.:r y) (cf. 25.19). 

26.4 LEMMA Suppose that f is an entire characteristic function - then V t > 0, 

1 rt M(r;f) ~ 2 e (I - F(t) + F(-t». 

POOOF 

M(r; f) = max(f (r-I r), f (- ;.:r r» 

~ (f (r-I r) + f(- r-I r) )/2 

1 00 - rs 00 rs = 2 (f -00 e dllp (s) + ! -00 e dllF (s» 



But 

And 

2. 

00 

= 1-00 cosh(rs)d~F(s} 

~ 1 cosh(rs}d~F(s) 
Isl~t 

~ (cosh rt) 1 d~F(s} 

Isl~t 

1 rt 
~ 2 e 1 d~F(s) 

Isl~t 

1 d~F(s} = ~F([t,oo[} + ~F(]- 00,- t]) 
Isl~t 

= ~F( [t,oo[) + F(-t}. 

[t,oo[ = R - J- oo,t[ 

=> 

= 1 - F(t}. 

26.5 THEOREM The order of an entire characteristic function f cannot be 

less than one except for the case when f :: 1 (Le., when F = I (cf. 23.4)}. 

PIU)F If F ~ I, then 

1 - F(a} + F(-a) > 0 

for some a > O. l'bw take t = a in 26.4. 
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[Note: It can be shown that there exist entire characteristic functions 

of any order ;::: 1 (including 00) .] 

26.6 ~~LOGY Let F be a distribution function. 

• F is bounded to the left if F(a) = 0 for sane real a. Vhen this is 

so, one puts 

lext[F] = sup{a:F(a) = O} 

and calls lext[F] the left extremity of F. 

• F is bounded to the right if F (b) = 1 for same real b. When this is 

so, one puts 

rext[F] = inf{b:F(b) = I} 

and calls rext[F] the right extremity of F. 

26.7 DEFINITION A distribution function F such that F(a) = 0 and F(b) = 1 

for sane real a and b is said to be finite. 

26.8 THEOREM Let f be an entire characteristic function. Assume: f is of 

ex];X)nential type -- then its distribution function F is finite. Moreover, 

rext[F] = 11m log !f(- r-rr)! 
r r-+ oo 

lext[F] =-lim log !f(H r) I 
r r-+oo 

PROOF It will be enough to deal with lext [F]. So choose M > 0, K > 0: 



Then 

=> 

or still, 

or still, 

4. 

log I f (N r) I :;; log M + Kr 

lim log If (N r) I 
r-+ oo r 

lim log f (N r) 
r r-+ oo 

:;; K 

:;; K 

lim log f (N r) :;; K 

r-+ oo 
r 

(cf. 25.19) 

(cL 25.22). 

Denote this limit by -a, hence 

log f (;.:::r r) 
---~--'---":"" :;; -a 

r 

for all r > o. Given an arbitrary E > 0, let tl < t2 = a - E, thus 



=> 

=> 

=> 

=> 

=> 

'Ib reverse this, put 

Then 

=> 

Therefore 

th.e contention. 

5. 

$ f(A r) - ar 
$ e 

- E:r 
$ e 

(let r -+ 00) 

(let tl -+ - 00) 

P(a - E:) = 0 

lext[P] :2: a. 

Ap = lext[P]. 

f(A r) 

-A~ 
$ e 

a = - lim log f (A r) :2: 

r-+ oo r 

a = Ap = lext[P], 
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N.B. It is a corollary that the distribution ftmction of an entire char-

acteristic function of order 1 and of maximal type is not finite. 

26.9 REMARK Compare the above result with that of 22.10. 

A degenerate distribution function is, by definition, of the fonn 

F(t) = I(t - e), 

e a real constant. 

N.B. The associated characteristic function is 

f(x) = e 
;=r ex 

hence is entire of exp:>nential type, hence further is of order 1 and type , C , 

provided e ;t! o. 

26.10 LEMMA If F is degenerate, then F is finite and 

PROOF 

rextIF] 

rext[F] = lext[F]. 

Cr 
= lim log e = C 

r r+ oo 

lext[F] = 
-Cr 

lim log e 
r r+ oo 

= - (- C) = C. 

26.11 CONSTRUCTION Suppose that F ;t! I is a finite distribution function. Let 

a = lext[F] 

b = rext[F]. 
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Then 

But the integral 

represents an entire function, thus f is an entire function of exponential type 

(cf. 17.19), thus is of order 1 (cf. 26.5). 

N.B. 

T(f) = max(- a,b) • 

For, by definition, 

T(f) = lim log M(rif) . 
r r-+ oo 

On the other hand, 

a = _ lim log f (vCr r) 
r-+ oo 

r 

and 

b = lim log f(- vCr r) . 
r-+ oo 

r 

And 

M (r if) = max (f ( r-r r), f (- r-r r) ) (cf. 26.3) 

=> 

T(f) ~ max(- a,b). 
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In the other direction, 

=> 

- ar br 
M(rif) ::; m:nde ,e) 

=> 

T(f) ::; max(- a,b).] 

26.12 EXAMPLE If 

F (t) = I (t - C) (C ~ 0), 

then 

a = b = C. 

• a > 0 => max (- a,a) = a = C 

• a < 0 => max(- a,a) = - a = - C = Ici. 

I.e.: T(f) = Icl in agreement with what has been said earlier. 

26.13 REMARK There is no entire characteristic function of order 1 and of 

minimal type (apply 17.18). 

26.14 LEMMA If F is a finite distribution function and if F is nondegenerate, 

then its characteristic function f has an infinity of zeros (they need not be real). 

PROOF Since f is bounded on the real axis, the conclusion that f has finitely 

many zeros is untenable (cf. §7). 

26.15 REMARK An infinitely divisible entire characteristic function has no 

t zeros. 

t E. Lukacs, ChaJz.a.cXeJ1MUc. FuVl.c.Uon.6, Griffin, 1970, pp. 258-259. 
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26.16 NOl'ATION Given a distribution function F, let 

T(t} = 1 - F(t) + F(-t) (t > 0). 

Let K and a be positive constants. 

26.17 SUBLEMMA The integral 

00 l+a 
I(z) = fa exp(r-T zt - Kt )dt 

def ines an entire function of order 1 + !. . 
a 

where 

[Cbnsider the expansion 

c = n 

00 

I(z) = L 
n=O 

n c z 
n 

[Note: 'lb within a constant factor, I (z) is an entire characteristic 

function. Accordingly, 

M(r;I} = rnax(I(r-I r), I(- r-I r» (cf. 26.3) 

= f~ expert - Kt1+a)dt.] 

26.18 LEMMA Let F be a distribution function. Assume: :3 A > 0 such that 

t ~ A => T(t) ~ exp(- Kt1+a). 

Then the associated characteristic function f is entire (cL 25.18) and its 

order is ~ 1 + !. . 
a 
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PROOF Take A > 0 to be a continuity pJint of F and let R > A -- then for 

r > 0: 

rR rA 
= e (F(R)-l) - e (F(A)-l) 

- r ~ (F(t)-l)ertdt 

rA ..R rt 
~ e (1 - F(A» + r JA e (1 - F(t»dt 

=> 

rA 00 1+a 
~ e (1 - F (A» + r fA exp (rt - Kt ) dt 

rA 00 1+a 
~ e (1 - F(A» + r f 0 exp(rt - Kt )dt. 

But 

A rt rA-
J~oo e d~(t) ~ e -~(A). 

'lherefore 

f OO ertd (t) rA foo ( Kt1 +a) dt 
-00 ~ ~e +r Oexprt- • 
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And analogously, 

J
oo - rt rA 00 l+a. 
-00 e d~F(t)::; e + r Jo expert - Kt )dt. 

These estimates then enable one to estimate M(r;f): 

M(r; f) = max(f (r-r r), f (- r-r r» (cf. 26.3) 

rA 00 l+a. 
::; e + r J 0 exp Crt - Kt ) dt 

zA = M{r;e ) + M(r;zI(z». 

The order of eZA is 1 whereas the order of I(z) is 1 +!. (cf. 26.17), hence the 
a 

order of zI{z) is also 1 +!. (cf. 2.36), thus for any € > 0, 
a 

1 
~ l+a+€ 

M(r;e ) + M(r;zI(z» < exp(r ) (r > > 0), 

which implies that the order of f is ::; 1 + !. . 
a 

26.19 THEOREM The characteristic function f of a distribution function F is 

entire of order 1 and of maximal type iff 

t > 0 => T(t) > 0 

and 

lim 
t-+oo 

PRCDF 

1 
log log T(tf 

log t 
= 00. 

• Necessity It is clear that the first condition 

t > 0 => T(t) > 0 

holds (simply note that F is not finite). 'lb see that the second condition holds, 
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let E > ° be given and choose R: 

But V t > 0, 

Therefore 

l+E r ~ R => exp(r ) ~ M(rif). 

1 rL 
M(rif) ~ 2 e -T(t) (cf. 26.4). 

l+E T(t) ~ 2exp(- rt + r ). 

E t liE Choosing t ~ 2R and taking r = (2) ,we have 

=> 

=> 

E being arbitrary. 

lim 
t --':;-00 

lim 
t+ oo 

• SUfficiency Given E > 0, 

=> 

1 
log log T(t) 

log t . ~ 1 + (liE) 

1 
log log if(tf 

log t = 00, 

1 
log log T(t) 1 

1 + - (t > > 0) 
log t E 

l+! 
T (t) ~ exp (- t E) (t > > 0). 
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Therefore f is entire of order 

(cf. 26.18). 
-
E 

But F ~ I, hence p{f) = 1 (cf. 26.5). Nbw f cannot be of minimal type (cf. 26.13) 

nor can f be of intennediate type {cf. 26.8 (F is not finite due to the assumption 

on T», thus f Irnlst be of maximal type. 

While a discussion of entire characteristic functions of order > 1 will be 

omitted, there is an important result of a negative nature. 

26.20 THEOREM If P is a l,X)lynamial of degree> 2, then eP is not a character-

istic function. 

APPENDIX 

let F: R -+ R -- then F is an NBV function if F is of bounded variation, if F 

is continuous fran the right, and if F(- (0) = o. 

NOTATION TF is the total variation function associated with an NBV function F. 

So: 

• TF is increasing. 

• TF is continuous fran the righto 

RAPPEL The distribution functions F are in a one-to-one corresl,X)ndence with 

the probability measures on the line: F -+ llpo 

This can be generalized: The NBV functions F are in a one-to-one corresp:md-

ence with the finite signed measures on the line; F -+ liFo 



14. 

NOI'ATION I]1F I is the total variation measure associated with an NBV function 

F. So 

• I]1F I (R) < 00. 

• I ]1F I = ]1T
F

' 

N.B. For the record, 

F(t) = ]1F(]- oo,t]) 

and 

EXAMPLE 

is a probability measure on the line. 

I..EMMA Any bounded Borel measurable function on R is ]1F-integrable (cf. 23.13). 

DEFINITION Given an NBV function F, put 

the Fourier transform of ]1F' 

Obviously, 

DEFINITION An NBV function F is constant outside a finite interval fT' ,T' I] 
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if 

pet) = 0 (t < TI) 

pet) = c (t > TIl) 

for sane real number C. 

N.B. Under these circumstances, 

and the integral on the right is defined for all complex z, thus f admits a 

continuation as an entire function and, as such, is of exp:mential type. 

[Put 

the "characteristic function" of Tp -- then 

(cf. 26.3). 

On the other hand, 

=> 

But 
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and 

Therefore 

M(r; f) :s; exp(rrax( IT' I, IT" I )r), 
so f is of exponential type.] 

THEOREM Suppose that F is an NBV function. Assume: f can be extended into 

the complex plane as an entire function of exponential type. let 

a = _ lim log I f( r-r r) I 
r-+ oo 

r 

b= lim log I f (- r-r r) I 
r-+ oo 

r 

Then a and b are finite (sic). M::>reover, F is constant outside a finite interval 

and in fact [a,b] is the smallest finite interval outside of which F is constant. 

PROOF We shall v.ork initially with b and show that F is constant to the right 

of b. 'Ib this end, note that for any pair tl < t2 of continuity points of F: 

-;=rtx -;=rtx 
e 1 2 

F(t
2

) - F(t
l

) = lim J~r ____ -_e ____ f(x)dx 
r -+ 00 2nr-r x 

(cf.24.9). 

Now specialize and take b < tl < t2 (t2 arbitrary) and let 2E = tl - b > 0 

(=> b < b + E = tl - E < t l ). Put 

f (z) 
- ;=r (t

2 
- t )z - r-r (b + E)Z 

= (1 - e 1 )f(z)e 
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Then 

• f is entire of exponential type. 

• f is bounded on the real axis. 

• f (- r-r r) (0 $ r < (0) is bounded. 

Therefore ( ..• ) f is bounded in the lower half-plane: I f I $ M. And 

TT = l;TYl fr f (x) • e- r-r €Xdx• 2TIv-l (F(t2) - F(tl » ....... -r x 
r-+ oo 

Since the integrand is entire (f (0) = 0), the integration interval can be replaced 

by a semi-circular arc of radius r centered at the origin and situated in the 

lower half-plane, hence 

=> 

l,.r f (x) - r-r €X I 
J --·e dx -r x 

-+ 0 (r -+ (0) 

lim r f (x) • e - r-r €Xax = 0 
-r x 

r-+ oo 
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=> 

=> 

proving that F is constant to the right of b. By a similar argument, one finds 

that F is constant to the left of a, thus equals F(- (0) = 0 there. Finally, if 

[T' ,T' '] is a finite interval outside of which F is constant, then T' s a, b s T' , • 

E.g.: 

- T'r s e lJ
T 

(R) 
F 

=> 

a = - lim log If(r-Ir)I ~ T'. 
r-+ oo r 
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§27. ZERO THEORY: BERNSTEIN FUNCTIONS 

Let B 0 (A) be the subset of EO (A) oonsisting of those f which are bounded on 

the real axis. 

[N:>te: The elanents of BO(A) are called Bernstein functions. J 

N.B. If f E BO(A) and if T(f) = 0, then f is a oonstant (cf. 17.18). 

[N:>te : Accordingly, if fEB 0 (A) is not a constant, then T (f) > 0 and 

p(f) = 1 (with T(f) = T(f» (cf. 17.3).J 

;::r z 
27.1 EXAMPLE Take A = 1 -- then e E BO(l). 

27.2 EXAMPLE Suppose that F ~ I is a finite distribution function -- then 

its characteristic function f E BO(A) , where A = max(- a,b) (cf.26.11). 

[N:>te: Take 

F(t) = I (t-l) • 

r-r z 
Then fez) = e .J 

27.3 LEMMA PW(A) is a subset of BO(A) (cf.17.29). 

27. 4 ~ BO (A) is a vector space (under pointwise addition and scalar 

rmlltiplication) and, when equipped with the supremum nonn, is a Banach space 

( cf. 17.17). 

27.5 LEMMA BO(A) is clOSed under differentiation (cf. 17.24). 

27.6 LEMMA If f E BO(A) is not a oonstant, then nCr) = O(r) , Le. , nCr) --r 
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rana.ins bounded as r -+ 00 (cf. 4.31). 

r-r e 
27.7 NOTATIa~ Given f E BO(A), let z = r e n (n = 1,2, ••. ) be the 

n n 

nonzero zeros of f repeated according to multiplicity with 

[Note: 

e 1 
- r-r e n 

------z 
n 

r n 
= 

cos e 
n 

r 
n 

sin e 
_ r-r n .J 

r 
n 

27.8 LEMMA If f E BO(A) is not a constant, then 

1 S(r) = L: 
Iz I~r zn 

n 

remains bounded as r -+ 00. 

[One can extract a proof fran the rraterial in §6. 'Ib proceed directly, 

assume for convenience that If(O) I = 1 and choose K > O:n(r) ~ Kr (cf. 27.6) 

then 

IS(r) - S(R) I ~ 2K (R ~ r ~ 2R) 

=> 

Under the sUp[X)sition that f (z) is zero free on I z I = r, write 

S (r) = 1 J f I (z) 
2'ITH C f (z) 

1 d fl (0) 
Z z - f(O) 

= l:..J2'IT (~_ r-r~)log If (rer-r e) Ide fl(O) 
2 'IT 0 dX dy f(O) 
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=> 

3 2 2R 2 2 R S(R) = fR S(r)rdr + O(R ) 

= l:-. ff (~- H ~)log If(z) Idxdy + O(R2) 
2TI R~lzl~2R ax ay 

=> 

~ R2IS(R) I 

~ 2~ f~TI (211og If{2Re
H 

8) II + Ilog If(Re
H 

A) II)d8 + O(R2). 

Est:imating the integral in the usual way gives rise to another 0 (R2), so in the end 

=> 

IS(R) I ~O(l) (R + 00) .] 

27.9 CARLEMAN FORMULA Suppose that f(z) is holomorphic for nn z ~ 0 and let 

r-I8k 
zk = rke (k = 1, ••• ,n) be its zeros in the region 

'!hen 

{z:nn z ~ 0, 1 ~ Izl ~ R}. 

= l:-. fTI log If(Rer-I 8) I sin 8 d8 
TIR 0 
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1 R 1 1 + '2 Jl (2: - 2:)log If(x)f(-x) Idx + A(R) , 
7T X R 

where A (R) is a bounded function of R. 

[Note: Replace 1 by p > 0 -- then A (R) depends on p and 

- r-r 8 r-=r r-r 8 
A(p,R) = - Im ..!.- J7T log f (pev- l 8) ( '-pe---:::---_ 

27T 0 R2 
e )d8, 

p 

thus if f (0) = 1, 

so 

lim A (p ,R) = ~ Im f' (0) , 
p -+ 0 

= 7T~ J~ log If(Rer-r 8) Isin 8 d8 

27.10 T.HEDREM If f E BO (A) is not a constant, then the series 

00 sin 8 
L: n 

n=l rn 

is absolutely convergent. 

PROOF Apply 27.9 to f (z), f (-z) and add the results. In this way we are 

led to 
n 1 r k E (- - -)sin 8

k k=l r k R2 

m 1 r l + E (-- - -)sin(8 u + 7T) (- 7T ~ 8 u ~ 0). 
l=l r l R2 .{.. .{.. 



5. 

But sin 8k = I sin 8k I, sin (8 [ + TI) = - sin 8 [ = I sin 8 [I, hence 

2 
rn ISin 8nl 

r ::;R 
n 

(1 - -) < C 
R2 r 

n 

(R > > 0) 

for same constant C > O. And this implies that 

N:)w send R to 00. 

[N:)te: The zeros on the real axis do not figure in the calculation.] 

N.B. Restated, 27.10 says that 

00 

L: lIm zl I < 00. 

n=l n 

[Note: In traditional tenuinology, an entire flU1ction f of exr:onential type 

is said to be class A if 

00 

L: 
n=l 

lIm ~I < 00. 
Z 
n 

Characterization: f is class A iff 

JR log I f (x) f (-x) I dx < 00.] 

sup 1 2 
R>l x 

27.11 APPLICATION Given s > 0, let S""2(s) be the sector 

larg zl < s u larg z - TIl < s. 

Then 

00 

L: 1 
k=l Iz~1 

< 00, 
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where z nms through the zeros of f which are not in ~ (E) • 
~ 

27.12 THEOREM If f E BO (A) is not a constant, then 

lim n (r) = hf (r-I) + hf (- r-r) 

r n r-+ oo 

[This is a substantial reinforcement of 27.6. For a proof, consult B. Levin t 

(see also P. Kocsis tt) .] 

27.13 REMARK One can say Irore. Thus let n + (r) be the number of zeros of f 

with real part ?: 0 and Irodulus :5 r and let n _ (r) be the number of zeros of f with 

real part < 0 and Irodulus :5 r -- then 

M:>reover, it can be shown that 

lim n+ (r) :::: hf (r-r) + hf (- 1=1) 

r 2n r-+ oo 

and 

lim 
h (r-r) + h (- r-I) 

f f --=---::------2n r r-+ oo 

r-r z 27.14 EXAMPLE Take f (z) :::: e -- then n (r) - O. On the other hand, 

-r 
-1' log e - 1 1m - -

r 

t Le.ctuJLu 011 ErLt<Ae. FUl1cUOIU, A.M.S., 1996, pp. 127-130. 

tt The. Loga.tU;thJn[c. In.te.gJta.i I, Cambridge University Press, 1988, pp. 69-76. 
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and 

I r-l(- r-r r) I r 
h (- r-r) = lim log e = lim log e = l. 

f r r r+ oo r+ oo 

Therefore 

27.15 LEMMAt If f E BO(A) is not a constant, then 

or still, 

h (1) = lim log If(r) I = 0 
f r r+ oo 

and 

hf(-l) = lim log ~f(-r) I = o. 
r+ oo 

[J:bte: This result is a consequence of "Ah1fors-Heins theory" and is valid 

for any entire function f of exponential type in the cartwright class, i.e., such 

that 

27.16 COROLLARY The indicator diagram Kf of f is a segment of the :i.m3.ginary 

axis (or a point) (cf.18.9). 

t R. Boas, EntUte. FunW-om, Academic Press, 1954, p. 116. 
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27 .17 ~-1A Let K = [H A, 1-1 B] (A S B) -- then 

~(e/-l 8) = alsin 8 I + b sin 8, 

where 

and 

and 

B-A -B-A 
a = 2' b = -2-· 

27.18 EXAMPLE Take A = B, call it C -- then 

c-c -c-c 
a = -2- = 0, b = -2- = - C 

H 8 
~ (e ) = - C sin 8 (cf. 18.2). 

27.19 EXAMPLE Take A = - c, B = c with c > 0 -- then 

c - (-c) - c + c a = = c, b = = 0 2 2 

r-r 8 I I I1«e ) = a sin 8 (cf. 18.5). 

27.20 RAPPEL If f E BO (A) is not a constant, then 

r-r 8 T(f) = T(f) = sup hf(e ) 
Os8s2rr 

(cf. 19.10). 

Recalling that Hf (= ~ (cf. 18.17» = hf (cf. 19.7), we have 
f 

= (alsin 81 + b sin 8) 
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= max (a+b,a-b) = a + Ib I. 

But 

a + b = hf(r-I) 

a - b = hf (- 1=1). 

Therefore 

But 

And 

27.21 SCHOLIUM If h
f 

(r-I) = h
f 

(- 1=1), then 

lim nCr) = hf(r-I) + hf (- 1=1) 

r-+ oo r 'IT 

= 2 T(f) • 
'IT 

(cf. 27.12) 

PROOF Writing Kf = [A A, r-I B], it is a question of explicating A and B. 

=> 

a + b = hf(r-I) 

a - b = h
f

(- 1-1). 

B-A -B-A 
a = -2-' b = -2-

B-A -B-A 2- -2-= B 



=> 

=> 

10. 

- A = h (A) 
f 

27.23 APPLICATION Kf reduces to a point iff 

hence Kf reduces to a point iff 

lim nCr) = o. 
r r+ oo 

. r-r cz 27.24 EXAMPLE Suppose that c ~ 0 1S real and let fez) = e -- then 

hf(el=l 6) = - c sin 6 (cf. 19.2) 

=> 

=> K
f 

= {;:r c}. 

AndT(f) = Icl. 

27.25 EXAMPLE Suppose that F ~ I is a finite distribution function, fits 

characteristic function (cf. 27.2) -- then 
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- rext [F] = h
f 
(- 1=1) 

(cf. 26.8) 

and 

lext [F] = - h ( r-I) 
f 

in agreement with 27.22 (cf. 22.13). 

[Note: Recall too that 

T(f) = max(- lext[F], rext[F]) 

27.26 EXAMPLE Given </l EL
I 

[- A,A] (0 < A < 00), put 

f(z) = ~ r </l(t)er-I ztdt• 
I2TI -A 

(cf. 26.11).] 

Then f E BO(A) (cf. 17.19). Assume further that </l(t) does not vanish a1.rcost 

everywhere in any neighborhood of A (or -A) -- then 

=> 

A = h (- r-r) 
f 

- A = - h (1-1) 
f 

=> T(f) = A 

lim n(r) = 2 T(f) (cf. 27.21) 
r 'IT 

r-+ oo 

27.27 NarATION Put 

A =2-. 
'IT 

h
f 

(r-I) + h
f 

(- r-I) 
D=-------

'IT 
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27.28 DEFINITION The zeros of f have a density if D > o. 

27.29 RAPPEL Take ex > 0 -- then the series 

converges iff the integral 

converges. 

00 

L: 1 
n=l rex 

n 

27. 30 m-~ If the zeros of f have a density, then the series 

is divergent. 

[In 27.29, take ex = 1: 

= Joo (n(t)/t) D dt 
o D t 

is divergent (cf. 27.12).] 

[Note: The convergence exponent is equal to 1 (cf. 4.10). Therefore f is of 

divergence class (cf. 4.24).J 

27.31 THEOREM If f E BO(A) is not a constant and if the zeros of f have a 

density, then the series 

is convergent. 

00 cos e 
L: 

n=l n 
r 

n 
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27.32 REMARK According to 27.10, the series 

00 sin e 
l: 

n=l n 
r 

n 

is absolutely convergent. On the other hand, in view of 27.30, the series 

is not absolutely convergent. 

00 cos e 
n 

n=l 
r 

n 

Before tackling the proof, we shall first set up the relevant generalities. 

27.33 RAPPEL Given a sequence a l ,a2 , ••• , put 

a l + a 2 + + an 
0=-----------------n n 

Assume: lim a = 0 -- then lim 0 = o. 
n-+ oo n n-+ oo n 

27.34 APPLICATION If a -+ L, then 0 -+ L. 
n n 

[In fact, a - L -+ 0, so 
n 

(al - L) + (a2 - L) + ... + (an - L) 

n 

or still, 0 - L -+ 0.] 
n 

00 

-+ 0 

27.35 RAPPEL Given an infinite series l: a , let sn denote its nth partial 
1 n 

sum and put 

sl + s2 + 
0=-----------------

••• + s 
n 

n n 

Assume: 
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00 

[Note: In other words, if L: a is (C,l) surnmable to S and if a = O(.!.) , 
1 n n n 

00 

then L: a is convergent to S.] 
1 n 

N.B. 

cos 8 
__ n_ = 0 (.!.) • 

r n 
n 

[For 

27.36 JENSEN FORMULA Suppose that fez) is hol0rr0rphic in Izl < R with f(O) = 1 --

then 

27.37 CARLEMAN FORMULA (bis) Suppose that fez) is holamorphic for Re z ~ 0 

;::r 8
k 

and let zk = rke (k = 1, ... ,n) be its zeros in the region 

{z:Re z ~ 0, 1 ~ Izl ~ R}. 

Then 

Tf 

1 2 = - J log 
TfR Tf 1 

r-r e 1 f(Re ) cos e de 
-2 
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where A (R) is a l:xmnded function of R. 

[Note: If f(O) = 1, then 

+ l:... fR (l:... -l:...) log /f(r-r x)f(- 1-1 x) /dx - 21 Re f' (0).] 
27T 0 x2 R2 

Proceeding to the proof of 27.31, it will be assumed that f (0) = 1. 

[Note: Zeros of f (z) on the irraginary axis do not participate (cos (± ~) = 0).] 

step 1: In the formula 

1 r k 1 
L: (- - -) cos e + - Re f' (0) = ..• , 

R rk R2 k 2 r
k

::; 

replace fez) by f(-z) to get 

or still, 

1 r l 1 
;:: (---)coseo--

2
Ref'(O) = •..• 

R ro R2 -L. r
l

::; -L. 
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Therefore 

+ 

step 2: 

TI 

- TI~ j2 TI log If(- ReA e) lcos e de 

-2 

3TI 

12 I ;::rei = - - f log f (Re ) cos (e-TI)de 
TIR TI -

2 

3TI 

12 I ;.:rei = - f log f (Re ) cos e de. 
TIR TI 

2 

Step 3: Therefore 



Summary: 

17. 

IT 

= lT~ j2 IT log If (Rer-I e) lcos e de 
-2 

3lT 

+ lT~ J lT
2 

log If (Rer-I e) Icos e de 
'2 

IT 

+ lT~ J~ log If(Rer-I e) lcos e de 

3lT 

IJ2 I r-Ie + -- log f(Re ) Icos e de 
lTR IT 

'2 

3lT 

+ lT~ J 0
2 

log I f (ReA e) lcos e de 

1 2lT I r-I e = lTR Jo log f(Re ) Icos e de. 

L: 
rtr 

n 

1 rn (r - 2) cos e + Re f' (0) 
n r n 



Write 

Then 

18. 

Step 4: 

=> 

=> 

lim !. fr n (t) dt = D = lim ~ f2rr 1 If (rel=1 8) Ide. 
r + 00 rOt r + 00 2rrr 0 og 

[Given E > 0, choose to: 

t > to => D - E < n ~t) < D + E. 

t 
1 fr n(t) dt =! f 0 n(t) dt +! r. n(t) dt (r > to). 
rOt rOt r to t 

=> (r + 00) 

D - E $ lim ! r. n (t) dt $ D + E.] 
r + 00 r to t 

Step 5: We have 

h
f 

(1=1) + h
f 

(- r-r) h (r-I) - h (- r-n 
= 2 Isin el + f 2 f sin e 
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= 7T~ I sin e I + b sin e 

=> 

= D. 

step 6: Given E > 0, choose rO: 

But for r O > > 0, 

uniformly in e (inspect the first part of the proof of 19.7), thus 

27T r-r ell r-r e I - 2E < J (h (e ) + E - - log f (re » cos e de < 2E ° f r 

and so 

lim ~ J~7T log I f (reA e) I cos e de 
r -+- ()() 
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Step 7: 

• J~ ISin 8100s 8 d8 = J~ sin 8 oos 8 d8 

= } J~ sin 28 d8 

= ! - cos 28 rr 1 
2 2 = - (- oos 2rr + cos 0) 

o 4 

= o. 

1 cos 28 2rr 1 
= '2 - 2 = 4" (- oos 4rr + oos 2rr) 

rr 

= o. 

Consequently, 

which implies that 

SUmmary: 

lim l: 
r+oorsr 

n 

Step 8: Let r take the values miD, where m is an integer -- then 

=> 

1m - n(~) I = oem) (m + 00) 

m cos 8 
lim l: n 

m + 00 n=l r 
n 

r2D2 
(1 - -;-) = - Re f' (0) • 

m 



Then 
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Step 9: Let 

2 2 
(m+1) Ym+1 - m Ym 

= (2m+1) 

[starting from the LHS, 

m cos e 
2: n 

n=l r 
n 

2 2 
(m+1) Ym+1 - m Ym 

m cose 2 
= 2: n m 

n=l 
r 

n 

m cos en 2 cos em+1 2 
2: m + m 

n=l rn rm+1 

m cose 22 
+ 2: n Dr 

n=l rn n 

m cos e cos e +1 cos em+1 2 
= (2m+1) 2: n + m (2m+1) + m 

n=l rn rm+1 rm+1 



where 

22. 

m cos en 22 m cos e 2 2 
- L: Dr + L: n Dr 

n=l rn n n=l rn n 

= (2rn+l) 
m cos en 
L: 

n=l r 
n 

cos ern+l 2 2 
----Dr 

rrn+l n 

+ 
cos em+l 2 2 2 

(m + 2rn+l - Dr).] 
r~l n 

Step 10: Write 

2 2 
m cos e (rn+ 1) Yrn+ 1 - m Y 
L: n = __ ---:::,--.,..-___ m + A 

r 2rn+l m' n=l n 

222 
cos ern+l «rn+l) - D rrn+l) 

rrn+l 
Am = - -----=2rn+--,1=-------

Claim: 

lim A = o. 
m m-+ oo 

[Take absolute values: 

I 
cos ern+ 1 1 2 2 2 I I Am I = «rn+ 1) - D rrn+l) rrn+l • 2rn+l • 

= 
2 

1
m2 1 1 D rrn+ 11 

2rn+ 1 rrn+ 1 + rrn+ 1 - 2m+ 1 

• 
m

2 
1 _ m

2 
1 rn+l -+.Q. 

---- - -- -- -- 2 (m -+ (0) • 
2rn+l r~l 2m+l rn+l rrn+l 



• 

• 

Step 11: Form 

1 P 
= - E 

P ITFl 

Step 12: The series 

23 . 

1 _ 1 m+l 
rm+l - m+l rm+l 

-+ OD = 0 (m -+ (0) • 

2 Dr r 
m+l _ D2 m+l m+l 

2m+l - - m+l 2m+l 

211 D 
-+ - D D 2 = - 2 (m -+ (0) • 

I p mcose 
_ E (E n) 
p ITFl n=l rn 

00 cos e 
E n 

n=l rn 

is (e,l) surrmable to - Re f' (0) I hence the series 

is convergent to - Re f I (0) 

00 cos e 
E n 

n=l 
r 
n 

(cf. 27.35). 
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[Let P -+ 00 in the expression above and see what happens. 

(p -+ (0). Second, 

y -+ - Re f' (0) (m -+ (0) m 

=> 

Yl First, - - -+ 0 
p 

1 P 2m2 1 
- L: 2 Y -+ - - Re f' (0) (p -+ (0) 
p m=l 4m -1 m 2 

(cf.27.34). 

Third, 

2 
1: (pH) Y -+ _ 1: Re f' (0) (p -+ (0) • 
p 2p+l p+l 2 

Fourth, 

1 P 
- L: A -+ 0 (p -+ (0) 
p m=l m 

(cf. 27.33).] 

This completes the proof of 27.31 which, as a bonus, serves to establish that 

co cos e 
L: n = - Re f' (0) (f (0) = 1). 

n=l rn 

On the other hand, the series 

co sin e 
n 

n=l r 
n 

is absolutely convergent (cf. 27.10), thus is convergent, the only new wrinkle 

being that 
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= ~ J~TI (alsin el + b sin e)sin e de 

is equal to 

and this might not vanish (cf. 27.25). The upshot, therefore, is that 

Then 

00 sin e 
E n = TIm fl (0) + b

f 
(f(O) = 1). 

n=l rn 

27.38 SCHOLIU!4 If f (0) = 1 and bf = 0, then 

00 1 00 cos e 00 sin e 
E z - E n -;.:r E n 

n=l n n=l rn n=l rn 

= - Re fl (0) - r-r fl (0) 

= - fl (0) • 

[Note: When f (0) :;r! 1 (but f (0) :;r! 0), the fonnula becomes 

27.39 REMARK write 

00 
1 fl (0) 

n:l zn = - f(O) .] 

00 z/z 
fez) = f(O)ecz 1T (1 - ~)e n. 

n=l zn 

fl (0) 
c = - reO) 
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and 

f (z) = f (0) 1:im 
R-+oo 

TT (1 - zz), 
Iz I<R n n 

the convergence of the product being conditional. 

27.40 EXAMPIE Take 

f (z) 
= (er-I z _ 1) (e - r-I z + r-I) 

r-I z 

Then 

f(O) = r-r+ 1, f'(O) (1=1 - 1) = r-I 
2 

f' (0) 1 
=> f(O) = - 2 

and the theory predicts that 

00 cos e n _ 1 
---- 2 . 

n=l rn 

TO establish this, note that the zeros of f(z) are at 

± 2'IT, ± 4'IT, ••• 

and at 

'IT 3'IT 5'IT 7'IT 
2' - 2' 2' - 2' 

Those of the first kind ITBke no contribution (since the corresponding tenus of 

the series cancel in pairs) but there is a contribution from those of the second 

kind, viz. 

2 III 
- (1 - - + - - - + ... ) 'IT 357 

1 = 2 . 



[NOte: As regards 

27. 

00 sin 8 
l: n 

n=l r 
n 

it is clear that sin 8 = a v n. n 'Ib see that here bf = 0, work on [- 1,1] and let 

C/.>(t) = 

Then 

hence 

=> 

1 (- 1 ~ t ~ 0) 

r-:r (0 < t ~ 1) . 

fez) = Jl ~(t)er-:r ztdt , 
-1 't' 

1 = h (- /-1) 
f 

- 1 = - h (1=1) 
f 

(cf. 27.26) 
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§28. ZERO THEORY: PALEY-WIENER FUNCTIONS 

Recall that PW(A) is the subset of EO(A) consisting of those f such that 

fl R E L2 (- 00,00) (cf. 22.1). 

28.1 EXAMPLE Take A = Tr -- then 

has no real zeros. 

(1 - sin Trz)/(Trz)2 E PW(n) 
TrZ 

28.2 EXAMPLE Take A = Tr -- then 

has exactly one real zero. 

(1 - sin nZ)/TrZ E PW(Tr) 
TrZ 

28. 3 EXAl'1PLE Take A = 1 -- then 

r-I Z 
e -1 E PW(l) 

Z 

and has infinitely many real zeros. 

28.4 RAPPEL nle elements f E PW(A) have the form 

f (z) = ~ ~ ¢ (t) er-I ztdt(O < A < 00) 
I2Tr -A 

2 for some ¢ E L [- A,A] (cf. 22.7). 

[Note: ~e prescription 

computes ¢ in terms of f.] 
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28.5 DEFINITION Suppose that f E PW (A) -- then f is called a band-pa.ss 

function if there exists an interval [- B,B] (0 < B < A) in which </> = 0 alImst 

everywhere. 

28. 6 LEMMA If f 1. 0 is a real integrable band-pa.ss function, then f has at 

least one real zero. 

00 

PR<X>F Take </> :: 0 in [- B,B], hence f f(x)dx = 0, so f must change sign 
-00 

sanewhere in R. 

M:>re is true. 

28.7 THEOREM If f 1. 0 is a real band-pa.ss function, then f has infinitely 

many real zeros. 

[The point of depa.rture is the following observation: V g E PW (B) (c P~~ (A» , 

<g,f> = <l/J,</», 

where 

With this in mind, assume that f has but finitely many real zeros. One then 

arrives at a contradiction by exhibiting a real g E PW (B) such that <g ,f> ;t O. 

• f (x) is of constant sign: Take 

• f (x) is not of constant sign, thus has zeros of odd order, say 

xl' ••• ,xn (these are the zeros at which f changes sign). Now construct a real 

g E PW (B) whose real zeros are precisely the ~ (k = 1, ••• ,n), each ~ being of 
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order 1 (per g). Therefore g(x)f(x) ~ 0 V x or g(x)f(x) ~ 0 V x, so <g,f> ~ 0.] 

28.8 RAPPEL Let f be a continuously differentiable complex valued function 

on [a,b]. Assume: f (a) = f (b) = 0 -- then 

with equality iff 

x-a 
f (x) = C sin (IT b-a) . 

[This is known as Wirtinger' s inequality"f".] 

28. 9 THEOlM-'l Let f E PW (A) be nonzero -- then I f I > 0 on at least one open 

interval of the real axis of length > ~ . 

PROOF One need only consider the situation when f has infinitely many real 

zeros. So supp:>se that a < b are two consecutive zeros of f and that, rroreover, 

IT 
b - a ~ A: Since f is not a sine function on any interval, 

which implies by addition that 

But 

(cf. 17.31). 

-r G. Folland, Re.al Anailj-6b.:" Wiley-Interscience, 1984, p. 247. 
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Therefore 

=> 

A < T(f), 

a contradiction. 

28.10 EXAMPLE The Paley-Wiener function 

sin Ax 
Ax 

1T 1T 1T 
has just one zero free open interval of length > A' namely ] - A' A[. 
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§29. INTERMEZZO 

Given ¢ E Ll[a,b], let 

Then f (z) is a Bernoulli function and subject to suitable restrictions on ¢, the 

overall program is to study the fOsition of the zeros of f (z) . 

N.B. It is sometimes convenient to "nonralize" the interval and take [a,b] = 

[0,1] or [a,b] = [- 1,1]. 

• Thus 

= (b-a)e!=f az f~ ¢(a + (b-a)t)e!=f(b-a)ztdt . 

• Thus 

1 1 
1 2" (a+b) r-r z 1 1 1 2" (b-a) r-r zt 

= 2" (b-a)e f_l ¢(2" (b+a) + 2" (b-a)t)e dt. 

The theory developed in §27 is applicable under the following conditions. 

• Assume: f(O) ~ o. 
[Note: Nothing of substance is lost in so doing. For if f (0) = 0, then 

where 

t 
~(t) = fa f(s)ds.] 
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• Assume: There is no ex > a such that 

f~ !¢(t) !dt = 0 

and there is no i3 < b such that 

and 

~ I¢(t) !dt = O. 

[Note : Accordingly, 

Therefore in review: 

1. lim n(r) = b-a == D > o. 
r 'IT r-+ oo 

00 sin e 
2. L n is absolutely convergent and has sum 

n=l rn 

Im f' (0) _ (a+b) 
f(O) 2 

00 cos e 
3. L: n is conditionally convergent and has sum 

n=l rn 

f' (0) 
- Re f(O) • 

N . B. Ma.tters simplify if a = - A, b = A. 

29.1 EXAMPLE The zeros of f (z) which lie on the imaginary axis constitute 

a "thin" set (if there are any at all) (cf. 27.11). Still, their n'l.mlber may be 

infinite. 

1 [Vbrking on [0,1], choose constants 0 < ]..I < 2' v > 2, and put ex = v/]..I. 
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Define ¢ E Ll [0,1] by letting 

k _vk k -k k 
¢(t) = (-ex) e (]J -ex < t :::; ]J) (k = 1,2, •.• ) 

and taking ¢ (t) = 0 elsewhere on [0,1]. Given any positive integer n, we have 

and 

and 

n+l 
< f]J - 0 

00 

= L: 
k=n+l 

1¢(t)ldt 

k -v e 

n+l 00 

-v " < e w 
j=O 

I n I 1 -ex t 
f n-l -n+l ¢(t)e dt 

]J -ex 

n n-l -n+l) 
:::; e-ex (]J -ex f~ I¢(t) Idt 

n n 
f]J ¢(t)e-ex tdt 

n -n 
]J -ex 
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Therefore 

So for n > > 0, 

1 nt sgn fO ¢(t)e-a dt = sgn (_l)n, 

n+1 n thus at same xO:- a ~ xo ~ - a , 

or still, 

29.2 NOI'ATION Let 

Then 

xt 
f~ ¢(t)e 0 dt = 0 

x 
f (--2-) = 0.] 

1-1 

.b zt 
F(z) = J~ ¢(t)e dt. a 

f(z) = F(N z). 

29.3 LEMMA Take [a,b] = [- 1,1] -- then 

uniformly with respect to 8. 
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PROOF Assume first that e = 0 and write 

I 
1-0 rt 1 rt I = 1_1 ¢(t)e dt + 11- 0 ¢(t)e dt 

Given E > 0, choose 0 > 0: 

and then choose r 0 > > 0: 

Therefore 

/F(r) / 
r 

< Ee 

I.e.: F(r) = o(er ) (cos 0 = 1). Next 

1 
F(H x) = 1_1 ¢ (t)cos xt dt 

and the two integrals on the right approach 0 as x -+ 00 (Riemann-Lebesgue lemna) . 

These facts, in conjunction with Phragmen-Lindelof, then imply that the function 

e-ZF(z) tends uniformly to zero in the sector 0 :0; e :0; ~ which gives the result 

in this range. And so on... . 
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29.4 RAPPEL If cp is absolutely continuous on [a,b] , then its derivative cp' 

exists alrrost everywhere. M:>reover, cp I ELI [a ,b] and 

cp(t) = cp(a) + f! cpl (s)ds (a ~ t ~ b). 

29.5 THEOREM Take [a,b] = [- 1,1] and assume that cp is absolutely contin-

uous with cp (1) = cp (-1) = 1 -- then the zeros of f (z) are determined asymptotically 

by the formula 

z=±mn+E, m 

where m is a positive integer and E + 0 (m + co) • 
m 

PRCX)F We shall work instead with F(z), thereby shifting the claim to 

± mn r-r + E. So V Z ~ 0, integrate by parts and write 
m 

F (z) 
z -z 

= e - e _! fl cpl (t)eztdt 
z z-l 

or still, 

( ) z -z fl ~I (t)eztdt, zF z = e - e - -1 ~ 

a relation that is valid V z. Since cpl is integrable, 29.3 is applicable (replace 

the cp there by cp I ), hence 

uniformly with respect to 8. If generically, E is a function of r and 8 which 
r 

tends to 0 uniformly in 8 as r + 00, then at a zero of F(z), 



=> 

=> 

=> 
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2z 
e = 1 + E: r 

2z = ± 2rmr r-I + E: m 

z=±mrrr-I+E: . m 

'Ib reverse this, note that sinh z has exactly one zero at each point ± mrr r-I. 

Choosing 8 > 0 small, surround each of these points by a circle of radius 8, 

thus on the circle 

and 

Isinh zl > K(8) > 0 

zF(z) = sinh z (1 + E: ), m 

where E: > 0 (m > (0). So for large m, zF(z) has the same number of zeros inside 
m 

the circle as sinh z, i.e., one. 

29.6 REMARK The supposition that <p(l) = <P(-l) = 1 is not unduly restrictive 

at least if <P(l), <PC-I) are real and positive: Consider 

</J(t) = 
<P(-l) - t/2 <P(t) 
<p (1) -; <P-(-l )'--'<P---'( --1-) 

and define w by the relation 

Then 

_ 1 <P(-l) 
z - w + 2 log <P(l) 
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_ I¢(l)¢(-l) g(w) 

and W is absolutely continuous with W(l) = W(-l) = 1. 

29.7 EXAMPLE The situation can be different if ¢ (-1) = 0 and ¢ (1) = o. 'Ib 

see this, let 

1 - t (0 < t :0; 1) 

¢(t) = 
1 + t (-1 :0; t :0; 0) • 

Then 

is absolutely continuous and 

4 sinh2 (~) 
2 

F(z) = ---=--
2 z 

However, the zeros are at the points ± 2nm /=I, hence the pattern has changed. 

29.8 THEDREM Take [a,b] = [- 1,1] and assume that ¢ is of bounded variation 

and continuous at 1 and -1 with ¢ (1) = ¢ (-1) = 1 -- then the zeros of f (z) lie 

within a horizontal strip lIm z I :0; c. 

PR(X)F An equivalent assertion is that the zeros of F (z) lie within a vertical 

strip IRe z I :0; C. Thus let Re z = x > 0, and for 0 > 0 small, write 

Then 
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xCl-o) fl-o Idthl 
:5 e -1 'I' 

< KexC1- o) 

and 

= e~Co). 

Therefore 

I I x -2x -ox zF(z) ~ e (1 - e - Ke - M(o». 

Bearing in mind that </l(t) is continuous at t = 1, choose 0 so small that M(o) < ~ • 

This done, choose x so large that 

-2x + T7 -ox < ! e ~e 4 . 

Then 

x -2x -ox x 1 e (1 - e - Ke - M(o» > e (1 - -) 
2 

eX 
= 2 > 0. 

Consequently, for x > > 0, F (z) has no zeros. And, analogously, for x < < 0, 

F(z) has no zeros. 

29.9 REMARK The result goes through if the assumption on </l at the endpoints 

- + is weakened to </l(l ) ~ 0, </l(-l ) ~ 0. 

29.10 EXAMPLE Let </l be defined on ]0,1[. Suppose that </l is positive and 
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increasing and 

Then cp can be extended to a function of rounded variation on [0,1]. Taking [a,b] = 

[0,1}, write 

1 1 
1 -2 r-r z 1 1 - r-r zt 

J ,j., ( +t) e2 dt = '2 e . -1 't' 2 

to conclude that the zeros of f (z) lie within a horizontal strip lIm z I :0; C. 

29.11 RAPPEL Suppose that cp E C[a,b}. Given 0 > 0, let w(o) be the suprenrurn 

< 0 -- then w (0) is called the rrOOu1us of continuity of cp. As a function of 0, 

w is continuous and increasing and lim w(o) = O. In addition, w(o) ~ Ao for 
0+0 

some A > 0 provided cp is not a constant. 

29.12 THEOREM Take [a,b] = [- 1,1] and let cp E C[- 1,1}, where cp(± 1) = 1 --

then all the zeros of 

which are sufficiently large in rrOOu1us lie in the set 

Ixl :0; Krw(~) (x = Re z, r = Izl). r 

PROOF It can be assumed that cp is not a constant (since otherwise F(z) is 
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. 1 t sinh z d th . th· } proport10na 0 an ere 1S no mg to prove . z Proceeding, sul::xli vide 

[- 1,1] into 2m equal parts and write 

Then 

There are now tv;Q cases: x > 0 or x < 0, and it will be enough to consider the 

first of these. 'lb begin with, 

F (z) 

m . jim zt m jim zt 
= . L 1¢(~} f(j-l}/m e dt - L f(j-l}/m Wj(t)e dt 

]=-m+ j=-m+l 

• 

• 

1 = w(-} 
m 

1 = w(-} 
m 

2m-I . 
I = L ¢(l - 2) 

1 . 0 m ]= 

fl 
-1 

extdt 

x -x e - e 
x 

z (I-jim) e z(l-(j+l}/m} 
- e 
z 



• 
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2m-I , '1m (' 1)1 Z 1 L ¢ (1 - 2) (e -ZJ _ e -z J+ m) _ ~ e -z m 
'I m Z J= 

Z Z 2m-I -z 
= ~ + ~ L (¢(1 - 2) - ¢(1 - j-l»e-zj/ m - ¢(-1 +!) ~ 

Z z'l m m m Z J= 

1 = w(-) 
m 

-x/m e 
-x/m 1 - e 

[Note: For a > 0, 

a a 
1 + a ~ e => a ~ e - 1 

Setting m = [r], we have 

1 - e-a 
=> a ~-

e-a 

-a -a 
=> ae ~ 1 - e 

=> e -a ~!.] 
l-e-a a 
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Therefore 

zF(z) = ZI1 + ZI2 

z z 1-z 
= z(ez + ez 13 - CP(-l + TiT) ez ) + zI2 

z 1 -2z = e (1 + 13 - CP(-l + [r]) e ) + ZI2 

where 0 (1) -+ 0 (r -+ (0). Next 

And 

-2x 
:::; 2rw(!) 1 - e 

r x 

So in summary: \if r > > 0, 

If K > 0 and if x > Krw(!), then x > AK (cf. 29.11), thus if K is sufficiently 
r 

large 
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But this implies that 

1 + O(rw~l/r» _ (1 + o(1»e-2z 

1 is bounded away from 0, hence F (z) does not vanish in the region x > Krw (-) . 
r 

29.13 REMARK The condition <p (± 1) = 1 can be replaced by the condition 

<p(± 1) ~ 0. 

29.14 DEFINITION A step function <p on [0,1] of the fonn 

where 

and 

° < C < C < ••• < C ° 1 n' 

is said to be exceptional if the t. are rational numbers. 
J 

29.15 NOTATION Write E(l,O) for the set of exceptional step functions on [0,1]. 

29.16 THEOREM If <p E Ll[O,l] is positive and increasing on ]O,l[ and if 

<p ~ E(l,O), then the zeros of fez) lie in the open upper half-plane. 

[We shall postpone the proof until later (cf • 34.2).] 

[Note: In tenus of F(z), the conclusion is that its zeros lie in the open 

left half-plane.] 

29.l7 EXAMPLE The zeros of the real entire function 

2 
z -+ J~ e-t dt 
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with the exception of z = 0 lie inside the region Re i < 0 (a spiral in the 

complex plane) • 

[Write 

2 
= ~ Jl _1_ e -z (l-t) dt 

2 0 Il-t 

2 2 
_ z -z ~ 1 z tdt J - - e J-:' -- e 

2 0 Il-t . 

[Note: The error function is defined by 

2 z _t2 
erf z = -- J e dt rrr 0 

and the complementary error function is defined by 

Therefore 

2 00 _t2 
erf z = - J e dt. 

c rrr z 

erf z + erf z = 1. c 

The Fresnel integrals are defined by 

C(z) 
Z 7T 2 = J 0 cos (2 t ) dt 

S(z) = J~ sin(~ t 2
)dt. 

Accordingly, in terms of the error function, 

C(z) + r-r S(z) = 1 +/'':::1 erfCf (1 - r-I)z).J 
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Consider a step f'ill1ction ¢ per 29.14 -- then 

fez) 
n t.+l;.=r 

= E c. Jt~ e - ztdt 
j=O J J 

(=> f (0) > 0) 

=> 

;.=r ztl r-r ztO r-r zt2 r-r zt1 
;.=r zf (z) = Co (e - e ) + c1 (e - e ) 

+ ... 
;.=r ztn+l ;.=r zt 

+ c (e - e n) 
n 

rT r-r zt1 v-I z = c e - c - e (c - c ) 
n 0 1 0 

r-r ztn 
- e (cn - cn_

1
) 

=> 

29.18 LEMMA If for same x ~ 0, 

I r-r xf (x) I = 0, 

then ¢ E E{l,O). 

PROOF The assumption implies that 

r-r x r-r xtl 
e = 1, e = 1, ... , e 

r-r xt n 

from which the existence of integers q, PI' ..• 'Pn such that 

so 

And this shows that ¢ E E(l,O). 

p. 
t. = ~ 

J q 

= 1, 



[Note: 

17. 

If x is positive, then q and the p. are positive but if x is negative, 
J 

then q and the p. are negative and we write 
J 

-po 
t. = _J .J 

J -q 

If ¢ is a step function and if ¢ ~ E(l,O), then 

x ~ 0 => IA xf(x) I > 0, 

thus f (z) has no real zeros. Now fix y < 0 and consider 

f (z) = f (x + r-r y) = f~ ¢ (t)eA (x + ;.:r y) dt 

Since y is negative, the function ¢(t)e-yt is positive and increasing on ]O,l[ 

and it is obviously not in E(l,O). Therefore, on the basis of 29.16, 

does not vanish on the real axis, so f (z) does not vanish on the line Im z = y. 

29.19 SCHOLIUM If ¢ is a step function and if ¢ ~ E(l,O), then the zeros of 

f (z) lie in the open upper half-plane. 

[Note: This is an important point of principle: If ¢ is a step function, 

then it either is in E(l,O) or it isn't and if it isn't, then the truth of 29.16 

for those ¢ which are not step functions implies the truth of 29.16 for those 

step functions ¢ ~ E(l,O).] 

29.20 LEMMA If ¢ E E(l,O), then fez) has a real zero. 
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PRCX)F Let 

Put 

p.q a. 
q = qr .. Clu' a. = _J_ (=> t. = ~ (j = 1, ... ,n)) 

J qj J q 

and set x = 2rrq -- then 

and 

e 
;::r xt. r-r 2rrqt. ;::r 2rra. 

J = e J = e J = 1 (J' - 1 n) - , ... , . 
Therefore 

r-r (2rrq) f (2rrq) 

r-r 2rrq r-r 2rrqt1 
= c e - c - e (c - c ) 

n 0 1 0 

= 0 

=> f(x) = f(2rrq) = O. 

r-r 2rrqt 
n 

- e (c - c ) n n-1 

29.21 THEOREM If cj> E E (1, 0), then f (z) has an infinity of real zeros. 

PRCX)F Write 

1-1 z/q r-r zf (z) = P (e ) , 

where P is a polynomial of degree q -- then P (1) = 0 (set z = 0), hence 



Therefore 

are zeros of f(z). 

let u = er-r z/q -- then 

19. 

± 2nq, ± 4nq, ... 

= (u-l)Pl(u). 

a 
+ •.. + c (uq - u n) 

n 

q-l + c u ) n 

Thanks to wellknown generalities (explicated in §30 (cf. 30.13», the structure 

of the coefficients of PI confines the zeros of PI to the closed unit disk lui ::; 1, 

thus, in terms of z: 

=> - y/q ::; 0 => Y ::; o. 

[Note: lmy zero of PIon the unit circle lui = 1 is necessarily simple, so 

the real zeros of f (z) are simple.] 

29.22 LEMMA If ¢ E E(l,O), then the zeros of f(z) lie on a finite set of 

horizontal straight lines Im z = ~ (~ ~ 0, 1 ::; k ::; s, s ::; q) . 

[In terms of the distinct roots WI = 1, w2 '· .. ,ws of P, 
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[Note: These lines are not necessarily distinct. E.g., if wk = r-T, the 

associated horizontal straight line is the real axis and the zeros are situated at 

q ;, q (; ± 27f), q (i ± 47f),... .] 

Here is an application of 29.16. 

29.23 'I'HEDREM If cP E Ll [0,1] is positive and differentiable on ] 0,1 [ with 

and if 

then the zeros of 

CP' (t) 
cP (t) ~ 13 (0 < t < 1) 

-at -St CP(t) 7 Ce ,Ce , 

are confined to the open strip a < Re z < S. 

PID)F Write 

'llien 

d
dt (eSt,!.. (t» St,!.. (t) (cp' (t) + Q) 0 

~ = e ~ CP(t) ~ ~ • 

'llierefore the zeros of F (z) are restricted by the relation 

Re (z-S) < 0 (cf. 29.16). 

Write 
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Then 

~(e-at~(l_t» = e-at~(l_t) ( _ ¢I (l-t) _) 0 
dt ~ ~ ¢(l-t) a ~ . 

Therefore the zeros of F(z} are resticted by the relation 

But 

and 

Re(a-z) < 0 (cf.29.16). 

Re(z-S) < 0 

=> a < Re z < 8. 
Re(a-z) < 0 

29.24 EXAMPLE Take ¢(t) = exp(- et ) -- then 

¢ I (t) = e t 
¢ (t) 

t 1 ~ e ~ e (0 < t < 1). 

Consequently, V E > 0, the zeros of 

are confined to the open strip 

1 - E < Re z < e + E 

or still, to the closed strip 

1 ~ Re z ~ e. 

29.25 EXAl'vlPLE Given a complex parameter lJ, let 

00 n 
z 

E(z;lJ} = 1: r(lJ+n } , 
n=O 

an entire function of z. In particular: 

z z 
e = E(z;l), ze = E(z;O} 



and 

where 

thus 
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l-lJ Z Z e = E(z~lJ) (lJ = -1, -2, ... ). 

Differential Equations: 

• 

• 
Suppose now that lJ > 1 -- then 

=> 

¢ (t) 
(1_t)lJ-2 

= ----,r~(-r-lJ---:;-l.,.-) , 

¢' (t) _ lJ-2 
¢(t) - l-t 

¢'(t) ::; lJ-2 ¢ (t) 

¢' (t) ~ lJ-2 ¢ (t) 

(0 < t < 1) 

(1 < lJ < 2) 

(lJ > 2). 

So, the zeros of E(ZilJ) lie in the region Re Z < lJ-2 if 1 < lJ < 2 and in the region 

Re Z > lJ-2 if lJ >2. 

1 < lJ < 2: The zeros of E(ZilJ) are simple. In fact, if E(ZilJ) had a multiple 

zero zo' then 

But 

lJ + 1 > 2 => Re Zo > (lJ+l) - 2 = lJ - 1 > 0 
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in contradiction to 

Re Zo < ~ - 2 < o. 

2 ~ U ~ 3: First 

E(z;2) 
z e -1 ---z 

and its zeros are simple and lie on the imaginary axis. Assume, therefore, that 

2 < ~ ~ 3 -- then the zeros of E(Zi~) are also simple. For at a multiple zero zo' 

we would have 

fran which 

Re Zo s ~ - 1 - 2 ~ 3 - 3 = 0, 

contradicting 

Re Zo > ~ - 2 > O. 

29.26 EXAMPLE 'Ihe incanplete gamma. function is defined by the rule 

z -t a-I y(a,z) = fO e t dt (Re a > 0). 

As a function of z, y(a,z) is holarorphic with the potential exception of a branch 

point at the origin, the principal branch being determined by introducing a cut 

along the negative real t axis and requiring t a- l to have its principal value. 

-t Expanding e and integrating gives 

co 

y(a,z) = za L 
n=O 

n 
(l)n z - n-"-! -=-(n-+-a"-) , 

the right hand side providing an extension of the left hand side to all a ~ 0, 
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-1, -2,... . Put 

y*{a.,z) 

Then y* (a.,z) is entire and 

00 n 
-z y*(a.,z) = e L: z 

n=O r (a.+n+ 1) 

or still, 

-z y*(a.,z) = e E(Zil+a). 

Specializing what has been said in 29.25, we can thus say the following. 

• Fbr 0 < a. < 1, all the zeros of y*(a.,z) lie in the region Re z < a. - 1. 

• Fbr a. > 1, all the zeros of y*(a.,z) lie in the region Re z > a. - 1. 

• For 0 < a. ~ 2, all the zeros of y*(a.,z) are simple. 

[Note: 

y*(O,z) = 1 and y*(- n,z) n = z (n = 1,2, •.• ).] 

29.27 EXAMPLE Consider the error function 

2 
erf z = 2. / e -t dt 

liT ° 
(cf. 29.17). 

Then erf z has a simple zero at z = 0 and no other real zeros. Since 

1 1 2 
erf z = - y (2' t ), 

liT 

the nonreal zeros of erf z coincide with the zeros of y* (}, z2), these lying in 

the region Re z2 < - } (which, when explicated, is seen to consist of ~ curvi-

linear sectors placed synmetrically with respect to the real axis and bounded by 
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221 
the camp:ments of the hyperbola y - x = 2" (z = x + r-r y). 

[Note: It can be shown that the zeros of erf z are simple. In addition, the 

+ -nonreal zeros of erf z are comprised of two sequences z , z (n = ± 1, ± 2, ... ) 
n n 

which are synmetric with respect to the real axis and contained in the region 

y2 _ x 2 >}. And asymptotically, 

(z~) 2 = 27fIl1=r - } log In I - r-r i- sgn n - log (7rI2) + 0 (l,A,I) (n -+ (0) .] 
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§30. TRANSFORM THEORY: JW.JIOR GRAVE 

If <j> E Ll[O,l], then by definition 

or still, 

fez) = C(z) + ;=r 8(z), 

where 

thus 

C(z) = f~ <j>(t)cos zt dt, 8(z) = f~ <j>(t)sin zt dt. 

30.1 EXAMPLE Take <j>(t) = 1 (0 $ t < 1) -- then 

} f~ ~t dt = JO(z). 
Il-t2 

Extend <j> to an even function (j) on [..., 1,1] and let 

~ 1 ~ 
C(z) = f_l <j>(t)cos zt dt, 

~ 

C (z) 
00 n 2n 

= L (-1) z fl (j)(t)t2ndt. 
n=O 2n! -1 

30.2 RAPPEL The nth Appell polynomial J* associated with a real entire function 
n 

f is defined by 

J*(foz) 
n ' 

(cf 0 1204). 
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30.3 ~1MA We have 

PRCX)F Exp:md the RHS: 

On the other hand, fran the definitions, 

1 ~ 4 
Y4 = I_I ~(t)t dt, YS = 0, 

30.4 RAPPEL The nth Jensen p:>lynomia1 J associated with a real entire 
n 

function f is defined by 

(cf. 12.1). 

30. S LEMMA We have 
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PRCX)F In fact, 

30.6 EXAMPLE Take ¢(t) 2p It _ = (1 - t ) , where p - 1, 2 , ... , and A > -1 -- tllen 

the real pol ynanial 

has real zeros only, hence the real entire function 

has real zeros only (being in L - P (cf. 12.14}). 

[Note: It is known that for v > - ~ , 

1 

J
v 

(z) = ___ 2_'1- (~) v f~ (1 - t 2)v - 2 cos zt dt. 
liT rev + 2) 

1 
But then v - 2 > -1, so the zeros of J

v 
(z) are real (cf. 12.33) (matters there 

require only that v > -1) .J 

30.7 REMARK Let It = k = 1,2, .•• , and replace z by zk
l

/ 2P : 
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-1/2p Then make the change of variable t = xk : 

-1/2p ~1/2p x2p k 
k )0 (1 -"1<) cos zx dx. 

Now replace x by t and form 

~1/2p t 2p k 
lim)O (1 -"1<) cos zt dt 

k-+ex:> 

to see that the real entire function 

ex:> 2p 
1>2p (z) = J 0 exp(- t )cos zt dt 

has real zeros only (cf. 12.34). 

30.8 THEOREM SUpp::>se that cp (t) is p::>sitive, strictly increasing, and con-

tinuous on [0,1 [ and 

Jlo CP(t)dt = lim JI-Ecp(t)dt 
E -+ 0 0 

exists -- then the real entire function 

1 C(z) = JO CP(t)cos zt dt 

has real zeros only. 

N.B. Accordingly, 

cp (!.) + cp (~) + + cp (n-l) 
n n n 1 

-----n-----= J
O 

CP(t)dt. lim 
n-+ex:> 

[The expression on the left (sans the limit) is bounded frcm below by 

1 1--
J
O 

n CP(t)dt 
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and from alx>ve by 

Ii <p (t) dt.] 
-
n 

30.9 REMARK The assumptions on <p can be weakened (cf. 31.1) but the methods 

utilized in arriving at 30.8 are instructive and can be employed in other situ-

at ions as well. 

30.10 ~1A Suppose given polynomials 

Assume: The zeros of P (z) lie in the region I z I 2:: 1 -- then the zeros of 

k P(z) + yz Q(z) (Iyl = 1, k = 1,2, ... ) 

lie on the unit circle Izl = 1. 

PR(X)F There are two points. 

• If Iwl > 1, then 

z - w I ~ 1 for I z I : 1. 
I-m < > 

• If Iwl = 1, then 

< z - w z - w for Iz I 1. = = 
1 - wz w - z > 

Therefore the equality is possible only when I z I = 1. 



6. 

30.11 REMARK If I z. I > 1 (i = 1, ••• ,n), then the zeros of 
1 

are simple. 

k p(z) + yz Q(z) 

[Let p(z) = P(z), q(z)= -yzko.(z) and supIX>se that Zo is a multiple zero of 

p(z) - q(z) -- then 

Since p(z) and q(z) do not vanish on Iz I = 1, it follows that 

or still, 

or still, 

But 

Therefore 

~ (z ) = ~ (to) 
p 0 q 

1 1 
Iwl < 1 => Re l-w > "2 

I wi> 1 => Re 1 ~ < ~ • 

n 
< '2 
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while 

n 
Re( E 1 ) 

i=l 1 - l/zizO 

n 
> "2 ' 

fram which the evident contradiction.] 

Let 

be a real polynomial whose zeros lie in the region I z I 2: 1. 

and 

+a 
n 

r-r z 
Put S = e -- then 

=> lsi = 1 (cf. 30.10) => z E R. 

30.12 LEMMA The trigonometric polynomial 

bas real zeros only. 

PR(X)F Write 

n 
E a k cos kz 

k=O n-

= 2 (a + a 1 cos z + •.• + a O cos nz) n n-

n 
= 2 ~ a k cos kz. 

k=0 n-
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30.13 ENESTIDM-KAKEYA CRITERION Let 

where 

> ••• 

n + a z n 

> a > O. 
n 

Then the zeros of p lie in the region I z I > 1. 

PROOF Assuming that I z I ::; 1 (z :;t 1), we have 

= lao - (a - a )z - ••• - (a - a )zn - a zn+ll 
o 1 n-l n n 

~ aO - I (a - a )z + ••• + (a - a )zn + a zn+ll 
o 1 n-l n n 

[Note: If instead 

~ a > 0, 
n 

then the zeros of p lie in the region I z I ~ 1.] 

30.14 APPLICATION If 

and if 

n k 
p(z) = E a kZ , 

k=O n-

then the zeros of P lie in the region I z I > 1, thus the zeros of the trigonometric 
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polynanial 

n 
L: ~ cos kz 

k=O 

are real (and simple (cf. 30.11». 

30.15 FACT For any continuous function f(t) on [0,1], 

<p (1) f (1) + <p (~) f (~) + ••• + <p (n-~) f (n-l) 
_n __ n ___ n __ n ______ n ___ n_ = f~ <P(t)f(t)dt. 

n+<Xl 
lim 

PROOF Given E > 0, choose a > 0: 

1 
f l - o <P(t)dt < E. 

Then 

[ (l-o)n] 
lim! ~ <P(~)f(~) = flo-a <P(t)f(t)dt. 

n n n 
n + <Xl k=l 

On the other hand, with M = sup I f I, we have 
[0,1] 

! L: <p (k) f (k) n-l I 
n k=[(l-c5)n]+l n n 

M n-l k 
::; - >: <p (-) 

n k=[ (l-c5)n]+1 n 

1 ::; M f l - o <P(t)dt ::; ME. 

With these preliminaries established, the proof of 30.8 is straightforward. 
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Indeed, for n = 1,2, ... , 

1 n-l o < ¢(O) < ¢(n) < ••• < ¢(:n-)' 

so a specialization of the preceding generalities implies that the zeros of the 

trigonometric polynomial 

1 n-l 
¢(O) + ¢(il)cOS z + ..• + ¢(:n-)cos(n-l)z 

are real, as are the zeros of the trigonanetric polynamial 

¢(O) + ¢(l)cos ~+ 
n n 

+ ¢(n-l)cos (n-l) z. 
n n 

But (cf. 30.15) 

. 1 n-l k k 1 
Inn - E ¢(-)cos - z = fO ¢(t)cos zt dt, 

n -+ ()() n k=0 n n 

the convergence being unifonn on compact subsets of C, thereby tenninating the 

proof of 30.8. 

[Note: The zeros of 

n-l k k 
E ¢ (-)cos (- z) 

k=0 n n 

are not only real but they are also simple (cf. 30.14). still, additional argu-

ment is needed in order to conclude that the zeros of 

C(z) = f~ ¢(t)cos zt dt 

are simple (cf. 31.1).] 

30.16 REMARK Vibrk instead with 
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to see that the trigonometric polynomial 

n 
2r-r L a k sin kz 

k=0 n-

has real zeros only. Pass now to 

1 n-l ¢ (-) sin z + ••• + ¢ (-) sin (n-l) z 
n n 

and proceed as arove! the bottom line being that the zeros of the real entire 

flUlction 

are real. 

30.17 EXAMPLE The zeros of 

are real. 

cos z 
2 z 

8(z) = f~ ¢(t)sin zt dt 

(tan z - z) = f~ t sin zt dt 

[Note : Consequently, tan z - z has real zeros only.] 

16.18 EXAMPLE The zeros of 

= - J' (z) = ~ fl t sin zt dt o 71 0 h-t2 

are real (cf. 12.33). 

16.19 EXA..1VIPLE Consider 

1 2 fO(l - t )cos zt dt. 

Then its zeros are real (cf. 30.6). 
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[Since 1 - t 2 is decreasing, this is not a special case of 30.8. But 

1 2 21. 
JO(l - t )cos zt dt = z JO t Slll zt dt, 

so it is a special case of 30.16.] 

[Note: In detail, 

J~ t sin zt dt = - ~ J~ sin zt d(1-t
2

) 

121 z 1 2 = - 2 (sin zt) (l-t ) 0 + 2 JO cos zt(l-t )dt 

z 1 2 = 2 JO cos zt(l-t )dt.] 

30.20 REMARK If in 30.8, the assumption that cp(t) is positive, strictly 

increasing, and continuous on [0,1 [ is replaced by the assumption that cp (t) is 

positive, strictly decreasing, and continuous on [0,1], then C(z) may have nonrea1 

zeros. 

[Consider 

1 -t (z sin z - cos z) + 1 .] 
JOe cos zt dt = ~---=2----"---

e(z +1) 
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§31. TRANSFORM THEORY: SENIOR GRAVE 

The following result supercedes 30.8. 

31.1 THEOREM If cp E Ll[O,l] is positive and increasing on ]0,1[, then the 

zeros of 

1 
C(z) = fO CP(t)cos zt dt 

are real and simple. Furthernore, the positive zeros of C(z) lie in the intervals 

and only in these intervals . Finally, each of these intervals contains exactly 

one zero of C(z). 

[Note: C(z) is even, hence C(zO) = 0 iff C(- zO) = 0.] 

The proof is spelled out in the lines below. 

Step 1: 

TI 1 TI 
C(2) = fO CP(t)cos 2 t dt > o. 

Step 2: 

TI 
• C (2 + 2nn) > 0 (n = 1,2, ... ). 

[We have 

1 TI fO CP(t)cos(2TIn + 2)t dt 

4k+5 n 
= f~/(4n+l)cp(t)COS(4n+l); t dt + E 

k=0 

4n+l TI 
f 4k+l CP(t)cos(4n+l)2 t dt 

4n+l 

~ f6/(4n+l)cp(t)COS(4n+l)~ t dt > 0.] 
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31T 
• C(y + 2m) < ° (n = 0,1, 2 , .•. ) • 

[We have 

1 1T fO ~(t)cos(4n+3)2 t dt 

= f2/(4n+3)~(t)COS(4n+3)~ t dt + f 3/(4n+3) ~(t)coS(4n+3)~2 t dt ° 2 2/(4n+3) 

So far then 

n 
+ l: 

k=O 

4k+7 
4n+3 1T 

f 4k+3 ~(t)cos(4n+3)2 t dt 

4n+3 

< f 3/(4n+3) ~(t)COS(4n+3)1T2 t dt < 0.] 
- 2/ (4n+3) 

1T 31T 51T 71T 
C(2) > 0, C(y) < 0, C(y) > 0, C(y) < ° ... , 

which implies that each of the intervals 

]~, 3
2
1T [ f ] 3

2
1T, 5

2
1T [ , ] 5

2
1T, 721T [ , ... 

contains at least one zero of C(z), as do the intervals syrrmetric to them. The 

objective now is to show that any such interval contains but one zero of C(z) , 

that said zero is simple, and that there are no other zeros. 

Tb move forward, assume without loss of generality that C(O) = 1. 

31.2 RAPPEL 

(cf. 27.36). 

Let n* (t) denote the number of points ± (~+ TIn) (n = 1,2, ••• ) in the interval 
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]- t,t[ (t > 0), thus n*(t) = 0 for It I < ~rr and 

n*(t) = 2k if ~ + rrk < t < ~ + rr(k+l) (k = 1,2, •.. ). 

'Ib derive a contradiction, suppose that C(zO) = 0 (=> C(- zO) = 0), where 

Zo is either not in one of the intervals above or is a multiple zero of one 

thereof. Choose K > 0: 

Step 3: 

n (t) 2: n* (t) (0 < t < K); n (t) 2: n* (t) + 2 (t > K) • 

3rr 
Take r = TIll + - -- then 2 

rr 

f
r n (t) dt 2: ~ "2 +rr (k+l) 

~ (2k+2) f dt 
o t k=1 ::_ +rrk t + 0(1) 

2 

n 
=2 l: (k+l)log(l+ 11)+0(1) 

k=1 k~ 

nIl 
= 2 l: (k+l) (1 + -r - 1 2) + 0(1) 

k=1 k~ 2(k~) 

n n 1 n kl 
= 2 l: 1 + l: - - l: + + 0 (1) 

k=1 k=1 k+} k=l (k+}) 2 

= 2n + 0(1) = 2 E. + 0(1) • 
rr 

Step 4: Since 

c (x) -+ 0 as x -+ ± ex> 

and since the exponential type of C(z) is ~ 1, 
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I C (re r-r e) I + 0 

elr sin el 
(r + 00) 

I r-r e I II = ~ J2TI log Cere ). e r sin e de 
2TI 0 Ir sin el 

e 

I 
r-r e I = ~ J2TI log C(re ) de + ~ J2TI Ir sin e Ide 

2TI 0 Ir sin el 2TI 0 
e 

$ log 0(1) + 2 £ . 
TI 

8tep 5: Combine the data: 

= ~ n ~) dt ~ 2 ~ + 0 (1) 

=> 

log 0(1) ~ 0(1), 

an impossibility. 

31. 3 THEOREM If cP EL
I 

[0,1] is positive and increasing on ] 0,1 [ and is not 

exceptional (cf. 29.14), then the zeros of 

8(z) = J~ CP(t)sin zt dt 

are real and simple. Furtherrrore, the positive zeros of 8 (z) lie in the intervals 
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]rr, 2rr[ , ]2n, 3rr[ , ]3rr, 4rr[ , ••• 

and only in these intervals. Finally, each of these intervals contains exactly 

one zero of 8(z). 

[Note: S(z) is odd, hence S(zO) = 0 iff S(- zO) = 0.] 

The proof is spelled out in the lines below. 

Step 1: 

S(O) = f~ ¢(t)sin Ot dt = O. 

And 

SI (z) 1 = fO ¢(t)t cos zt dt 

S I (0) 1 = fO ¢(t)t cos Ot dt 

= f~ ¢(t)t dt > o. 

Therefore 0 is a simple zero of S(z) • 

Step 2: 

S(rr) = f~ ¢(t)sin rrt dt > O. 

Step 3: 

• S(rr + 2rrn) > 0 (n = 1,2, ••• ). 

[We have 

f~ ¢(t)sin(2n+l)rrt dt 



6. 

n-1 2k+3 

= J~/(2n+1)¢(t)Sin(2n+1)nt dt + ~ J;~:i ¢(t)sin(2n+1)nt dt 

k=0 2n+1 

~ J~/(2n+1) ¢(t)sin(2n+1)nt dt > 0.] 

• S(2nn) < 0 (n = 1,2, ... ). 

[We have 

J~ ¢ (t) sin 2nnt dt 

n-1 k+1 

== ~ Jk
n ¢(t)sin 2nnt dt 

k=0 -
n 

n-1 
= ~ J1

0
/ n ¢ (t + k) sin 2nnt dt 

k=0 n 

n-1 
= ~ J1/ 2n (¢(t +~) - ¢(k

n
+1 - t»sin 2nnt dt 

k=O 0 n 

< 0.] 

[Note: The function sin 2nnt is positive on ] 0, 2~ [ and 

¢ (t +~) - ¢ (k+1 - t) (0 < t < ~) 
n n 2n 

is nonpositive arid increasing, thus a priori 

n-1 
~ Jl/2n (¢ (t +~) _ ¢ (k+ 1 - t» sin 2nnt dt 

k=0 0 n n 

:0; 0, 
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with equality only if V k 

k k+l ¢(t + -) - ¢(- - t) = 0 
n n 

almJst everywhere and this means zero on ] 0, 2~ [ (if negative anywhere on 

] 0, 2~ [, then it is negative from there to the left giving a negative integral), 

hence ¢ (t) would be a constant in each of the intervals k < t < k+l (k = 0, ..• ,n-l) , 
n n 

a scenario excluded by the assumption ¢ ~ E(l,O).] 

So far then 

Sen) > 0, 8(2n) < 0, S(3n) > 0, 8(4n) < 0, •.. 

which implies that each of the intervals 

]n, 2n[ , ]2n, 3n[ , ]3n, 4n[ , ... 

contains at least one zero of 8 (z), as do the intervals synmetric to them (recall 

too that ° is a simple zero of 8 (z». The remaining details are similar to those 

figuring in 31.1 and will be omitted. 

31.4 LEMMA If ¢ E LlrO,l] is J?Ositive and increasing on ]O,l[ and if 

¢ ~ E (1, 0), then C (z) and 8 (z) have no can:m::m zeros. 

PROOF The zeros of 

fez) = fl ¢(t)eI=I zt dt 

° 
= C(z) + I=I 8(z) 

lie in the open upper half-plane (cf. 29.16). On the other hand, as has been seen 

above, the zeros of C(z) and 8(z) are real, so 

=> f(xO) = 0, 

which cannot be.] 
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§32. APPLICATION OF INTERPOLATION 

Let f E BO (A) and assl.lIre that f is not a constant, hence T(f) > o. 

32.1 RAPPEL (cf. 17.22) V real x, 

f' (x) = 4T(f) 
,i 

00 

~ 
1<.= -00 

(_l}k 1 f(x + 2k+1 TI), 
(2k+ 1) 2 2T (f) 

the convergence being uniform on ccrnpact subsets of R. 

32.2 THEOREM V x,a E R, there is an expansion 

. 2 = A sm a 

sin a • f'(x) - A cos a • f(x) 

00 

k-1 
~ (-1) 2 f (x + kTIA-a) , 

1<.= -co 
(a-kTI) 

the convergence being uniform on compact subsets of R. 

TI 
[Note: Replace k by k + 1 and take a = 2' A = T (f) to recover 31.1.] 

ProoF Write 

f (z) = f (0) + _z-.rA7\ cp (t)er-r ztdt 
I21T -tl 

2 for same cp E L [- A,A] (cf. 22.8), so 

sin a • f'(x) - A cos a • f(x} 

= - A cos a. • f' (0) 

1 A a r-rxt -
+ - J -A cp (t) at (e (t sin a + /-1 A cos a) )dt. 

I2TI 
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Now develop 

r-r Q:. t 
- r-r e A (t sm a + r-r A cos a) 

mto a Fourier series: 

smce 

00 r-r k7f t 
1 A . 2 ~ A sm a L.. 

k= -co 

=> 

2 e 
(o,-k7f) 

sin a . f' (x) - A cos a • f (x) 

= - A cos a . f(O) 

,-, . 2 '\ 00 (_l)k k 
+v-1Asmo,/> <P(t) Cl~( l: 2 exp(l:rt(x+ 7f:»)dt 

I2TI -A k= _00 (o,-k7f) 

= - A cos a . f(O) 

_ A sm2o, ~ (_l)k (f(x + k7f-o,) - f(O» 
k= -00 (o,-k7f)2 A 

00 k-1 
= A sm2o, l: (-1) 2 f (x + k7f:) , 

k= -00 (o,-k7f) 

00 (_l)k d 1 cos a 

k=
l: ( k). 2 = - -do, sm a = . 2 • 

- -00 0,- 7f sm a 

32. 3 APPLICATION V B E R, 

sin A(x-B) • f' (x) - A cos A(x-B) • f(x) 

2 00 (_1)k-1 k7f 
= A sm A (x-B) l: 2 f (A + B) • 

k= -00 (A(x-B) - k7f) 
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[Replace a by A(x-B) in 32.2.] 

k1T 
N.B. If f(A + B) = 0 V k, then 

f(x) = C sin A(x~B) (C 7 0) 

and its zeros are at the points ~ + B. 

32.4 NorATION RBO (A) is the subset of BO (A) consisting of those nonconstant 

f which are real on the real axis. 

32.5 DEFINITION Let f E RBO (A) -- then f is standard of level B if :3 n = 0 

or 1 and B E R such that V k E Z, 

[Note: If f is standard of level B, then -f is standard of level B.] 

32.6 EXAMPLE Take A = 1 f B = 0 -- then if n = 0 r 

••• f(- 21T) ~ Or f(- n) ::; 0, f(O) ~ 0, fen) ::; 0, f(2n) ~ 0 ••• f 

with a reversal of signs if n = 1. 

32.7 EXAMPLE Take A = 1, B = ; -- then if n = 0, 

5n 3n n n 3n 5n 
. .• f (- 2) ::; 0, f (- 2) ~ 0, f (- 2) ::; 0, f (2) ~ 0, f (2) ::; 0, f (2) ~ 0 ••. f 

with a reversal of signs if n = 1. 

32.8 LEMMA If f E RBo(A) is standard of level B, then V x E R, 

sin A(x~B) • f' (x) - A cos A(x-B) . f(x) 
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00 

E I 21 f (~ + B) I. 
k= -00 (A (x-B) - kTI) 

32.9 THEOREM If f E RBO(A) is standard of level B, then V P E Z, the ambient 

mterval 

I =] (p-I}TI_ + B pTI + B[ 
p A ' A 

contams at IOC>st one zero of f and if there is one f then it must be simple. 

PROOF Suppose that for sane p E Z, f (xO) = 0 (x
O 

E Ip) - then 3 k E Z such 

that f(~ + B) ~ 0, hence 

=> 

=> 

(_I)n+Pft (x ) > 0, o 

which implies that Xo is simple. If now f (xl) = 0, f (x2) = 0 with xl < x2 and 

f (x) ~ 0 (xl < x < x2), then we shall arrive at a contradiction by showmg that 

there ~uld be another zero of f between xl and x2 . 'Ib see this, choose a small 

h > 0 with the property that f (x) and f' (x) have the same sign m ] xl ,xl +h [ and 
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• n + p even: Therefore f' (Xl) > 0, f' (x2) > 0 and it can be assumed 

Xl < X < xl + h => f(x) > 0 

X2 - h < X < x2 => f(x) < O. 

• n + p odd: Therefore f' (xl) < 0, f' (x2 ) < 0 and it can be assumed that 

Xl < X < xl + h => f(x) < 0 

x 2 - h < X < x2 => f(x) > O. 

32.10 ~~ If f E RBo(A) is standard of level B, then 

2 
sup X If(x) I = 00. 

xER 

PROOF Assuming this is false, let 

2 1T 
g(z) = f(z) (z-x

O
) (x

O 
E II = ]B, A + B[). 

Then g E RBO (A) is standard of level B. But Xo is a zero of g of multiplicity 

~ 2, an i.mpossibil~ty (cf. 32.9). 

32.11 THEOREM If f E RB 0 CA) is standard of level H, then all the zeros of 

f are real. 

PROOF Suppose that f (zO) = 0 for sane Zo E C - R. Since f is real, f (zO) = 0 

and the function 

f (z) g (z) = --...:......:'----
(z-zO) (z-zO) 
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belongs to RBO (A). As such, it is standard of level B and 

2 
sup x Ig(x) I < 00, 
xER 

which contradicts 32.10. 

32.12 EXAMPLE Given ¢ E LlrO,l] real % 0, let 

1 
C(z) = fO ¢(t}cos zt dt. 

Then C E RBO (1). Assume: V k E Z, 

k (-1) C(krr) > O. 

Then all the zeros of C are real and each ambient interval Ip contains a single 

zero and it is simple. 

then 

vJe have yet to examine what happens at the endpoints of an Ip' 

32.13 THEOREM If f E RBO(A) is standard of level B and if for same p E Z, 

f(prr + B) = 0, 
A 

x =prr+ B p A 

is a zero of multiplicity :0; 2 and f cannot have zeros in both ambient intervals 

and 

MJreover, if x is a zero of multiplicity 2, then 
p 

(_l)n+Pf' '(x) < 0 
p 



7. 

while if xp-l (or xp+l) is a zero, then xp-l (or xp+l) must be simple. 

PRCX)F This is elementary, albeit detailed . 

• If f(x ) = 0, f'(x ) = 0, 
p p 

then 

hence in particular, x is a zero of multiplicity :::; 2. Thus let 
p 

g(z) = - f(Z)2 • 
(z-x ) 

p 

Then g E RBO (A) and we claim that g is standard of level B if 

(-l)n+Pf" (x ) ~ O. 
P 

For it is clear that 

V k 7- p, so take k = P and consider 

or still, 

or still, 

or still, 

n+p (-1) g(x) 
p 

lim 
h+O 

f{x +h) 
(_l)n+p ---",-P_-..,.-

(x +h - x )2 
P P 



or still, 

or still, 

or still, 

or still, 

lim 
h+O 

lim 
h+O 

lim 
h+O 

8. 

+ f(x +h) 
(_l)n p p 

h2 

+ f' (x +h) 
(_l)n p p 

2h 

f" (x +h) 
(_l)n+p p 

2 

Therefore g is standard of level B. But 

2 sup x Ig(x) I < 00, 
xER 

contradicting 32.10. Accordingly, the suppJsition 

is untenable, leaving 

(_l)n+Pf" ex ) ~ 0 
p 

(-l)n+Pf " (x ) < O. 
P 

• To see that f cannot have zeros in both intervals Ip and Ip+ I' assume 

the oppJsite: 
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Then xl is the only zero of f in Ip and it is simple I whereas x2 is the only 

zero of f in Iptl and it is simple (cf. 32.9). Now form 

f(z) (z-x )2 
g(z) = p (z-x

l
) (z-x

2
) • 

Then g E RBO (A) and g is standard of level B: V k E Z, 

Here the point is slightly subtle and explains the presence of cwo factors in the 

denominator rather than just one factor. For 

so 

kIT + B ~ (p-l)n + B 
A A 

=> 

kn kn 
A + B - Xl < 0 I A + B - x2 < 0 

=> 

What remains is obvious and one then comes to a contradiction, x being a zero of 
p 

g of multiplicity> 2. 

• Suppose that xp is a zero of mul tiplici ty 2 -- the..'1 f has no zeros in 

Ip u Iptr E.g.: Let Xl E Ip be a zero of f and put 

z - f (z) 
g ( ) - (z-x ) (z-x ) 

1 p 
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Then g E RBO (A) is standard of level B. en the other hand, 

2 sup x /g(x) I < 00, 
xER 

which is incompatible with 32.10. Bearing in mind that 

it then follows that 

Thus choose a small h > 0 with the property that 

f(x) f' (x) 

(_l)n+p and (_l)n+p 

f' (x) f" (x) 

have the same sign in J xp'xp +11. [ and opposite signs in J xp -h,xp [. Working first 

with J x ,x +h [ and assuming, as we may, that 
p p 

thence 

n+p 
x E Jxp,xp+h[ => (-1) f" (x) < 0, 

x E ]x ,x +h[ => (-l)n+Pf,(x) < 0 
p p 

=> (-l)n+Pf(x) < O. 

But f has no zeros in Ip+ l' so 

x E ]x -h,x [=> (-l)n+Pf,,(x) < 0, 
p p 



thence 
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x E ]x -h,x [ => (_l)n+Pf' (x) > 0 
P P 

=> (-l)n+Pf(x) < o. 

But f has no zeros in I , so 
P 

(-l)n+Pf(x) < 0 (x E I ). 
p 

• That x and x 1 carmot both be zeros of multiplicity 2 is ruled out 
P P-

by consideration of 

g(z) 

The zero theory for f' can be reduced to that for f. 'Ib begin with, matters 

are trivial if 

f(x) = C sin A(x-B) (C ~ 0), 

so this case can be ignored. Suppose, therefore, that f (kIT + B) ~ 0 for some k 
A 

and in 32. 8 take 

Then 

and 

x = r: + 2~ + B (p E Z). 

cos A(PTI + ~ + B - B) 
A 2A 

( TI) TI.. TI = cos PTI + 2 = cos PTI cos 2 - sm pTI sm 2 

= 0 

sin A(PTI + ~ + B - B) 
A 2A 
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= sin (P'IT + ;) = sin p'IT cos ; + sin ; cos p'IT 

=> 

n-l .. = (-1) r4(p) (~l(p) > 0) 

=> 

=> 

where 

n l = 0 if n = 1 

n I = 1 if n = O. 

I.e. : 
'IT 

f' is standard of level 2A + B. 

N.B. The ambient interval per f' is 

32.14 LEMMA The zeros of f' are real (cf. 32.11). 

32.15 LEMMA The zeros of f' are simple. 

PROOF The only possibility for a nonsimple zero is at an endpoint of an 

ambient interval (cf. 32.9) and at such an endpoint, f' does not vanish. 

32.16 LEMMA V P E Z, f I has a zero in the ambient interval I~ (it being 
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necessarily unique). 

PROOF We have 

(_l)n' (-1) P-lf , «p-l)7f +..2!:.... + B) > 0 
A 2A 

and 

• p even: Then 

(_l)n'f' «p-l)7f +..2!:.... + B) < 0 
A 2A 

while 

(_l)n' f' (r; + ~ + B) > o. 

• p odd: Then 

(_l)n'f«p-l)7f+..2!:....+B) >0 
A 2A 

while 

(-l)n'f(r + 2~ + B) < O. 

But this means that f' has a zero in I'. 
P 

32.17 EXAMPLE Take C per 32.12 (=> A = 1, B = 0) -- then C' is standard of 

7f 
level 2 and n = 0 => n' = 1 

=> 

And all the zeros of C' are real, each ambient interval I~ contains a single zero 

and this zero is simple. 
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There is another situation \vhich arises in the applications. 

32.18 DEFINITION Let f E RB 0 (A) ~.- then f is semi-standard of level B if 

:3 n = 0 or 1 and B E R such that V k E Z, 

(k ~ 1) 

(k ~ 0). 

[Note: A funda.'TIeIltal class of examples is dealt wi tl1. in the next §.] 

Suppose that f is semi-standard of level B. Fix Xo E II = ]B, K + B[ and let 

Impose the condition 

g(z) = (xO-z)f(z). 

sup Ixf(x) I < co. 

xER 

Then g is standard of level B. But g (x
O

) = 0, thus g has a unique zero in II' 

viz. xO. Therefore 

In addition, however, 

So 

=> 

x E II => f(x) ~ o. 

(_l)n+lg , (x ) > 0 
o (cf. 32.9). 

n n 1 
(-1) f (x

O
) = (-1) (-1) g' (x

O
) 

> O. 
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Therefore 

n x E II => (-1) f(x) > O. 

32.19 THEOREM Suppose that f is semi-standard of level B and 

sup Ixf(x) I < 00. 

xER 

Then all the zeros of f are real (cf. 32.11). Furthenrore, the ambient interval 

Ip = ] (p~l)rr + B, ~ + B[ (p E Z, P 7c 1) 

contains at IlDst one zero of f and if there is one, then it must be simple. Finally, 

Picture: 

• 
-rr + B 
A 

n x E II => (-1) f(x) > O. 

• 
Orr + B 
A 

• 
2!:.+B 
A 

• 
2rr + B 
A 

32.30 THEOREM Suppose that f is semi-standard of level B and 

sup I xf (x) I < 00. 

xER 

• If feB) = 0, then its mUltiplicity is equal to 1 and there are no zeros 

[Apply 32.13 to 

g(z) = (B-z)f(z). 

Then per g, B is a zero of multiplicity 2, hence (p = 0) 

n 
(-1) g(x) < 0 



16. 

=> 

n 
(-1) (B-x) f (x) < 0 

=> 

On the other hand, a priori, 

• If f (~ + B) = 0, then its multiplicity is equal to 1 and there are no 

zeros of f in II U I 2 . 

[Apply 32.13 to 

7T g(z) = (A + B - z)f(z). 

Then per g, i + B is a zero of multiplicity 2, hence (p = 1) 

=> 

=> 

=> 

On the other hand, a priori, 

(_l)n+lg(x) < 0 

n+l 7T 
(-1) (1\ + B - x) f (x) < 0 

n 7T (-1) (x - - - B)f(x) < 0 
A 

(x E I
2
). 
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32.21 REMARK The condition 

sup Ixf (x) I < 00 

xER 

is not automatic (consider sin A(x-B». 
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§33. ZEROS OF w
A ,a 

Working on ]O,A[ (A > 0), suppose that ¢ is defined on JO,A[ and is 

integrable on [O,A]. Assume further that ¢ is p:>sitive and increasing on ] O,A[. 

33. 1 NOI'ATIOO' Given a E [0, 7T [, let 

WA,a(z) = ~ ¢(t)sin(zt + a)dt, 

thus 

where 

CA(z) = ~ ¢(t)cos zt dt, SA(z) = ~ ¢(z)sin zt dt. 

It is clear that WA,a E RBO(A). 

33.2 LEMMA WA,a is semi-standard of level - ~ • 

PROOF In 32.18, take n = 0, the issue being V k E Z D~e inequalities 

(-1)\\1 (k7T-a) 
A,a A 

::;; a (k 2: 1) 

(-l)~ (k7T-a) 
A,a A 

2: 0 (k ::;; 0). 

• k = 0: Here 

a W (--) 
A,a A 

A . a (A-t) = ra ¢(t)sm(---X--)dt 2: a 

and 

W (- a) = 0 
A,a A 

iff a = O. 



and 

2. 

• k = 1,2, ... : Here 

T.T (kIT-a) _ A .k7f A, (A (s-a». d 
vVA,a A - k7T'-a J~ ~ k7f-a Sln s s 

A 
--> 0 k7T-a • 

• ->:k cx1d Split the interval of integration [a,k7T) into the closed 

subintervals [a,7T), (7T,37T), ••• , [k7T-27T, k7T) -- th61 tile integral over each of 

these subintervals is nonnegative, hence 

( -1) \J
A 

(k7T-a) :5 O. 
,a A 

• ->:k even Split the interval of integration [a,k7T) into the closed 

subintervals [a,27f), [27T,47T) , ••• , [k7T-27T, k7T) -- then the integral over each of 

these subintervals is nonpositive, hence 

• k = -1, -2, •.• : Here 

W (k7T-a) = ~ f-k7T <p (A (s+a) ) sin s ds 
A,a A k7T-a -a a-k7f 

and 

~<o k7f-a • 

• ->:k cxld Split the interval of integration [- a, - k7f] into the closed 

subintervals [- a,7f) , (7f,37T), ••. , [- k7f - 27f, - k7T) -- then the integral over each 

of these subintervals is non:fX)sitive, hence 

(-l)~A (k7f
A
-a) ~ O. 

,a 
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• .->:k even Split the interval of integration [- a, - krr] into the 

closed subintervals [- a,O], [0, 2rr], ... , [- krr - 2rr, - krr] -- then the integral 

over each of these subintervals is nonpositive, hence 

(-l)~v (krr-a) ~ O. 
A,a A 

33.3 APPLICATION If cP is bounded on ] 0 ,A[, then all the zeros of v']A are ,a 

real. Furthentore, the ambient interval 

I =] (p-l)rr-a prr-a[ 
p A' A (p E Z, P 7 1) 

contains at rrost one zero of WA and if there is one, then it must be simple. ,a 

Finally, 

[In fact, 

=> w (x) > 0 
A,a 

sup I xYVA, a (x) I :;; 
xER 

2 lim cP (t) 
ttA 

so one can quote 32.19.] 

(n = 0). 

< 00, 

A finer analysis will lead to rrore precise results. 

• k ~ 1 (k odd): SUppose that 

Then there exist constants 

W
A 

(krr-a) = O. 
,a A 
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and points 

such that 

k-l 
<p (t) = c. (t. 1 < t < t.) (0 :::; j :::; -2 ). 

J J- J 

Therefore 

2 Anx (k-1)/2 . 2jn-a 
WA (x) = - sin(-k ) L: c. sm( k Ax + a). 

,a x 'IT-a j=O J n-a 

• k ~ 1 (k even): Suppose that 

W tn-a) = O. 
A,a A 

Then there exist constants 

and points 

such that 

Therefore 

t 0 t = A (2j+2)n-a 
-1 = 'j kn-a 

A.. (t) (t < t < t) (0 <_ J' <_ k
2
-2) • ~ = c. . 1 . 

J J- J 

(k-2)/2 
W
A 

(x) = ~ sin (Anx) L: 
' a x kn-a j=O 

. «2j+1)n-a Ax + ) c. sm k a . 
J 'IT-a 

• k:::; -1 (k cxid): Suppose that 

W (kn-Ct) = O. 
A,a A 
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Then there exist constants 

and points 

such that 

Therefore 

t 0 t ; A (2j+1)rr+a 
-1; , j a-krr 

¢ (t) ; c. (t. 1 < t < t.) 
J J- J 

-k-1 
(0 ::; j ::; -2-). 

(-k-1)/2 
W

A 
(x); ~ sin (ATIX) l: 

,a x a-krr . 0 J; 
. (2jrr+a Ax + ) c. sm --k-- a . 

J a- rr 

• k::; -1 (k even): Suppose that 

W (krr-a); O. 
A,a A 

Then there exist constants 

and points 

such that 

Therefore 

¢(t) ; c
J
. (t. 1 < t < t.) 

J- J 

-k/2 
W

A 
(x) = ~ sin (ATIX) l: 

' a x a-krr j;O 
. «2j-1)rr+a Ax + ) c. sm k a . J a- rr 
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33.4 NarATION 1;'Jrite 

E (A, a,k) 

for the set of those ¢ such that 

for same k E Z ~ {a} and put 

[Note: In general, 

E(A,a) = U E{A,a,k). 
k 

33. 5 RECONCILIATION Take A = 1, a = 0, hence 

VJ (z) = flO ¢ (t) s:in zt dt. 1,0 

Recall nov; the def:inition of "exceptional" from 29.14 and the notation E(l,O) 

from 29.15 -- then the claim is that the t .. 10 possible mean:ings of E(l,O) are one 

and the same. To see this, consider 

kn-a _ 
WI O{-~) = livl O{kn) (k = ± 1, ± 2, ••• ), , , 

there be:ing no loss of generality :in assuming that k = 1,2,... • 

• k odd: Here 

ViTI ,0 (kn) > 0 (k = 1,3, ... ) (cf. 31.3). 

'l'herefore 

E(l,O, k odd) = ~ . 

• k even: Suppose that 

WI 0(2nn) = 0 for same n = 1,2, .... , 
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I.e. : 

?o <p (t) sin 2mrt: dt = O. 

But this implies that <p is exceptional (look at the proof of 31. 3). Therefore 

E(l,O, k even) 

is comprised of exceptional <p, so 
00 

U E(1,O,2n) 
n=l 

is contained in the E(l,O) per 29.15. 'Ib turn matters around, take an exceptional 

<p and write 

= C(z) + l~l 8(z) 

where, of course, 

Then in the notation of 29.20, 

=> 

Conclusion: 

=> 

=> 

f(2TIq) = 0 

C(2TIq) + ;.:r S(2TIq) = 0 

8 (2TIq) = 0 => \'1)"1 0 (2TIq) = 0 
~ 

<p E E(1,O,2q). 

00 

E(l,O) c U E(1,O,2n) c E(l,O). 
n=l 
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33.6 REMARK If ¢ E E(A,a), then 

sup !xWA (x)! < 00. 

xER ,a 

[Note: Accordingly, all the particulars of the semi -standard theory 

developed at the end of §32 are in force but the detailed explication thereof 

will be left to the reader.] 

33.7 LEMMA If ¢ ~ E(A,a), then 

and at k = 0, 

(-l)~ (kTI-a) < 0 
A,a A 

W (- a) > 0 
A,a A 

33.8 LEMMA If ¢ ~ E(A,a) and if 

(k ~ 1) 

(k ~ -1) 

(0 < a < TI). 

sup !xliVA (x)! < 00, 

XER fa 

then all the zeros of W
A 

are real (cf. 32.11) and sbnple (cf. infra). ,a 

PROOF The ambient interval 

I =] (p-l)TI a p1T _ a[ 
p A -A'A A (p E Z, P ;!! 0,1) 

contains exactly one zero of WA and it is sbnple (cf. 32.19). ,a 

• p = 0: If 0 < a < ~ then 
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(-1) ~ (_ IT _ a) > 0 
A,a A A 

=> 

lVJeanwhile, 

a W (- -) > O. 
A,a A 

So WA,a has a (unique) zero in IO and it is simple (cf. 32.19). If a = 0, then 

WA,O (- ~) = 0 and its multiplicity is equal to 1 and there are no zeros of WA,O 

in IO u II (cf. 32.20). 

• p = 1: In this situation, 

(n = 0), 

thus in II' W is zero free. A,a 

[Note: kIT: is a zero of WA,a only when k = 0, a = 0.] 

33.9 THEOREM If cP ~ E (A,a), then all the zeros of t'IA are real and simple. ,a 

PROOF The idea is to reduce things to the bounded case, i. e., to 33. 8. To 

this end, for n > 1, let 

cP (t) = cP (t) 
n 

and 

= cP (A - ~-) + t - A + .!. n n 

Then cP ~ E(A,a) and n 

(0 < t :5 A _ 1) 
n 

1 
(A - -- :5 t < A) • 

n 
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~ rA 1 I¢(t) Idt + 12 
A - - 2n 

n 

-+ 0 (n -+ co) • 

Put 

W
A 

(z) = 1:0 ¢ (t) sin (zt + a)dt. ,a,n n 

Then W
A 

-+ W
A 

unifonnlyon compact subsets of C. On the other hand, ¢ ,a,n ,a n 

is bounded on ] 0 ,A [, hence 

sup IXJ/J
A 

(x) I < co 
xER ,a,n 

(cf. 33.3). 

Therefore all the zeros of WA are real and simple (cf. 33.8), so all the ,a,n 

zeros of W
A 

are real and it remains to establish their simplicity. ,a 

• 0 < a < n: Given p E Z, let D be the rectangle 
p 

Then for z E ClDp and n > > 0, 

IW
A 

(z) - W
A 

(z) I ,a,n ,a 

< min IW
A 

I ~ IW
A 

(z) i. 
ClDp ,a ,a 

.. 
But tlllS implies by Rouche that W

A 
and W

A 
have the sa."1le number of zeros 

,a farn 

inside D . 
P 
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• 0 = a: At level 0,1, work with DO u Dl rather than DO and Dl 

separately. 

Implicit in the foregoing is a description of the position of the zeros of 

W (what was said in the proof of 33.8 is valid in general) . A,a 

33.10 EXAMPLE By definition, 

1 (z) = fO ¢(t}cos zt dt. 

Assuming that ¢ ¢ E(l,O) (a restriction ~~t is actually unnecessary ... ), the 

theory predicts that all the zeros of W 7T are real. 

1'2 
As for their position, W 7T 

1'2 

has a zero in each of the ambient intervals 

] 57T 77T [ 

2' 2 ' 

and this zero is unique and simple. MJreover , 

C(;) > 0, C(3
2
7T) < 0, C(5

2
7T) > 0, C(727T) < 0 ••• 

and II = ] - if i[ is zero free. All the positive zeros of W 7T are thereby 

1'2 
accounted for so 31.1 has been recovered. 

33.11 LEMMA We have 

~ ¢(t)cos(zt + a)dt = 

W 7T (O:S;a < ;) 
A,a + 2 

- W 
7T 

A,a - 2 
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§34. ZEROS OF fA 

34.1 NarATION Given ¢ E Ll[O,A], put 

A r-r zt 
fA(z) = )0 ¢(t)e dt, 

thus 

where 

CA(z) = ~ ¢(t)cos zt dt, SA(z) = ~ ¢(t) sin zt dt. 

[Note: To be in agreement with §30, drop the "A" if A = 1.] 

34.2 THEOREM If ¢ E Ll[O,A] is positive and increasing on ]O,A[ and if ¢ is 

not a step function, then the zeros of fA (z) lie in the open upper half-plane. 

N.B. Since ¢ is not a step function, it follows that V a, 

¢ rJ. E(A,a). 

Therefore all the zeros of ~vA are real and simple (cf • 33.9) and this persists 
,a 

to all a E R (elementary verification) • 

34.3 REMARK Take A = 1 -- then this result implies 29.16 (granted 29.19). 

Let P and Q be nonconstant real entire functions. 

34.4 CHEBOI'AREV CRITERION Assume: 

• P and Q have no cc::mrron zeros. 

• V ll, v E R, 112 + v2 
;It 0, the canbination lJP + vQ has no zeros in C - R. 
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• 3 Xo E R such that 

Then 

F(z) = P(z) + r-r Q(z) 

has all its zeros in the open upper half-plane. 

[Note: It is an a posteriori conclusion that V x E R, 

P (x) Q I (x) - Q (x) p' (x) > 0.] 

34.5 REMARK Compare the above with what has been said in §16: There it was 

a question of nonconstant real polynanials and zeros in the open lower half-plane, 

hence the sign switch to 

N.B. It is clear that F(z) has no zeros on the real axis: 

Proceeding to the proof, begin by noting that the mereanorphic function 

e (z) = Q(z) 
P (z) 

does not take a.."1 real values for Im z ~ 0, thus it maps the open upper half-plane 

either onto itself or onto the open lower half-plane. But 

=> e' (xO) > 0, 
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so e (z) maps the open upper half-plane onto itself. Since 

it then follows that 

Next 

hence 

P+HQ l+r-re 

P-HQ I-He 

Im z > 0 => IP(Z) + r-IQ{z) I < l. 
p(z) - vCIQ(z) 

P(z) = p(z) 

Q(z) = Q(if , 

=> 

Accordingly, it need only be shown that P - r-r Q has no zeros in the open upper 

half-plane. However 

p+r-rQ 

p-r-rQ 

is unbounded near any zero of P - ;::r Q which is not a zero of P + ;::r Q. And 

this means that any zero of P - r-r Q in the open upper half-plane must be a zero 

of P + H Q. But 

- P (z ) - ;::r Q (z ) = 0 o 0 

(Im Zo > 0) 
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=> 

- 2 r-r 0 (z ) = 0 => 0 (z ) = 0 .. 0 .- 0 ' 

contradicting the assumption that P and Q have no common zeros. 

Having dispensed with the preparation, we are now in a position to give the 

proof of 34.2. Bearing in mind that 

start by writing 

WA,a (z) = (sin a) CA (z) + (cos a) SA (z) • 

Then there are three items to be checked. 

1. CA and SA have no corrmon zeros. 'lb see this, observe that 

so the zeros of CA (z) and SA (z) are real and simple. If CA (xo) = 0, SA (Xo) = 0 

we have 

= 0 

for a suitable choice of arc tan. But this implies that Xo is a zero of WA,a 

of multiplicity ~ 2 which cannot be. 
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2. 2 2 
V ].1,v E R,].1 + v ;t: 0, the combination ].1e

A 
+ vS

A 
has no zeros in C - R. 

The cases ].1 ;t: 0, v = 0 and ].1 = 0, v ;t: 0 being obvious, consider the remaining four 

possibilities. 

• ].1 > 0, v > 0: write 

and determine a by 

].1 v sin a = --~-- , cos a = ----

Ii + v2 

• ].1 < 0, v < 0: Write 

and determine a by 

-].1 -v 
sin a = ---'--- , cos a = ----

1].12 +-v2 

• ].1 < 0 I V > 0: liVrite 

• }120, v < 0: vJrite 
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2 2 = 1]1 + v «sin a) CA - (cos a) SA) 

= 1]12 + v2 ( - (sin -a)C - (cos -a)S ) A A 

2 2 
= - 1]1 + v «sin -a) CA + (cos -a) SA) • 

3. :3 Xo E R such that 

In fact, 

= (J~ ¢(t)dt) (J~ ¢(t)t dt) 

> o. 

34.6 REMARK If ¢ is a step function and if ¢ E E(A,a), then fA (z) has an 

infinity of real zeros (cf. 29.21) (all of which are simple) and there is an 

analog of 29.22. 

34.7 NarATION Given ¢ E Ll[O,A], let 

tA(z) = ~ ¢(A-t)cos zt dt 

$A (z) = ~ ¢ (A-t) sin zt dt. 
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34.8 IDENTITIES 

and 

CA (z) = tA (z) cos Az + $A (z) sin Az 

SA (z) = tA (z)sin Az - $A (z)cos Az. 

34.9 RAPPEL If 0 and A are the effective limits of integration (thus excluding 

the possibility that cp = 0 alnost everywhere) f then fA (z) has an infinity of zeros 

(see the initial comments in §29). 

34.10 LEMr1A Put 

H (s) = - -- 2 Y 2 (y E R). 
'IT (y + s ) 

Then 

34.11 TI~REM If cp E Ll[O,A] is real and if 

(x E R), 

then fA (z) has no zeros in the open lower half-plane. 

PROOF Let z = x + r-r y (y < 0) and write 
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= ~ ¢(t)er-r z (t~A) dt 

= fco H(s) (~ e / - l (s-x) t¢ (A-t) dt) ds 
-co 0 

But tA % 0 (consult the Appendix below) 1 hence 

- ;::r Az 
Re(f

A 
(z)e ) 

= - fco _ ') 1 2 - tA(s)ds 
.-00 £. 

7T (y + (s+x) ) 

> O. 

34.12 REMARK Any real zero of fA (z) (if there is one) is necessarily simple. 

34.13 EXAMPLE If <I> E C[O,A] is real, <1>(0) = 0, ¢(A) > 0, and the function 

is p::>sitive definite on R, then 

so 34.11 is applicable. 
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APPENDIX 

.. 
MUNTZ CRITERION If AI' A2 ' • •• is a strictly increasing sequence of real 

numbers such that 

the."1 the set 

is total in C[O,l). 

EXAMPLE The set 

is total in C[O,l). 

APPLICATION If 1./J EL
I 

[0 f 1] and if 

~ 1./J(t)dt = 0, ~ t
2k

1.J;(t)dt = 0 (k = 1,2, ••• ), 

then 1./J = ° almost everywhere. 

[Let 

t 
~(t) = fO 1./J(s)ds. 

Then ~ is absolutely continuous and ~(O) = 0, ~(l) = O. NOVl integrate by parts 

to get 

= .- 2k fl t2k-l~(t)dt 
o (k = 1,2, •.• ) • 
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Therefore 

~ to(t~(t»dt = 0 (k = 1) 

J~ t2(t~(t»dt = a (k = 2) 

J~ t4(t~(t»dt = 0 (k = 3) 

Defme a bounded 1mear functional jJ on C[O,l] by the rule 

jJ(g) = J~ get) (t~(t»dt. 

Then 

jJ(t2k) = a (k = 0,1,2, ••• ) 

=> 

jJ :: 0 

=> t~(t) = 0 (0 ~ t ~ 1) => ~(t) = 0 (0 ~ t ~ 1) • 

But this implies that ¢ = 0 almost everywhere.] 

THEOREM If CA (z) :: 0 f then rjl = 0 alrnost everywhere (=> fA (z) :: 0) • 

P:OOOF Consider the expansion 

~ rjl(t)cos zt dt 

~ 00 (-l)k(zt)2k 
= )0 rjl(t) L: - dt 

k=O (2k) ! 

00 k 
= L: (-1) (~t2k¢(t)dt)z2k, 

k=O (2k)! 0 
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hence 

~ t2k~(t)dt = 0 (k = 0,1,2, •.• ) 

or still (letting t = sA) , 

A2k+l f; s2k~(sP.)dS = 0 (k = 0,1,2, ••• ). 

Consequently, ~ (sA) vanishes alnost everywhere (0 :0; S :0; 1), so ~ (t) vanishes 

alrrost everywhere (0 :0; t :0; A) . 

N.B. If tA (z) - 0, then ~ = 0 alrrost every'ivllere (=> fA (z) - 0) (argue 

analogously) • 

REMARK If fA(z) - 0, then ~ = 0 alnost everywhere. 

[In fact, 

CA(z) = ~ ~{t)cos zt dt 

I-T zt - r-r zt 
;: e + e = 0 ~ (t) "-~-~~~--. dt 

fA (z) + fA (·-z) _ 
= ~-~-- = 0.] 
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§35. MISCELLANEA 

Here there will be found a number of complements, some theoretical, others 

disguised as "examples". 

35.1 LEMMA If ¢ E Ll[O,A] is real valued and continuously differentiable 

and if ¢ (A) ~ 0, then 

CA (z) = ~ ¢ (t)cos zt dt 

has an infinite number of real zeros. 

PROOF In fact, 

xCA (x) = ¢ (A) sin (xA) - ~ ¢' (t) sin (xt) dt 

= ¢(A)sin(xA) + 0(1) (Ixl + 00). 

35.2 CHAKAIDV CRITERION i" SUppose given a sequence 

< ••• 

and real numbers 

where 

~ ~ 0, k = 0, ± 1, ± 2, .••• 

Assume: :3 integers p and q with p < q such that ~ and ~+l have the same sign 

for k < P and for k ::2: q. Put 

n 
= L: '7.-a k= -n+l ~ k 

i" CnncaHHe hAH 36 (1927), pp. 51~92. 
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and imtx>se the condit.ion that 

R(z) = lim lb (z) 
n-+ oo 

00 

unifonnlyon COInp:1ct subsets of C ...., {akJ~oo ~.- then R(z) has no rrore than q - P 

nonreal zeros. 

Ma.intaining the setup of 35.1 f introduce the merorrorphic function 

and put 

Abbreviate 

35.3 LEMMA We have 

R (z) 
n 

A 

_ CA (z) 

R(z) - Cos(ZAf 

(k- 1:) 7T 

n C ( 2) 
= L (_l)k A A 

k= -n+l (k- ~ 'IT 
z ....., .. --::---

1\ 

to ~. 

R(z) = lim R (z) 
n n -+ 00 

unifonnly on compact subsets of C - {~}:oo' 

Next 

= ~(A) lim (-l)ksin(akA) 
k-+±oo 



If now 

then the sequence 

= ¢(A) lim 
k+±oo 

= ¢ (A) 1.L"1l 
k+±oo 

= - ¢ (A) 7: O. 

3. 

k k 
(-1) (-1) (-1) 

has but a finite number of sign changes. 

[E. g.: SuppJse that L :: - ¢ (A) is positive and send k to + 00 -- then from 

some p::>int on, ~ is also positive: 

k > > 0 => I ~~ -- L I < ~ 

L 
=> 0 < "2- < ~.] 

~ 

[Note: These considerations also serve to shoN t.l)at the mnnber of k for 

which ~ = 0 is finite.] 

35.4 ~~ If ¢ E Ll[O,A] is real valued and continuously differentiable 

and if ¢ (A) 7: 0, then 
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has at rrost a finite number of nonrea1 zeros. 

[Thanks to what has been said aOOve, one has only to invoke 35.2.] 

N.B. Therefore 

(cf. 10.35). 

35.5 EXAHPLE Take ¢ (t) = e -t ._- then the zeros of 

_r-I 
- -2-

,A -t 
CA(z) = rO e cos zt dt 

--A 
_ e (z sin Az -- cos Az) + 1 - ._----- ~2~'1~-- ----

- eA(-l - A z)_l 

z -- r-r 
eA(-l + A z) --1-

z + r-r 
lie in the horizontal strip 

-1 < y < 1 (cf. 29.23 (I :~ff) I = 1». 

The number of real zeros is infinite (cf. 35.1) while the number of nonrea1 

zeros is finite (cf. 35.4). And -the estimate -1 < Y < 1 cannot be improved 

provided A is al10VlTed to vary, i. e., given E: > 0, in 

-1 < Y < -1 + E: u 1 - E: < Y < 1 

there is a zero if A > > 0 • Finally, any compact subset S of -1 < Y < 1 is zero 

free for A > > O. Proof: In S, 

A -t 1 lim Joe cos zt dt = ---
A + 00 z2+1 
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and the function on the right has no zeros there. 

[Note: As a function of A, the nmnber of nonreal zeros is unl:x)unded.] 

35.6 NOTATION (cf. 34.1) 1 Given ¢ E L (- co,co), put 

f (z) co 

thus 

f (z) = c (z) + ;=r 8 (z), co co co 

where 

co 
= f cp(t)cos zt dt, 8 (z) -co co 

co = f <jJ(t)sin zt dt. 
-00 

N.B. If <jJ is real and even (odd), then one can work instead with 

co 00 

Cco(z) = fO <jJ(t)cos zt dt (8co (z) = fo <jJ(t)sin zt dt). 

35.7 EXAMPLE 8uppose that 2n is an even fX)sitive integer and take 

<jJ (t) = exp(_t2n) (n = 1,2, .•. ) • 

Then 

2 
00 2 r-r zt - z 

f -co exp ( .... t ) e dt = iIT exp (- T) 

has no zeros but 

has an infinity of real zeros though it has no canplex zeros (cf. 12.34). 

[Note: Put 

(n = 1,2, ••. ). 
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Tnen f E L - P is transcendental and satisfies the differential equation 
n 

(2 1) (_l)n 
f n- (z) = -~- zf (z). 
n ~n n 

Therefore all the zeros of f are slinple (see the Appendix to §13).J n 

35.8 ~RK Consider 

Then 35.1 and 35.4 are applicable and there is an A with the property that 

~ exp(-t
2

)cos zt dt 

has a nonreal zero (but no characterization is known of those A for which this 

happens) (the situation in 35.5 is slinpler although a canplete explication is 

lacking there too). 

35. 9 EX.~1l?LE The zeros of 

lie on the line Im z = 1. 

[If z = a + I=l b is a zero, write 

t r-r zt !=I(- ;.:r + z) t 
e e = e , 

hence - ;=r + z is real, so b = 1.] 

35.10 EXAMPLE Fix a > 1, a ~ 2n (n = 1,2, .•. ), take ¢(t) = exp(_ta ), and put 

00 a 
~a(z) = fO exp(-t )cos zt dt. 

Then 1> has an infinite nurnber of nonreal zeros and a finite number of real zeros, 
a 
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there being at least 2 [ ~] of the latter if a > 2. 

35.11 LEMMA We have 

lim xa+l ¢ (x) = r{a+l) sin (~a) . 
x -+ 00 a 

PRCX)F There are seven steps. 

Step ~: Integrate by parts to get 

?tep 2: M3.ke the change of variable u = xata , hence 

-a 
f

oo • l/a -x u = 0 sm u . e du, 

. l/a -a a.k.a. the Laplace transfonn of sm u at x . 

Step 2: Rewrite the right hand side in tenus of a canplex exponential, so 

:Step 4: M:>ve the contour of integration up to a straight line going from 0 

to 00 placed at a "small" angle e to the r:csitive real axis, call it leo 

Step 5: By Jordan IS lerrrna, the integral around the curved part is small 

when s = x-a > 0 is small and on le the integrand is bounded by an absolutely 

integrable function r thus the result is continuous as a function of s all the way 

to 0 (dominated convergence). Therefore 

lim xa+l¢a(X) = Im f~,e exp(;=r ul/a)du, 
x+oo 
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the symbol f~' e ... being an abbreviation for the integral along i e. 

AlTa 
9t~P ~: Now change the variable and let u = v e.xp ( 2 ): 

r-r 7Ta 00 l/a = Im(exp(--2"--) fO exp(- v )dv) 

[Note: Strictly slJeaking, this is a rotation of contours, not a change 

of variable. J 

let 

Ste12-2: In 

=> 

00 l/a fa exp(- v )dv, 

1 
l/a 1 a -1 w=v , sodw=-v v dv a 

00 l/a 
fa exp(- v )dv 

00 a-I = afo exp(- w)w dw 

= area) = r(a+l). 

1 -a =-w.w dv a 

1 I-a = -'(f{ dv 
a 

RetUDling to 35.10, the assumption on a implies that sin (;0.) ;2! o. 
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Consequently, <P carmot have an inf.L.'1ite number of real zeros. But iP does have a a 

an infinite number of zeros (cf. §7), from which it follows that <P has an infinite 
a 

number of nonreal zeros. 

There remains the claim that the mnnber (finite) of real zeros of <P is a 

::: 2 11-_- 2a -_I 

write 

if a > 2. 'Ib this end, choose m ::: 1: 

2m < a < 2m + 2. 

2 00 _ta 
- fO <P (x) cos xt = e , 
IT a 

differentiate 2m times with respct to t r and then put t = 0: 

=> 

Accordingly, 

where P is any polynomial of degree :s; m - 1. 

For sake of argument, suppose now that <pa(x) changes sign at most k :s; m - 1 

times (x > 0), e.g., at 

Introduce 

222 2 2 2 = (xl - x ) (x2 - x) ... (~ - x ). 
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2 <P (x)x P(x) 
a 

is never negative (<pa(O) is positive) Mlile 

co 2 2 fO <pa(x)x P(x )tt~ = 0, 

a contradiction. 

So in conclusion, <pa(x) changes sign at least ill = 1= ~ =1 times (x > 0), 

thus being even, the number of real zeros of <Pais ~ 2 [ ~] if a > 2. 

N~~ This analysis breaks down if 1 < a < 2. However, in this case it can 

be shown that <P has no real zeros. t 
a 

[Note: A crucial preliminary to the proof is the fact -that 

is the characteristic function of an absolutely continuous di.stribution function 

(which is definitely not an II elementary " fWlction).] 

35.12 RElYlARK Take cP ELI (0 roo) real value::1 and hlice continuously differ-

entiable -- then Wlder appropriate decay conditions on ¢, CP', cP I " the assumption 

that ¢' (0) ;t: 0 implies that 

00 

Coo(z) = fO ¢(t)cos zt dt 

has an infinite number of nonreal zeros and a finite mnnber of real zeros (if any 

at all). 

t A. wintner, Arne/tic-an J. Math. 58 (1936), pp. 64-66. 
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of 

[Supposing that c (z) ist\order < 2, consider the fonnula 
00 

that arises upon a double integration by parts.] 

[Note: Since 

d a a a-I - exp(- t ) = exp(- t ) (- at ) dt 

vanishes at t = 0, this fact cannot be used to circumvent the analysis in 35.10.] 

35.13 EXAMPLE The zeros of the function 

are real. 

35.14 DEFINITION Let ¢ E Ll (_ 00,00) subject to 

¢ (-t) = ~ff. 

Then ¢ is said to be of regular growth if 

b 
¢(t) = o(e- Itl ) (It I -+ 00) 

for some constant b > 2. 

35.15 LEMMA Suppose that ¢ is of regular growth -- then f 00 is a real entire 

function of order 

b 
~ b-l < 2. 

PROOF The computation 
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00 Axt = f ¢(t)e dt = f (x) 
-00 00 

shows that foo is real. ~fine nCM 13 > 0 by writing b = 2 + 13, hence 

=> 

But 

if 

and 

if 

Therefore 

1 1
2+13 

I¢(t) I ~ Me- t (M > 0) 

It I2+B I It Ifoo(z) I ~ 2M f~ e- e z dt 

00 2+13 = 2M fO exp(lzlt - It I )dt. 

Izlt - ItI 2+S 
< Izlt 

1 

o < t < 2 IzI1+S 

1. 

lot 1 > 2 1 z 11+13 • 
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2+(3 

<;; 2!vl[ Izl-lexp(2IzI1+(3)] + f~ exp(-} t 2+(3)dt. 

And so the integral defining foo{z) is an entire function of order 

2+13 b 
<;; 1+13 = b-l < 2. 

N.B. 

gen f <;; p(f ) < 2 _ 00 00 (cf. 6.2) 

=> 

gen f = 0 or qe."l f = l. _ co -=---- 00 

35.16 RAPPEL Suppose that the real polynanial 

has real zeros only -- then V f E L - P, the function 

+ ... 

is in L .- P (easy ext.f>..nsion of 12.10). 

+ a fen) (z) 
n 

35.17 PROPAGATION PRIl\ICIPLE If cP is of regular growt..h. and if 

has real zeros only, then V f E L - P, the functi.on 

has real zeros only. 

PROOF Per §12, write 

fez) 
00 Yn n 

= E -·z . . n' . 
n=O • 
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Then on ccrnpact sur....sets of C, 

p (z) == J (f·z) -+ fez) n n {n 

unifonnl Y (cf. 12. 9). Jlbreover,:3 K > 0; V n, 

IJ (f;~) I < exp(K(lzl
2 + 1». n n 

The preliminaries in place, by hypothesis f E L - P, thus 
00 

But 

-+ /A> <p(t)f(r-I t)er-I ztdt (n -+ 00). 
-00 

35.18 EXAMPLE Take fez) = (z + a)n (n = 1,2, ••• ) (a real) -- then 

Therefore the zeros of the function 

are real if f E L - P. 
00 

35.19 EXAMPLE Take fez) = ebz 
(b real) -- then 

br-I t f (r-I t) = e = cos bt + r-I sin bt. 

Therefore the zeros of the function 

00 ;"-' ;-..:y zt f <p(t) (cos bt + -1 Sln bt)e dt 
-00 

are real if f E L - P. 



35.20 EXAMPLE Take f(z) 
2 

az = e 

15. 

(a real and < 0) ~- then 

2 2 
f(A t) a(1=r t) -at = e = e (:\ = -·a). 

Therefore the zeros of the function 

are real if f E L - P. 
()() 

35.21 RAPPEL Suppose that f is a real entire function of genus 0 or 1 and 

write 

00 

If(x + A y) 12 = L: !I. (f) (x)y2n (cf. 13 .. 8) 
n=O n 

or still, 

00 

If(x + r-r y) 12 = L: L (f) (x)y2n (cf. 13.9). 
n=O n 

Then f E L - P iff V n ;::: 0 and V x E R, 

Ln (f) (x) ;::: 0 (cf. 13.7). 

35.22 APPLICATION f E L - P iff V n ;::: 0 and V x E R, 
00 

fOO foo ¢{s}¢(t}el=l(s+t)x (s - t)2n ds dt ;::: o. 
-00 -00 

[In fact, 

2 If (x + /=1 y) I = f (x + A y) f (x - I=r y) 
00 00 00 

00 2n 
= L: ~ foo foo ¢(s)¢(t)e!=r(s+t)x (s - t)2n ds dt.J 

O 
nl -00 -00 

n= 
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35.23 EXAMPLE Take 

(cf.35.7). 

Then is it ob,rious that V n ~ 0 and V x E R, the expression 

fOO foo ¢(s)¢(t}ei=r(s+t)x (s _ t}2n ds dt 
.. ...co -00 

is nonnegative? 

35.24 RAPPEL Suppose that f is a real entire function of genus 0 or 1 -- then 

f E L - P iff 

32 2 
-2 I f (x + r-r y) I ~ o. 
ay 

[Examine the proof of 13 .12 . ] 

35.25 APPLICATION f E L - P iff V x,y E R, 
00 

fOO foo ¢(s)¢(t}ei=r(s+t}x e(s-t)y (s _ t)2 ds dt ~ o. 
-00 -00 

[Differentiate 

twice with respect to y.] 

One can employ 35.24 to ascertain that the zeros of certain real entire 

functions are real. 

35.26 EXAMPLE l"Je have 

I · ,2 . 2 00 2 
sm z = sm x + s :l Y 

I 
'

2 2 inh2 cos z = cos x + s y. 
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2 
-a 2 1 sin (x + r-r y) ,2 = 2 (COsh2y + sinl}y) ~ 2 > 0 
ay 

a2 2 2 2 
- 1 cos (x + r-r y) I = 2 (cosh Y + sinh y) ~ 2 > o. 
ay2 

Therefore the zeros of sin z and cos z are real ( ... ). 

[Note: It is a corollary that the zeros of 

1 
2 

-- (.3..) sin z 
1TZ 

J 1. (z) 
-2 

1 
2 2 

= (rrz) cos z 

are real. 

35.27 EXN-'IPLE Recall from 12.33 that the zeros of the Bessel flIDction J v (z) 

(v > -1) are real. This lmPJrtant PJint can also be established via 35.24. Thus 

put 

Then it can be shown that 

a2 2 2 IJ (x + !=lOy) 1 ~ 4 (v+l) IJ +1 (x) 1 , 
dy2" v v 

from which the contention. 
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In tenus of tl1e m:x:lified Bessel functions, let 

Then 

or still, 

I (a) - I (a) 
IT -z z 

Kz(a) = 2 sin TIZ (a > 0). 

K (rt) 
z 

00 -a cosh t = fO e cosh zt dt 

K (a) 
r-r z 

00 -a cosh t = fOe cosh r-r zt dt 

_ f~ e-a cosh t cos zt dt. 

. -a cosh t 
35.28 EXAMPLE Take ¢ (t) = e -- then ¢ is of regular growth and the 

claim .is that all the zeros of 

Coo(z) - f~ e-a cosh t cos zt dt 

are real. 

[A "special function" manipulation leads to the relation 

+ y r f3 -· F 2 1 1 

1

:-- Y+12' y+l 
. 0 - 2 1 I-t 

Therefore 
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where 

y+l, y+l 

2 

But f
t 

(y) is an (even) absolutely nonotonic function of y when 0 < t < 1, hence 

(0 < t < 1).] 

35.29 RAPPEL If f E L - P, then V A E R, eitller fA E L - P or fA - 0 (cf. 14.9). 

35.30 EXAMPLE Ta..1<.e 

f (z) = K (a) (a > 0). 
r-T z 

'Ihe"1 V A E R f the real entire funct.ion 

K (a) + K (a) 
r-r(z + r-r A) r-r(z - ;.:r A) 

00 -a cosh t = 2 JOe cosh (At) cos zt dt 

has real zeros only. 

[Note: Since 

cosh (At) = cos (,4 ),t) r 

one could also quote 35.17.] 



1. 

§36. LOCATION, LOCATION, LOCATION 

Let f i 0 be a real entire function -- then for any real number A, 

fA (z) = fez + r-r A) + fez - r-r A) 

36.1 NarATION Given A ~ 0 (A < 00), put 

36.2 RAPPEL Let f E A - L - P and take A > 0 -- then 

f EA -L-P 
A 

(cf. 15.8). 

36.3 THEOREM SUppose that ¢ is of regular growth and 

is in A - L - P -- then for A > 0, 

is in AA - L - P. 

[Note: Specialize to A = 0 and in 35.17, take 

fez) = cos AZ. 

Then 

(cf. 14.1). 

f (r-T t) = cos r-T At 
eAt + e-At 

= cosh At = -----:=:c2--

so a priori, 
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36.4 LEMMA Suppose that cp is of regular growth and 

f (z) = Jco cp (t) er-r ztdt 
co -co 

is in A - L - P -- then for Al > 0, A2 > 0, ... , ~ > 0, the zeros of 

( .•. ((f )A)A ···)A __ 
co 1 2 'N 

NAt -A t 
co rr (e k + e k )er-r ztdt = J -co cp (t) 

k=l 

are in the strip 

36.5 THEOREM Suppose that cp is of regular growth and 

is in A - L - P -- then the function 

is in AA - L - P. 

PRCX)F Given a positive integer N, the zeros of the function 

lie in the strip 

<&)2if,0»1/2 



3. 

(cf. 36.4). 

But 

uniformly an campact subsets of C. 

[Note: 'Ib supply the details for this contention, use the inequality 

to get 

We then claim that 

or still, 

or still, 

2 
r 

cosh r ::; exp(T) (- 00 < r < (0) 

C(N,t) 

2 
At N 

- (cosh N) 

I 2 2 
::; exp("2 At) • 

Ibn C(N,t) = exp(} A
2

t
2

) 
N-+oo 

N 2 At 1 (-) log cosh - -+ - (N -+ (0) • 
At N 2 
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But letting s = ~ , 

lim log cosh s _ 1 
2 - 2" 

s -+ 0 s 

by L'Hospital. Now fix a compact subset S of C and let K > 0 be a bound for 

the lIm z I (z E S) c __ then 

1 E L (- 00,00) (b > 2), 

so dominated convergence is applicable.] 

N.B~ For use below, subject the data to a relabeling: 

that the function 

is in 

where 

A - L - P, 
m 

f E A - L - P implies 00 

A = (max(A2 .- 2A,O) )1/2 (cf. 35.20). 
I2I 
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36.6 OOI'A'I'ION Put 

2 
f (ZjA) = /X> ¢(t)eAt e H ztdt (A E R), 

00 -00 

thus in particular, 

36.7 LErvJMA For every real number A, 

2 
¢(tiA) _ ¢(t)eAt 

is of regular growth. 

P~F By definition, for same 6 > 0, 

I 1
2+6 

e t cb (t) 

stays bounded as I t I + 00. Let 6' = ~ and consider 

2 6' 
=et (A+ It I )1¢(t)1 

'Nhich is eventually 

once 

36.8 APPLICATION If Al < A2 and if the zeros of foo(Z;Al ) lie in the strip 

{Z: lIm zi ~ A}, then the zeros of f
oo

(Z;A2) lie in the strip 



[Simply write 

6. 

{z:IIrnzl:;;A }. 
12 (A2 - AI) 

') 

A t'" 
= /Xl cjl(t)e 1 

-00 

and use the assumption that the zeros of 

lie in the strip {z: I Irn z I :5 A}.] 

36.9 SCHOLIUM If the zeros of foo (z) lie in the strip {z: I Irn z I :5 A}, then 

the zeros of f (Z;A) (A > 0) are real when A2 - 2A :;; 0, i.e., provided 
00 

36.10 SCHOLIUM If the zeros of foo(z;Al ) are real and if Al < A2 , then the 

There is lTDre to be said but before so doing we shall install sane machinery. 

36.11 NOTATION Given a canplex constant y and an entire function f of order 

< 2, let 

D2 00 n 
eY f(z) = L I- f(2n) (z) 

n=O n! 
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or, equivalently, 

02 
00 fen) (0) Y02 n 

eY fez) = L: ---,- e z. 
n=O n. 

36.12 EXAf.VIPLE Suppose that cjl is of regular growth --- then f is a real entire 
00 

function of order < 2 (cf. 35.15) and 

f (z i A) 
00 

A02 
= e f (z). 

00 

2 
36.13 LEr.1MA Either series defining eYO fez) converges absolutely and uni-

fonnl y on compact subsets of C, hence represents an entire function. 

and 

36.14 ID1MA If complex constant c, 

222 
eC 0 /2 fez) = _~ foo e -t /2 fez + ct)dt. 

&-00 

PRCX)F Bearing in mind that 

for n = 0,1,2, •.. , we have 

2 2 
eC 0 /2 f (z) = 

00 2n 
L: __ c_ f (2n) (z) 

n 
n=O 2 nl 
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00 

1 
- - L: 

v'.2"1T k=0 

2 
= _~ foo e -t /2 f (z + ct)dt. 

/2TI -00 

(Note: The interchange of summation and integration is legal.] 

36.15 LEMMA ~1e order of 

is < 2. 

PROOF For E > 0 and sufficiently small, 

I IP+E 
fez) = O(e z ) 

where P + E < 2, so 3 a constant C > 0: 

2 
c Choose c such that y = ""2 ._- then 

(p = P (f» , 

D2 2 2 
eY fez) = eC D /2 fez) 

= ~ foo -t
2
/2 e fez + ct)dt (cf. 36.14). 

/2TI-OO 

Therefore 



2 1 co -t /2 
:'> - f elf (z + ct) Idt 

v"2IT-OO 

C co I I p+[ :'>-(! ••• )exp(4z ), 
v"2IT -00 

fran which the assertion. 

9. 

36.16 LEMMA Given canp1ex constants ~ and v, 

D2 2 
[Note: Thanks to 36.15, it makes sense to apply e~ to e vD f(z) and 

2 2 
eVD to e flD f(z).J 

" 
36.17 RAPPEL Define po1ynania1s Hn (z) by the :rule 
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2 n 2 
if (z) = (-1) n e z /2 2- e -z /2 

n '" n '-'-z 
(n = 0, 1.2 , ... ) . 

Then the zeros of the II (z) are real and simple. 
n 

[Note: Tnis is but one of several variations on the definition of "Hermite 

polynomial" (cf. 8.17).] 

36.18 SUBW,lMA Given a nonzero complex constant c, 

-C
2

D2/2 e zn = cn II (~) 
n c 

(n = 0,1,2, ... ) . 

36.19 LEI'1MA Suppose tilat f (z) has a multiple zero at the origin -- then there 

AD2 
is a positive constant Al such that for all A E ]O,Al [, e fez) has a nonreal zero. 

PRCX)F ItVri te 

00 

n 
f (z) = E c z 

n=k n 

where k ;::: 2 and c, ~ O. Take c txlsi ti ve and consider 
K 

2 2 
e C D /2 fez) 

= ~ c (r-l c) n if (- r-r z) . 
n=k n n c 

Now replace z by cw and instead consider 

2 2 
F (w) = (r-lc)-k eCD/2 f(cw) 

c 

00 n--k ~ 
= E c (FT c) H (- ;=r w) • 

n=k n n 
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The point then is that I\ (- ;::r w) has a nonreal zero, thus if c > 0 is suffi-

ciently small, the same holds for F (w) (quote Rouche). And this suffices... . c 

36. 20 THEOREM If the zeros of f 00 (z) lie in the strip {z: I Im z I $ A}, then 

2 A2 
the zeros of foo(ZiA) (A > 0) are real when A ~ 2A $ 0, i.e., provided 2: $ A 

2 A2 
(cf. 36.9), and are simple when A - 2A < 0, Le., provided 2: < A. 

PRO)F The issue is simplicity. So suppose that 

(cf. 36.12) 

has a multiple zero at z = a. Without essential loss of generality, take a = 0 

and apply 36.19 to f (ZjA) and secure E > 0: 
00 

has a nonreal zero, imposing simultaneously the restriction 

But 

2 
A < 2(A-E). 

c-D2 2 
e~ e-AD f (z) = 

00 

2 
e-(A-S)D f (z) 

00 

= f (Z"A-E) 00' , 

a function with real zeros only. Contradiction. 

(cf. 36.16) 

36.21 Rffi~ Take A = 0, thus f (z) is in L - P, as is f (ZiA) (A > 0) 
00 00 

and its zeros are simple. 

36.22 LEMMA Let f be a real entire function of order < 2. Assume: 
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f E A - L - P -- then 

(;\ > 0) 

is in A - L - P (cf. 36.5). 
I2I 

PRCOF Let T Y be the translation operator: 

Then 

222 
e-AD fez) = e(!=I;2\) D /2 fez) 

= lim 2-N (Tr-r /2~/1N + T- r-r /2I/IN) N f (z) , 
N-roo 

the convergence being unifonu on compact subsets of C. But V N, the function 

is in 

A = (max(A2 - 2A,0»1/2 
m 

(cf. 36.2). 

N . B. In general, this estimate cannot be improved as can be seen by taking 

2 2 
fez) = z + A : 

36. 23 LEMMA let f be a real entire function of order < 2. Assume: f E A - L - P 

and A 2 < 2A -- then all the zeros of 
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are real and simple. 

[Fram the above, reality is clear and the simplicity can be established 

as in 36.20.] 

36.24 NarATION 

• S - L - P denotes the subclass of L - P 'Nhose zeros are simple. 

• * - S - L - P denotes the subclass of * - L - P consisting of all 

real entire functions Idhich are the product of a real polynomial and a function 

in S - L - P. 

36.25 LEMMA S - L - P and * - S - L - P are closed under differentiation. 

36.26 NarATION Given complex constants y,c and an entire function F of order 

< 2, define r F(z) by the prescription y,c 

r F(z) = (z-c)F(z) - 2yF' (z). y,c 

N.B. The order of r F(z) is < 2 (cf. 2.25 and 2.31) . y,c 

36.27 LEMMA V y, V c, 

2 
-yD e 

[Note: The order of 

is < 2 (cf. 36.15).] 

LEMMA V Y ~ 0, V c, 

( (z-c) F (z) ) 
2 

= r e-yD F(z). 
y,c 

2 
e -yD F(z) 
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2 2 
fy,CF(Z) = 2y exp«Z~) ) ~ (exp(_ (Z~) )F(z). 

36.29 APPLICATION Given A > 0 and a real, the class * - S - L - P is closed 

under the operator f, • A,a 

[If f(z) is in * - S - L - P, then 

2 
exp(_ (z-a) )f(z) 

4A 

is in * - S - L - P (a being real), as is its derivative (cf. 36.25), so all but 

a finite number of zeros of the latter are real and simple. The same then holds 

for f, f(z), itself a real entire function of order < 2.] A,a 

36.30 W1MA Suppose that A is positive and c is nonreal. Let f be a real 

entire function of order < 2 and assume that 

-AD2 
e f(z) E * - S - L - P. 

Then 

_AD2 
e «z-c) (z-e) f (z» E * - S - L - P. 

PROOF Write 

where c = a + r-I b. With 

(z-c) (z-2) = z2 - (c+C)z + cc 

222 = z - 2az + a + b , 

P(z) = z2 + b2 (b 7 0), 



we thus have 
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(T-~) (z) = P(z-a) 

2 2 = (z-a) + b 

222 = z - 2az + a + b 

= (z-c) (z-e) • 

2 
But on the basis of the definitions, e -AD canmutes with the translation operators 

TY, hence 

2 -AD -
e «z-c) (z-c» f (z» 

Since * - S - L - P is closed under translation by a real constant, matters 

therefore reduce to showing that 

2 
e-AD (P . ~f) E * - S - L - P 

or still, to showing that 

AD2 
e - «z - 1=1 I b I) (z + FI I b I ) ~f (z) E * - S - L - P 

or still, to showing that 
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2 
r 0 r (e-AD ~f(z» E * - S - L - P (cf. 36.27). 
A,A Ibl A,- A Ibl 

And for this, cf. 36.31 and 36.32 infra. 

36.31 SUBLEr-1MA Fix positive constants A and 13 -- t..lLen 

r 0 r = r2 + 13. 
A,A I1f A,- A I1f A,O 

PROOF 

r F(z) = (z + r-r /i3)F(z) - 2AF' (z) 
A,- r-r I1f 

=> 

r 0 r F(z) 
A,A I1f A,- r-r IS 

= (z - r-r lin ((z + r-r IS F(z) - 2:\F' (z» 

- 2:\(F(z) + (z + A IS)F' (z) - 2:\F" (z» 

= (z2 + 13)F(z) - 2:\(z - r-r IS + z + r-r IS )F' (z) 

- 2:\F(z) + 4:\2F" (z) 

= z2F (z) - 2:\ (2zF' (z) + F(z» + 4:\2F" (z) + 13F(z). 

Meanwhile 

= r:\,o(zF(Z) - 2:\F' (z» 
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= z(zF(z) - 2AF' (z» 

- 2A (zF' (z) + F (z) - 2AF" (z» 

= z2F (Z) - 2A(2zF' (z) + F(z» + 4A
2

F" (z). 

36.32 LEMMA Fix positive constants A and B -- then * - S - L - P is closed 

under the operator 

(A > 0, B > 0). 

[We shall relegate the proof of this to the Appendix of this §.] 

36.33 THEOREM Suppose that V £ > 0, all but a finite number of zeros of f (z) 
00 

lie in the strip lIm z I :5: £ -- then V A > 0, the function 

belongs to * - S - L - P. 

2 
PROOF Fix A > 0 and choose £ > 0: £ < 2 A. By assumption, there are only a 

finite number of zeros of foo(z) outside the strip lIm z I :5: £, hence 

where 

(k = 1, ••• ,n) 

and f (z) is a real entire function of order < 2 whose zeros lie in the strip 

-AD2 
lIm z I :5: £, thus the zeros of e f (z) lie in the strip 

(cf. 36.22). 



18. 

2 
But E2 is less than 211., so all the zeros of e -AD f (z) are real and simple (cf. 

36.23) or still, 

2 
e-AD f(z) E S - L - P. 

Therefore 

(cf. 36.12) 

2 
= e-

AD 
«Z-Cl ) (z-cl )··· (z-cn ) (z-cn)f(z» 

E * - S - L - P 

via iteration of 36.30. 

N.B. In consequence, all but a finite number of the zeros of f (z; A) are __ 00 

real and simple and in particular f (Zi A) has at most a finite number of nonreal 
00 

zeros. 

36.34 REMARK The result remains valid if f is replaced by an arbitrary real 
00 

-AD2 
entire function f of order < 2, the role of f (Zi A) being played by e f (z) • 

00 

36.35 THEOREM: Let f be a real entire function of order < 2. Asstnne: Given 

-A D2 
any 11.0 > 0, 'If E > 0, all but a finite number of zeros of e 0 f (z) lie in the 

-AD2 
strip lIm z I s; E -- then 'If A > 0, all but a finite number of zeros of e f (z) 

are real and simple. 
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A 
PRCDF Take AO = 2" and put 

2 -A D o 
fO(z) = e fez), 

a real entire function of order < 2 (cf. 36.15). ~ow write 

-A D2 -A D2 o 0 = e e fez) (cf. 36.16) 

-A D2 
= e 0 fo(Z) 

and apply 36.34. 

36.36 IRMMA Let f be a real entire function of order < 2. Assume: f has 

_AD2 
2K nonreal zeros -- then V A > 0, e f has at most 2K nonreal zeros. 

[Work first with fA (use 16.5) .J 

36. 37 THEOREI'1. Let f be a real entire function of order < 2. Assume: f has 

2K nonreal zeros and K is :0: the number of real zeros of f. Fix A > 0: f E A - L - P --

then 

2 
e-AD fez) 

is in A - L - P for same A < (A2 _ 2A)l/2. 

-AD2 
PROOF e f has at most 2K nonreal zeros and they lie in the strip 

{z: lIm zl :0: (A
2 ~ 2A)l/2} (cf. 36.22), 
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_)JJ2 
thus it will be enough to show that e f does not vanish on the line 

2 1/2 {z:Im z = (A - 2A) } 

if 0 < 2A < A2. liilrite 

f (z) = (z-a
l

) .•. (z-'1:<)g (z) , 

where a l , •.. ,a.l< are real zeros of f and g (like f) is a real entire function of 

_AD2 
order < 2 -- then f and g lmve the same nonreal zeros, hence e g has at IIDst 

K nonreal zeros in the open upper half-plane, these being subject to the restriction 

that their imaginary parts are positive and ~ (A2 - 2A) 1/2. Set hO = e -AD
2 
g and 

define hl' ••• '~ by 

(k = 1, ••• ,K) • 

Then hO,hl' ..• '~ are real entire functions of order < 2. And (cf. 36.27) 

so in the end 

h = r h 1 A,al 0 

If now ~ has a zero zK on the line 

then there are ccmplex numbers zO, •.• ,zK_l in the open upper half-plane such that 
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I zk+l - Re zk I ~ Im zk (k = 0,1, ••• ,K-l) (Jensen .•• ). 

it follows that Im Zo ~ (A
2 

- 2;\) 1/2 from which 

=> 

and we claim that Zo is a zero of hO of multiplicity> K. First 

=> 

Next 

=> 

= - 2Ah' (z ) 1 1 



But 

=> 

=> 

=> 

22. 

= - 2Ah"(z) o 0 

ETC. However the claim leads to a contradiction: 

nonreal zeros in the open upper half-plane. 

-AD2 
hO = e g has at IIDst K 

~.B. The condition on K is obviously fulfilled if the number of real zeros 

of f is infinite. 

APPET:IDIX 

Here a proof of 36.32 will be sketched. 80 take an f E * - 8 - L - P --

then the claim is that 

(r~ + 13) f 

remains wit.:lUn * - 8 - L - P and for this, it can be assumed that f has infinitely 

many real zeros. 
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SETUP Write 

2 00 Z/A 
fez) = eaz +bz Q(z) 1T (1 - : )e n, 

n=l n 

where a is real and :5 0, b is real, Q(z) is a real polynomial, the An are real 

and distinct with 

00 

L: 12 < 4
1

[3 (cf. 10.19). 
n=l A n 

Choose a positive constant B such that It I ~ B 

_ d Q' (t) I b Q' (t) I 1 
-> Q(t) ~ 0, dt Q(t) < 0, and t + tQ(t) < 4A . 

Assume further that the zeros of f (z) that lie in I z I ~ B are real and simple. 

and 

NaI'ATION For R > 0, put 

N.B. 

2 
f (z) = eaz +bz Q(z) 

R 

(r~ + [3)fR + (r~ + [3)f 

uniformly on compact subsets of C. 

LEMMA 

Z/A 
1T z n 

(1 - -X-)e • 
I~I<R n 

(R + 00) 



= (1 - 4Aa)z - 2Ab - 2A Q' (z) 
Q(z) 

24. 

APPLICATION If A', A" are two consecutive real zeros of fR (z) such that 

A' < A" ~ -B or B ~ A' < A", then 

has exactly one real zero between A' and A". 

[In fact, 

and 

- 00, lim 
ttA' , 

is strictly increasing in the interval ] A' , A ' , [. 

LEHMA Suppose that 

Then the real numbers 

are of opposite sign. 

= 00 
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PROOF Trivially, 

Therefore 

=> 

=> 



=> 

J.lbving on, 

But 

so 

26. 

_ (3 
-"2. 

41. 

2 d f~ (t) 
= (3 - 21. + 41. dt (f (t» t = r 

R 0 

2 d Q' (t) 
= (3 - 21. + 41. (2a + dt (Q(t) ) 

L 1 > (3 
II. I<R (ro-A)2 41.2 ' 

n n 

t=r o 

APPLICATION If A', A", A'" are three consecutive real zeros of fR (z) 
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such that A' < A" < A'" ~ -B or B ~ A' < A" < A'" and if r l and r
2 

are real 

real zero bet-ween r 1 and r 2. 

[As a part of the overall setup, the zeros of fR (z) are real and simple.] 

NOTATION Given an entire function F (z) and a subset S of C, let 

N(F(z) is) 

denote the number (counting multiplicity) of zeros of F (z) that lie in S. 

EXAMPLE 

EXAMPLE 

:::0: N(fR(z)i ]- 00, -B] u [B,oo[) - 4. 

LEMMA We have 

~ N(f(z)iIm z ~ 0) + N(f(z); ]- B,B[) + 6. 

ProOF Rewrite the first tenn as 

and then bound it by 
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or still, by 

or still, by 

N(fR(z);Im z ~ 0) + N(fR(z); ]- B,B[) + 6 

or still, by 

N(f(z)iIm z ~ 0) + N(f(z); ]- B,B[) + 6. 

Accordingly, 

2 
(rA + S)f E * - L - P 

but there remains the possibility that it might have infinitely many multiple 

zeros. However, if this were the case f then we would have 

lim 
A+OO 

2 
(N«r;A. + S)f(z); ]- A,A[) - N(f(z)i ]- A,A[)) = 00. 

And; 

LEMMA Take A > B -~ then 3 RO > A such that 

N«r~ + S)f(z); IRe zl < A) 

2 
~ N ( (r;A. + S) fR (z); IRe z I < A). 

o 

On the other hand, 

2 
N ( (r;A. + S) f (z); ] - A,A[) 

~ N«r~ + S)f(z)iIRe zl < A) 
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2 
::; N«f

A 
+ B)f

R 
(Z)i IRe zl < A) 

o 

2 2 = N«f
A 

+ B) fRO (z)jC) - N«f
A 

+ B)f
Ra 

(z); IRe zl ~ A) 

2 2 
::; N( (fA + B) fRO (z) ; C) - N( (fA + B) fRa (z); ] - "oo,-A] u [A,oo[} 

::; N(f
Ra 

(z) iC) + 2 - N(f
RO 

(z); ]- Ra,-A] u [A'Ra[) + 4 

= N(f
R 

(z);Im z ~ 0) + N(f
R 

(z); ]- A,A[) + 6 
o 0 

::; N(f(z);Im z ~ 0) + N(f(z)i ]~ A~A[) + 6 

=> 

2 
N«f

A 
+ B)f(z)i ]- AfA[} - N(f(z)i ]- A,A[} 

::; N(f(z)iIm z) + 6, 

from which a contradiction (send A to (0) • 



and 

1. 

§37. THE fO - CLASS 

Let F be a real entire function such that 

4 log M(riF) = O(r ) (r -+- (0) 

[Note: Since F is real, F(z) = F(z), hence if G(t) = F(A t), then 

g(-t) = F(Fl (-t» = F((- A)t) 

= F(;;T t) = F(A t) = F(A t) = G(t).] 

37.1 PEFINITION F E f 0 provided all its zeros are real and 

E 14 < 00 (F(A ) = 0, A ~ 0). 
nAn n 

n 

[Note: The sum is finite or infinite.] 

37.2 THEOREM Suppose that F E f 0 and 

ThenfEL-P. 

[Note: While not quite obvious, the assumptions on F imply that f is entire 

(see below). Jl.breover f is real: 

-- 00 - r-r xt f(x) = J F(;:r t)e dt 
-00 

00 - r-r xt = J F(- ~ t)e dt 
_,00 
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= /XO F(N t)eN xtdt = f(x).J 
-co 

37.3 RAPPEL If f E L - P (n = 1,2, •.. ) and if f -+ f uniformly on canpact 
n n 

subsets of C, then f E L - P. 

The proof of 37.2 falls into two cases, according to VJhether the number of 

zeros of F is finite or infinite. 

So suppose first that F has finitely many zeros -- then there exists a real 

pol ynamial P and real constants a, S , y , cS such that P has only real zeros, a is 

nonnegative, :rrax (a,y) is positive, and 

Choose a positive integer N: 

3 2 
200 + '2 nS + y > 0 (n ;::: N) • 

Then define F (z) (n;::: N) by 
n 

2 2 2n2 
Fn (z) = P(z) «1 _ a~ )exp(:t~ » 

2 2 3n3 2 
x «1 _ SZ)exp(Sz + ~» eYz + cSz 

n n 2n2 

and set 

37.4 LEMMA f -+ f uniformly on can pact subsets of C. 
n 

PRCOF In fact, 

2 2 2n2 2 4 
«1 _ aZ )exp(az ) -+ e-a z 

n n 
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and 

2 2 3n3 3 3 
«1 _ SZ)exp(Sz + ~)) -+ e -S z 

n n 2n2 

unifonnl y on compact subsets of C. On the other hand 1 

2 2 

I (1 - SA t) exp (.sA -.!: + .@..- (;.::r t) -) I ::; 1 
n - n 2 

2n 

In addition, there are positive constants C, to such that 

And this sets the stage for dominated convergence. 

But 

37.5 LEMMA V n ~ N, f E L - P. n 

PRCX)F vJe have 

2 2n2 3n3 
F (z) = P (z) (1 _ az) (1 _ Sz) 

n n n 

322 2 
x exp«2na + 2nS + y)z + (3n S + 6)z). 

3 2 
2na + 2 nS + y > 0 

and replacing z by r-r t leads to 

3 2 2 
- (2na + 2 nS + y) t , 

thus an application of 12.37 completes the proof. 

(t E R). 

Taking into account 37.3, it then follows from 37.4 and 37.5 that f E L - P. 

Suppose now that F has infinitely many zeros (by hypothesis real) and write 
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m 432 
F(z) = Mz exp(A4Z + A:3z + ~z + 1\z) 

00 2 3 
z z z z 

(1 - -)exp(- + - + -), 
\n An 2A2 3A3 

n n 

x 1T 
n=l 

where M ~ 0 is real, m is a nonnegative integer, AI' ~, A3 , A4 are real constants, 

00 

the An are real with L: 14 < 00 -- then If t E R, 
n=l A n 

IF(A t) I 

37.6 LEMMA There exists a positive integer N with the property that 

PIroF Since 

A4 must be :::; 0, thus matters are obvious if A4 is < o. Assume, therefore, that 

A = 0 -- then 4 

so if 

IF (1=1 t) I 
2 

-~t 00 2 
~ IMI Itlm e 1T exp(- ~) 

n=l 2A2 
n 

00 

1 1 - L: - < 00, 

2 n=1 A2 . 
n 



the condition on ~ is that 

or still, 

=> 

=> 

However, in the event that 

then it is autanatic that 

5. 

1 co 1 
A-.+- L: ->0 
--:l 2 n=l 1,.2 

n 

co 

~+ L: 1
2

>0 
n=l A 

n 

1 co 1 
- L: _=co 

2 n=l 1,.2 ' 
n 

(n > > 0). 

n 
rnax(O, ~ + L: 1

2
) > 0 

k=lAk 

V n > > 0, there being in this case no condition on ~. 

Define F (z) (n 2': N) by 
n 
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== P
n

(Z)exp(A4Z
4 + A_ z3 + A- z2 + A1 z), 

-~,n -~,n ,n 

where 

n 
P

n 
(z) = MzID TI (1 - ~) 

k=1 "k 

and 

1 n 1 
A. = A. + -:- L: --,- (j = 1,2,3) , 

J ,n J J k=1 ~ 

and set 

f (z) = /;0 F (r-r t)eH ztdt . 
n -00 n 

37. 7 LEMMA V n ?: N, f E L .- P. 
n 

PROOF From the definitions, F E 'f
O

• But F has finitely many zeros, hence 
n l n 

by the earlier work, f E L .- P. 
n 

37.8 LEMMA F + F uniformly on compact subsets of C. 
n 

37.9 LEMMA V n ?: Nt 

PROOF This is because 

for all n and for all t. 

(t E R). 

Consequently, fn + f uniformly on compact subsets of C, thus 37.3 can be 

invoked to conclude that f E L - P, thereby finishing the proof of 37.2. 
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37.10 LEMMA If F E f 0' then V A > 0, the fll1ction 

2 
e Az F (z) 

is in f 0' hence the fll1ction 

is in L - P (cf. 37.2). 

[Note: 

2 
Re (- At +;.:;:r zt) 

2 = - At - t Im z 

2 
:::; - At + I t I I z I· 

As a fll1ction of t, the max of 

is at I t I = I ~l and the maxlirrum value is 

I 12 hl _ Izl2 
- A :1.. :r + ~A I z I - ---.rr- . 

And then 

The foregoing considerations can, in a certain sense, be reversed. 
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37.11 THEDREM t let II be an even r finite , absolutely continuous Borel 

measure on the real line. Supp:>se that V A < 0 r the function 

has real zeros only -- then 

for same F E FO. 

N.B. In this situation, F(r-r t) is nonnegative, even, and admits the 

decanp:>sition 

rr 
j 

wh M 0 0 1 a. > 0 , " J:...- < 00, ere> ,m= " •.. , L.. 4 J . 
a > 0 and B real or a = 0 and 

J a j 

[Note: The prcrluct is over a set of j which may be empty, finite, or infinite 

and the condition B + ~ ~ > 0 is considered to be satisfied if ~ ~ = 00.] 
J a j J a j 

37.12 SUBLEMMA V x E R, 

PIroF V Y ~ 0, 

2 
log(l + y) ~ y - Y2 • 

t c. Newman, P~oc. Am~. Math. Soc. 61 (1976), pp. 245-251. 



'!here fore 

2 
Nowtakey=x. 

=> 

37.13 APPLICATION Ne have 

9. 

2 
(1 + y)exp(- y) ~ exp(~ ~ ). 

~ 142 
F(r-I t) ~ Ht exp(..,(a + 4 -.r)t - St ). 

j 2a. 
J 

Let cIJ E L1 (_ 00,(0) be real analytic, positive and even. Assume: 

(It I +(0) 

for positive constants A, a ~ 1, B, C, c ~ 1. 

N.B. '!here fore cIJ is of regular growth (cf. 35.14). 

Given any real A, put 

37.14 THEOREM If the zeros of ~O lie in the strip {z: 11m z I $; ""}, then the 

",,2 2 
zeros of ~A (A > 0) are real provided T $; A and simple provided ""2 < A (cf. 36.20). 

37.15 LEMMA '!here does not exist an F E fO such that cIJ(t) = F(r-I t). 

PIroF For if this were the case, then 

~ 1 4 2 
¢(t) ~ Mt exp('-(a + 4 -.r)t - St ) 

j 2a. 
J 

(cf.37.13), 



10. 

so 

2m 1 4 2 Mt exp ( - (a + L --;r) t - St ) 
j 2a. 

J 

= O(exp(Altl _ Bec1tl)). 

Setting T = I t I, it thus follows that 

1 4 2 CT 
log M + 2m log T - (a + L --;r) T - ST - AT + Be 

j 2a. 
J 

stays bounded as T + 00, an absurdity.] 

Supposing still that the zeros of :::0 lie in the strip {z: lIm z I ~ 6}, there 

must exist a negative 1.0 such that:::
A 

has a nonreal zero (otherwise, taking 
o 

d~(t) = ~(t)dt in 37.11 forces ~(t) = F(I=r t) for same F E FO contradicting 37.15). 

37.16 LEI'1MA V A < AO' :::A has a nonreal zero. 

PROOF In fact, if all the zeros of ::: A were real, then all the zeros of ::. A 
o 

would also be real (cf. 36.8). 

Let L be the set of A such that ::: A has a nonreal zero and let R be the set of 

A such that all the zeros of :::A are real -- then 

Therefore the pair (L,R) defines a Dedekind cut and we shall denote its cut point 

by 11.
0

, hence 

A < 11. => A E L o 

A > 11. => A E R. o 
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N.B. A priori, 

(cf. 37.14). 

37.17 LEMMA 

1 
PROOF Put An = AO + n (n = 1,2, .•• ) -- then - A -+ '5. A illlifonnl y on canpact 

n 0 

subsets of C (the assumptions serve to ensure that the '5. A constitute a nonnal 
n 

family). But the zeros of '5.1.. are real and a zero of '5.A is either a zero of 
n 0 

'5.1.. for all sufficiently large values of n or else is a limit point of the set 
n 

of zeros of the - A . 
n 

And this means that the zeros of -A are real, i.e., AO E R. 
o 

N.B. Therefore L consists of all A such that A < AO and R consists of all A 

such that AO ~ A. 

37.18 THEOREM If A < AO' then '5. A has a nonreal zero and if AO ~ A, then all 

the zeros of '5.1.. are real. 

[This is a statEment of recapitulation.] 

37.19 THEOREM Suppose that '5.1.. has a multiple real zero xo -- then A ~ AO. 

PROOF Take xo = 0 and in 36.19, take fez) = '5.1.. (z) -- then for all <5 > 0 and 

<5D2_ 
sufficiently small, e ~A (z) has a nonreal zero. But 

(cf. 36.12) 
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(cf. 36.16) 

= ~A_8(z) (cf.36.12), 

so 

A - 8 < A => lim (A-8) ~ AO => A ~ AO• 
o 8+0 

37.20 SCHOLIUM If A > A
O

' then all the zeros of ~A are real and simple. 

37.21 APPLICATION If ~O has a multiple real zero, then 0 ~ AO. 

[Note: If ~O has a nonreal zero, then Ao > 0.] 

37.22 CRITERION Suppose that there exists a AO < AO with the property that 

V E > 0, all but a finite number of zeros of -A lie in the strip I TIn z I ~ E -

o 

[By definition, 

Put 

so that 

~A (z) 
o 

A t 2 

<j>(t) = <l>(t)e 0 

= f (z). 
00 



13. 

Pass now to 

a function in * - s - L - P (cf. 36.33). But 



1. 

§38. Sr S, ANV 3 

If S (s) is the Rianarm zeta fill1ction and if 

s 
~(s) = s(s-l) -"2 (1) ( 
s 2 1T r "2 S s) 

is the canpleted Riemarm zeta fill1ction, then 

s(s) = s(l-s). 

38.1 NOTATION Put 

3 (z) = s (} + r-r z) • 

Then _ is even, i.e., 3(z) = 3(-z). 

38.2 LEMMA 3 is a real entire fill1ction of order 1 and of maximal type. 

38.3 LEMMA The zeros of 3 lie in the strip {z: lIm z I < }}. 

[Note: Recall that S (s) is zero free on the lines Re s = 1, Re s = 0.] 

38.4 LEMMA If P = a + ;=r S is a zero of 3, then 

p = a - ;=r S, - p = - a - r-r s, - P = - a + ;:r S 

are also zeros of ~. 

38.5 LEMMA 3 has an infinity of zeros. 

then V E: > 0, 

00 

L: 1 
l ~ n= r n 

< 00 

(r + (0) , 
n 
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but 
00 

1 
L - < 00. 

n=l rn 

[Note: Therefore the convergence exponent of the zeros of ... is equal to 1.] 

38.6 LEMMA gen :;:;: = 1 and 

:;:;: (z) 
00 Z z/Pn = :;:;: (0) 11 (1 - -) e . 

n=l Pn 

[Note: V p, 

2 
(1 - z)ez/ p . (1 + ~)e-z/p = (1 - z2).] 

P P P 

Therefore 

_ E ~ - L - P. 

38.7 DEFINITION The RiEmaIlll Hypothesis (RH) is the statement that all the 

zeros of :;:;: are real. 

38.8 LEMMA RH holds iff 

:;:;: E L - P. 

[Note: Since L - P is closErl under differentiation, if the Riemann Hypothesis 

obtains, then V n, 

( ) dn _ 
:;:;: n (z) = - ~ E L - P.] 

dzn 

38.9 THEOREl\1. :;:;: has an infinity of real zeros. 

[There are a number of proofs of this result, one of which is delineatErl 

below.] 



38.10 NOI'ATION" Put 

00 

1>(t) = l: 
n=l 

3. 

9 
2 4 2- t 

(4TI n e 

5 
2 2 t 2 2t 

6TIn e ) exp (- TIn e ). 

38.11 THEOREM 3 and 1> are connected by the relation 

3(z) = foo 1>(t)e!=I ztdt . 
-00 

38.12 RAPPEL The theta function is defined by 

00 2 
8(z) = e-TIn z (Re z > 0). 

n=-OO 

38. 13 LEMMA 1> and 8 are connected by the relation 

38.14 LEMMA 1> is an even function of t:1>(t) = 1> (·-t) • 

PlO)F In the functional equation 

1 1/2 1 
8 (x) = (-) 8 (-) x x' 

2t 
take x = e ,hence 

38.15 LEMMA 1> is a positive function of t:1>(t) > O. 

[Note: In particular, 

3(0) = foo 1>(t)dt 
-00 

00 = 2 fO 1>(t)dt > 0.] 
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38.16 LEMMA We have 

38.17 LEMMA <p(t) admits an analytic continuation into the strip lIm z I 
and V n = 0,1,2, ••• , 

lim <p (n) (I=r t) = o. 
t-+.:! 

4 

[Note: <p carmot be extended to an entire function.] 

N. B. Therefore <P is real analytic. 

38.18 REMARK The data al:x>ve thus fits within the framework of §37, viz. 

< .:! 
4 

1 
<P E L (- 00,00) is real analytic, fOsitive and even, the growth constants being 

9 
A = 2' a = 1, B = TI, C = 2, c = 1. 

[Note: This theme is pursued in § 39. ] 

Here is Polya' s proof of 38.9. To begin with, Fourier inversion is clearly 

fOssible, hence 

1 00 

<p(t) = TI fO 2(x)cos tx dx, 

fran which 

(2n) (_l)n 00 _ 2n 
<P (t) = TI fO ~(x)x cos tx dx. 

Write 
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so 

To get a contradiction, suppose now that the sign of ~ (x) is eventually constant, 

say ~(x) > 0 for x > X -- then 

> (X+l)2n J~:i ~(x)dx - ~n J~ I~(x) Idx 

> 0 (n > > 0) 

=> 

c > 0 
n 

(n > > 0). 

Therefore cP (2n) (r-I t) increases monotonically in t for n > > 0, whereas 

cP (2n) (r-I t) + 0 

for t + 0, t + ~ (cf 38 17) 4 ••• 

38.19 LEMMA If t > 0, then CP'(t) < O. 

[This is a brute force canputation (see the Appendix to §42 for the "how to").] 

38.20 LEMMA cP is a strictly decreasing function of t on [0,00[. 
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39. THE de. BRUIJN,,",NEWMAN CONSTANT 

Take ~ and tP as in § 3 8, hence 

(cf. 38.11), 

and tP meets the growth requirElllents per §37 (cf. 38.18). Since the zeros of _ lie 

in the strip {z: lIm zl <}} (cf.38.3), 

_ 1 _ [.,2 _ 1 
[., - "2 -> T - '8 . 

Given a real A, set 

00 At2 r-r t 
~A (z) = f-oo tP(t)e e - z dt (~O = ~). 

Then the zeros of ~ A (A > 0) are real provided i ~ A and simple provided } < A 

(cf. 37.14). Now introduce AO and recall: If A < AO' then ~A has a nonreal zero 

and if AO ~ A, then all the zeros of ~A are real (cf. 37.18). 

N.B. It is automatic that 

A <!. !to - 8 • 

39.1 DEFINITION AO is called the de Bruijn-Newman constant. 

[Note: Sane authorities reserve this term for 4A
O
.] 

39.2 LEMMA RH holds iff AO ~ O. 

N.B. The Newnan Conjecture is the statement that AO ~ 0, "a quantitative 

version of the dictum that the Rie:nann Hypothesis, if true, is only barely so". 



2. 

[Note: The Nevvman Conjecture would be resolved in the affinnative if _ 

had a multiple real zero (cf. 37.21).] 

39.3 REMARK t It can be shown that 

[Note: 

4AO > -l . 14541 x 10-11 , 

1 It is true but not obvious that AO < 8 (cf. 39.10).] 

39.4 LEMMA If f is an entire function order < 2, then the order of 

2 
eA.D fez) 

A.D2 
is < 2 (cf. 36.15) and, in fact, the orders of fez) and e fez) are equal. 

39.5 APPLICATION 3A. is a real entire function of order l. 

[Thanks to 36.12, 

_A.D2 
3A. (z) = e 3(z). 

39.6 LEMMA 3A. is of maximal type. 

PROOF If 3A. 'Were of finite type, then 3A. would be of exponential type but 

this is ruled out by the Paley-~\I'iener theorem (cf. 22.7). 

On general grounds, 3A. has an infinity of zeros but more is true: 3A. has 

an infinity of real zeros (argue as in 38.9) • 

t Y. Saouter et al., Math. Compu. 80 (2011), pp. 2281~2287. 
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39.7 LEMMAt Take A > 0 -- then V E > 0, all but a finite number of zeros 

of ~A (z) lie in the strip lIm zl ~ E. 

39.8 APPLICATION V A > 0, all but a finite number of zeros of ~A are real 

and simple (cf. 36.35). 

1 
39. 9 LEMMA Suppose that 0 < A < "8 -- then the zeros of ~A lie in the strip 

1 1/2 
for sane AA < (4 - 2:\) • 

Ch 0 'and t (!4 - 2'0)1/2. PRX)F oose AO: < AO < I\. Pu AO = I\. Since the zeros of 

-A D2 
~O (= ~) are confined to the strip {z: lIm z I ~~} and since ~A = e 0 ~O' 

o 

it follows from 36.5 (and subsequent canrnent) that the zeros of~:\ are confined 
o 

2 
to the strip {z: lIm z I ~ AO} (the A2 there is (~) here (foo = ~O». On the other 

hand, the number of nonreal zeros of ~A is finite (cf. 39.8) and ~A has an 
o 0 

infinity of real zeros. Observing now that 

on the basis of 36.37, the zeros of 

t H. Ki et al., Advanee6 in Math. 222 (2009), pp. 281-306. 



lie in tile strip 

for some 

4. 

2 -(I.+A -A )D 
= e 0 0 ~o 

2 
-(A-A )D o _ 

= e :::A 
o 

(c£' 36.16) 

39.10 THEOREM The de Bruijn-Newman constant AO is < ~ • 

1 
PROOF Fix A: 0 < A < '8 and then choose AO subj ect to 

hence 

Now take in 36.22 f = ~A I A = AA and conclude that the zeros of 

-A D2 o _ 
e :::A 

are real. But 

-(A+AO)D
2

_ 
= e :::0 (c£. 36.16) 



And this bnplies that 

5. 

= .:c A+A • 
o 

39.11 REMARK Consider El/8 -- then its zeros are real and sbnple (cf. 37.20). 

Per 

E (n) (z) 

One has the analog o~ A call l't A (no) (AO _= A (00)). u .... H O' H H H 

N.B. 

39.12 THEOREM 1he sequence {A (n)} is decreasing and its lbnit is :::; o. 

PROOF By definition, A (n) is the infimum of the set of A such that E (~) has 

real zeros only. But if E (~) has real zeros only, then the same is true of 

_(n+l) h A (n+l) A(n) 
.:c A ' ence H :::; H • Next, V A > O! EA has at most a finite number of 

nonreal zeros (cf. 39.8), thus EA E * - L - P, so 3 n'E(~) is in L - P (cf. 11.9) 

from which A (n) :::; A. Now send A to 0 and conclude that 

lbn A(n) :::; O. 
n-+ oo 
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§40. TOTAL POSITIVITY 

A sequence {cn:n 2: O} (cO ~ 0) of real numbers is said to be totally r:ositive 

if all the minors of all orders of the infinite lONer triangular matrix 

Co 0 0 0 0 

c l Co 0 0 0 

t; 

c 2 c l Co 0 0 

c
3 

c 2 c
l Co 0 

are nonnegative. 

[Note: T'nerefore the C are nonnegative.] 
n 

40.1 LEMMA If for same n, cn = Of then \if k = 1,2, ... , cn+k = O. 

PROOF The minor 

C 
n 

is nonnegative. But Co is > 0 and cn+k is 2: 0, hence cn+k = O. 

with the understanding that C = 0 if n < 0, put 
n 

C n+r-l 

C n-l 

C 
n 

C n+r-2 

C n-r+l 

c n-r+2 

c 
n 
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Here n = 0,1,2, •.• , while r = 1,2,3, •••• 

40.2 EXAMPLE Take r = 1 -~ then 

D(n,l) =C. 
n 

40. 3 EXAMPLE Take r = 2 -- then 

D(n,2) = 

In particular: 

D(0,2) = 

40.4 EXAt'1PLE Take r = 3 

C n 

D(n,3) = cn+1 

Cn+2 

In particular: 

Co 0 

D(0,3) = C1 Co 

C2 C1 

0 

0 

Co 

then 

C 
n 

o 

C n-1 

C n 

cn+1 

, D(1,3) 

C n-2 

C n-1 

C n 

C1 Co 0 

= C2 c1 Co 

C3 c2 C1 
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40.5 FEKETE CRI'IERION A sequence {Cn:n ~ O} (cO ~ 0) of nonnegative real 

numbers is totally pJsitive if 

V n, V r, D(n,r) > O. 

40.6 THEOREMt SUppJse that 

f (z) 
00 

n = L: c z 
n=O n 

is a real entire function with f(O) > 0 -.~ then the sequence c O'cl ,c2 , ••• is 

totally pJsitive iff f has a representation of the form 

00 

f(z) = f(O)e
az 

rr (1 - AZ )' 

n=l n 

00 

where a is real and ~ 0, the A are real and < 0 with L: l:... < 00. 
n n=l An 

z III 
40.7 EXAMPLE Take f (z) = e -~ then the sequence O! ' I! ' 2T , ... is totally 

positive. 

40.8 EXAMPLE Take f(z) n n n n 
= (l+z) -- then the sequence (0)' (1)' (2)"" 1S 

totally pJsitive. 

40.9 RAPPEL (cf. 10.11) let f % 0 be a real entire function -- then 

f E ent (] -00,0]) iff f has a representation of the form 

00 
mazrr z f (z) = Cz e (1 - r-) , 

n=l n 

t M. Aissen et al., P~OQ. Nat. AQad. SQ{. U.S.A. 37 (1951), pp. 303-307. 
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where C ~ 0 is real, m is a nonnegative integer, a is real and ~ 0, the A are 
n 

00 

real and < 0 with l: ~- < 00. 
n=l An 

40.10 NOTATION Denote by 

the subset of ent(]- 00,0]) (cf. 10.26) consisting of those f such that 

with f(O) > o. 

40.11 S010LIUM If 

00 

f (z) = f(O)eaz rr (l"-.~) 
n=l An 

f(z) = 
00 

n 
l: c z 

n n=O 

is a real entire function with f(O) > 0, then tile sequence cO,cl ,c2y ••• is totally 

positive iff 

40.12 NOTATION write 

So, e.g., 

00 
t: [c, ,], 1 J' =1" 

l'~J 1= , 

40.13 NOTATION Given a positive integer n, let 

... < i n 

< j n 



5. 

be fOsi ti ve integers and let 

denote the n x n minor obtained from t by deleting all the rows and co1unms 

40.14 THEOREMt Let 

Assume: a is equal to 0, the cn are greater than 0, and the product 

00 

TT (1·~.!.-) 
n=l An 

is infinite -..,. then the minor 

40.15 APPLICATION For n = 0,1,2, .•. and r = 1,2,3, ..• , 

D(n,r) = t(n+1, n+2, ••• , n+r 11,2, •.• r), 

so D(n,r) is positive. 

40.16 EXAMPLE 

D(n,2) = 

t S. Karlin, To;tal PO.6~vU!:f, Stanford University Press, 1968, pp. 427-432. 
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2 = c - c c n n-l n+l 

= t(n+l, n+2 I 1(2) > O. 

[Note: 

D(n,l) = cn = t(n+lll) > 0.] 

40.17 LEMMA Suppose that 

f(z) 
00 

n = l: C z 
n=O n 

is a real entire function with f (0) > 0 and V n, cn ~ o. Assume: f E L - P -- then 

40.18 EXAL'VlPLE Take 

Then 

[The Jensen pol ynanials 

00 

1 n 
f (z) = l: -2 z • 

n=O n e 

associated with f have real zeros only, thus f E L - P (cf. 12.14).] 
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§41. CHANGE OF VARIABLE 

Continuing the discussion initiated in §38! from the definitions 

00 t = 2 fO ~(t)cos Z 2dt 

00 

= 4 fa ~(2t)cos zt dt 

00 

= 8 fa ~(t)cos zt dt, 

where, in a flagrant abuse of notation, the "new" ~(t) is 

00 

~(t) = 2: 
n=l 

(2 2 4 9t 3 2 St) ( 2 4t) TIne - TIne exp-TIne • 

Expand now the cosine and integrate term by tenn to get the representation 

Here 

41.1 NOI'ATION Put 

and set 

00 (-1) k 2k 
= 2: (2k)! bkz 

k=O 

Fr;(Z) 

00 

= 2: ~ k 
k=0 (2k)T z 



Accordingly, 

2. 

2 
ill(z) = Fs(- z ). 

1herefore if Zo is a zero of m(z), then - z~ is a zero of Fs(Z). 

41. 2 LEMMA F s is a real entire function of order ~ and of maximal type. 

41.3 ~~ V k ~ 0, Ck is positive (cf. 38.15). 

N.B. In particular: 

41. 4 SCHOLIUM RH is equivalent to the statement that all the zeros of F s are 

real and negative. 

41. 5 SCHOLIUM RH is equivalent to the statement that 

41. 6 THEOREM If RH obtains, then 

V n, V r, D(n,r) > O. 

PROOF In fact, 

But if 

then 

00 

Fr(z) = Fr(O) 1T (1 -~) 
.., .., n=l An 



3. 

and, as there is no exp::>nential term, in view of 40.15, 

V n, V r, D(n,r) > O. 

41. 7 THEOREIIi If 

V n, V r, D(n,r) > 0, 

then RH obtains. 

PROOF The assumption implies that the sequence CO,Cl ,C2 , .•• is totally 

positive (cf. 40.5), hence 

(cf. 40.11), 

from which RH. 

41. 8 SCBOLIUM RH is equivalent to the statement that 

N.B-=-. Trivially, 

V n, V r, D (n, r) > o. 

D(n,l) = C > O. 
n 
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§42. D (n, 2) 

Here it will be shown that D(n,2) is positive (cf. 41.8). 

N.B. We have 

o 

D(O,2) = = c2 
0 o > , 

so it can be assumed that n ~ 1. 

42.1 LEMMAt V t > 0, 

42.2 l~OREM V n ~ 1, 

C
2 _ 1 

(1 + -) C 1C +1 ~ O. n n n- n 

PRCX)F Write 

C
2 _ 1 

(1 + -)C 1C +1 n n n- n 

b2 
n n+1 1 1 

= -(2-n-!-) 2'" - n (2n-2)! (2n+2)! bn_1bn+1 

1 (b2 n+1 (2n) ! (2n) ! 
bn_1bn+1) = 

(2n! ) 2 
-- (2n-2) ! (2n+2)! n n 

1 (b2 n+1 2n(2n-l) 1 b b ) == 
(2n!)2 

-,- 2(n+ 1) (2n+ 1) n n 1 n-1 n+1 

t G. Csordas and R. Varga, Conotn. Appnox. 4 (1988), pp. 175-198. 
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Put 

and then make the claim that lin 2: o. First 

=> 

b = - _1_ fco t 2n+l <p' (t)dt. 
n 2n+l 0 

Therefore 

co co 2n 2n 2 2 fO fO u v <P(u) <P(v) (v -u ) 

v d <p I (t) 
(fU - dt (t<P(t) )dt)dudv 

f co fco 2n-l 2n-l( 2 2) = 0 0 u v v -u 

(v<P (v) <P I (u) .- u<P (u) <P' (v) ) dud v 

= - co 2n+2 
(2n-l)bn~1 fa v <P(v)dv 

co 2n 
+ (2n+l)bn fo v <P(v)dv 

co 2n 
+ (2n+l)bn fo u <P(u)du 

- (2n-l)b fcoo u
2n+2<p(u)du 

n-l 



But V t > 0, 

Consequently, 

3. 

(2n-l)bn_l bn+l + (2n+l)b~ 

2 
+ (2n+l)b - (2n-l)b lb +1 n n- n 

2 = 2 (2n+l)b - 2 (2n-l)b lb +1 n n- n 

2 2 (2n-l) 
= 2 (2n+l) (bn - 2 (2n+l) bn_lbn+l ) 

= 2 (2n+l) 6. • 
n 

d ell' (t) 
- dt (tell(t) ) > 0 (cf. 41. 9) • 

2 2 v d ell' (t) 
(v -u ) Uu - dt (tell(t) )dt)dudv 

is nonnegative for all 0 :::; u, v < 00, hence 6. is ~ 0, as claimed. 
n 

42.13 APPLICATION V n ~ 1, 

=> 

c2 
> C C n n-l n+l 

=> 

D(n,2) = 



4. 

42.14 REMARK Put 

r 
r = F (n) (0) (=> c = --E..) • 
n s n n! 

Then 

r2 - r r >_ 0 n n-l n+l . 

I.e. : 

Take now n = 1 and, in the notation of 13.6, ask: Is it true that for AIL real t, 

The answer is unknown (although the inequality does hold in a finite interval con-

taining the origin •.. ) • 

[Note: If V t, 

then it would follow that all the real zeros of F s are simple.] 

There is another proof of the positivity of D(n,2) that is based on a different 

set of ideas, these being important for their associated methodology. 

42.5 LEMMA V t > 0, 

<p (t) <pI (t) 

> o. 

<pI (t) <pI I (t) 
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PROOF CMing to 42.1, '1:/ t > 0, 

d ( ¢' (t» < 0 
dt t¢(t) 

which, when written out, is equivalent to the inequality 

t«¢' (t»2 - ¢(t)¢" (t» + ¢(t)¢' (t) 

> 0 

or still, 

t«¢' (t)2 - ¢(t)¢" (t) > - ¢(t)¢' (t). 

But ¢(t) is positive (cf. 38.15) and ¢'(t) is negative (cf. 38.19). Therefore 

=> 

[Note: 

- ¢(t)¢'(t) > 0 

(¢' (t»2 _ ¢(t)¢" (t) 

¢ (t) ¢' (t) 

= -

¢' (t) ¢" (t) 

d
2 

-2 log ¢(t) 
dt 

d ¢' (t) 
= dt (¢ (t) ) 

> o. 

_ ¢(t)¢" (t) - (¢' (t»2 

- ¢(t)2 

< 0.] 



6. 

N.B. It is to be emphasized that it is possible to give a proof of 42.5 

which is independent of 42.1 (see the Appendix to this §).J 

[Note: It is shown there that the mequality persists to t = 0 (or directly: 

({<Ill (t»2 - <Il(t) <Ill' (t» I 
t=O 

= 02 - <Il(O)<Il'I (0) > 0, 

<Il (0) being positive and <Ill I (0) bemg negative. J 

42.6 SUBLEMMA Let fl (t), f2 (t), gl (t), g2 (t) be contmuous and absolutely 

are also absolutely mtegrable on [0,00 [ -- then 

det 

= ffO<u<v<oo det • det dudv. 

42.7 NOTATION Given nonempty subsets X and Y of R and a real valued function 

f on X x Y, put 

f = det 



Then 

7. 

Put 

t-l 
¢(v,t) = ~(t) (v > 0, t > 0). 

42.8 LEMMA V t > 0, V s > 0, 

v 
¢(v,t+s) = fO ¢{u,t)¢{v-u,s)du. 

PROOF Start with the RES: 

Put 

~. t-1 ( )S-l 
,v u v-u 

fO f{t) f{s) du 

_ 1 1 v t-1 s-l 
- f{t) r{s) fO u (v-u) du 

_ 1 _1_ s-l fV t-1{1 _ ~)S-ld 
- f(t) f(s) v 0 u v u 

== _1_ f(lS) vs - 1 flO (vw)t-1{1-w)s-lvdw f (t) 

_ 1 1 t+s-~ 
- f (t) f (s) v (t,s) 

_ 1 1 t+s-1 f (t) f (s) 
- f{t) f{S) v f{t+s) 

t+s-1 v 
== f(t+s) = ¢(v,t+s). 

00 

A{t) = fO ~{v)¢{v,t)dv (t > 0). 

00 

A{2n+1) = fO ~{v)¢{v,2n+1)dv 
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2n+l-l 
00 v 

= JO ¢(v) r(2n+l) dv 

2n 
00 v 

= J 0 ¢ (v) (2n)! dv 

1 00 2n bn 
= (2n)! JO ¢(v)v dv = (2n)! = en· 

42.9 LEMMA V t > 0, v s > 0, 

J\. (s, t) - A(S+t) 
00 = JO ¢(v)¢(v,s+t)dv 

00 00 

= JO ¢(u,s) (JO ¢(u+v)¢(v,t)dv)du. 

PROOF In the double integral, let 

x=u 

y = u + v. 

Then the Jacobian equals 1, so there is no J(x,y) factor and since u and v are 

nonnegative, if x is varied first, it goes from 0 to y. This said, upon inverting, 

thus 

we arrive at 

or still, 

or still, 

u=x 

v = y - x, 

JOO JY ¢(x,s)¢(Y~rt)¢(y)dxdy 
y=0 x=0 

JOO 0 ¢(y) (fY 0 ¢(x,s)¢(y~x,t)dx)dy 
y= x= 

00 

J 0 ¢(y)¢(y,s+t)dy 
y= 

(cf. 42.8) 
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or still, 
()() 

fO ~(v)¢(v,s+t)dv. 

42.10 LEMMA If 0 < vI < v2 and if 0 < tl < t 2 , then 

> o. 

PR(X)F In fact, 

det 

> O. 
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42.11 SUBLEMMA let I be an open interval (botmded or unbotmded) • SupfOse 

that f is twice continuously differentiable on I and 

2 
d 2 f (t) < 0 
dt 

(t E I) • 

Then for any four fOints a,b,c,d in I with a < c < d < b, 

f(c) - f(a) > feb) - fed) 
c-a b-d 

PROJF By the mean value theorem, 

f(c) - f(a) = f' (x) (3 x E ]a,c[) 
c - a 

f(b) - fed) = f' (y) (3 y E ]d,b[). 
b-d 

But the assumption on f implies that f' is strictly decreasing on I, hence 

x < Y => f' (x) > f' (y) • 

[Note: If c - a = b - d, then 

f(c) + fed) > f(a) + f(b).] 

N.B. In the applications (as below), it can happen that during the course of 

a "labeling procedure", one has "c = d", so 

f(c) - f(a) = f'(x) (3 x E ]a,c!) 
c - a 

feb) - fCc) = f' (y) (3 y E ]c,b[), 
b - c 

thus if c - a = b - c, then 

f(c) + f(c) > f(a) + f(b).] 
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Put 

K(ufv) = ~(U+V) (U > Of V > 0). 

42.12 LEMMA If 0 < ul < u2 and if 0 < v l < v 2f then 

K < o. 

PROOF In 42.11, take 

f(t) = log ~(t) (cf. 42.5). 

Define a,b,c,d as follows: 

a=ul +vl' b=~ +V2' c=u2 +vl' d=u1 +V2 · 

Therefore 

a < c < b, a < d < b, and c - a = b - d. 

Now, while the setup in 42.11 called for c < d, if d < c, then their roles can 

be interchanged and the j?Jssibi1ity that c = d is not excluded (cf. supra). Con

sequently, 

log ~(c) + log ~(d) > log ~(a) + log ~(b) 

=> 

~(c)~(d) > ~(a)~(b) 

=> 

or still, 
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And 

K = det 

= det 

< o. 

Put 

00 

L(u,t) = fO K(u,v)¢(v,t)dv. 

42.l3 LEMMA If 0 < u l < u 2 and if 0 < tl < t 2 , then 

L < O. 

tl t2 

PRCX)F Using 42.6, write 

u l 
u 2 

L 

tl t2 
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u v 

= II K o <u<v<oo dudv. 

u v 

In this connection, it is necessary to observe that 

det 

= det 

u v 

= <P 

t1 t2 

But 

u1 u2 

K < 0 (cf. 42.12) 

u v 

and 

u v 

> 0 (cf. 42.10). 

t1 t2 
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Therefore 

L < O. 

Using the notation of 42.9, we have 

co co 
A(s,t) = A(S+t) = fa ¢(u,s) (fa ~(u+v)¢(v,t)dv)du 

co co 
= fa ¢(u,s) (fa K(u,v)¢(v,t)dv)du 

co 
= fa ¢(u,s)L(u,t)du. 

< o. 

PROOF Appealing once again to 42.6, write 

u v u v 

= f f O<u<v<co ¢ L dudv 

and then apply 42.10 and 42.13. 
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42.15 SCHOLIUH If 0 < sl < s2 and if 0 < tl < t2 r then 

Consider now the detenninant 

C n-l 

hence 

C 
n 

< O. 

(n ~ 1), 

C 1 = A (2n-l), C = A (2n+l) , C +1 = A (2n+3) • 
~ n n 

In 42.15, let 

Then 

Therefore 

A (2n-l) A (2n+l) 

< O. 

A (2n+l) A (2n+3) 

I.e. : 

C C 
n-l n 

< 0 

C Cn+l n 
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or still, 

or still, 

42.16 REMARK The condition 

C
2 

- C C 0 n n-l n+l > 

is weaker than the condition 

c2 - (1 + l)C C ;?: 0 
n n n-l n+l 

and this is because less was used in its derivation (viz. 42.5 as opposed to 42.1). 

A similar but more complicated analysis serves to establish that D(n,3) is 

positive (for this and additional information, see Nuttall t) • 

APPENDIX 

THEOREH If t ;?: 0, 

(<I>I (t»2 - <I>(t)<I>I'(t) > O. 

We shall proceed via a list of lemmas. 

t arXiv:llll.1128 [math. NT]; also Canotn. Appnax. 38 (2013), pp. 193-212. 



Write 

where 

and put 

thus 

and so 

17. 

co 

<p(t) = L: 
n=l an (t), 

a (t) (2 2 4 9t 3 2 St) ( 2 4t) n = TIne - nne exp-nne , 

co 

aCt) = a1 (t) , ~(t) = L: an(t) , 
n=2 

<p(t) = aCt) + ~(t) 

(<p'(t))2 - <p(t)<p"(t) 

= (a'(t) + ~'(t))2 ~ (a(t) + ~(t))(a"(t) + ~"(t)) 

= Vet) + u(t) + (~' (t))2. 

Here, by definition, 

Vet) = (a' (t))2 - a(t)a" (t) 

and 

u(t) = 2a' (t)~' (t) - a" (t)~(t) ~ <p(t)~" (t). 

NarATION Let 

4t Y = TIe (t c 0) => yeTI. 

LErt1MA 1 V teO, 



PRCX)F 

And 

Therefore 

18. 

co 

o < 'l'(t) = L: (2 2 4 9t 3 2 St) ( 2 4t) TIne - nne exp-nne 
n=2 

co 
t 4 2 8t 2 4t 

:0:; 2e L: n TI e exp (- TIn e ) 
n=2 

co 2 
= 2et(16y2e-4y + L: y2n4e-n y). 

n=l 

co 2 4 _n2y co 2 4 _yx2 
L: Y n e ':O:;!2 Y x e dx 

n=3 

2 
co 2 S -tx 

< !2 y x e dx 

1 -4y 2 = - e . (1 + 4y + 8y ) 
Y 

< 16 2 -4y ye • 

t 2 -4y = 64e y e • 

LEMMA 2 V t ~ 0, 

PRCX)F 
co 

I'l" (t) I = I L: nn2(8TI2n4e8t - 30nn2e4t + lS)exp(St - nn2e4t) I 
n=2 
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or still, if x = e
t

, 

3 5 00 6 8 15 4 15 2 4 
I'¥' (t) 1= 81T X lEn (x - ~-2 x + 2 4)exp(- TIn x) I· 

n=2 4TIn 81T n 

'Ib examine IE ..• I, first pullout x
8 

n=2 

and consider 

8 00 6 15 1 15 1 2 4 
x lEn (1 - -- - + --) exo (- TIn X ) I 24 24 8 ~ 

n=2 4TIn x 81T n x 

_~l:..+ 
4 24 

TIn X 

15 1 
2 48' 81T n x 

which we claim is strictly trapped between -1 and O • 

• 

• 

1 4 1 1 
--2 <x =>--24<1 
2nn 21Tn x 

=> 

=> 

=> 

1 1 -1 + --- < 0 
2 24 TIn X 

_ ~ l:.. + 15 l:.. < a 
2 4 248 • 

41Tn x 81T n x 



Accordingly, if 

then 

=> 

20. 

=> 

2 
_1_ 1- + ~TIn > 1-
2 

2 8 l5 4 
TI11 X X 

=> 

=> 

__ 1_~+ 1 ~ > 1 

4 2 4 8 2 4 8 - 15 
TI11 X TIn x 

=> 

15 ~ > _ 1 
248 • 

8TI n x 

15 1 
C =-----+ x,n 4 2 4 

15 1 
2 48' 

8TI n x 

=> 

=> 

TIn X 

- 1 < C < 0 x,n 

o < 1 + C < 1 x,n 

00 6 2 4 
= I 2: n (1 + C ) exp (- TIn X ) I 

n=2 x,n 
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00 6 2 4 
:0; l: n 11 + C lexp(- 1m x ) 

n=2 x,n 

00 6 2 4 
< l: n exp(- 1m X ) 

n=2 

=> 

8y13/4 00 2 
I I ~ 6 -n y 
~'(t) < 1/4 w n e 

'IT n=2 

4 
(y = 'lTX ~ 'IT) • 

And 

00 2 2 
~ 6 -n y < -4y 00 6 -5 Y 
w n e 64e + f2 5 e ds 

n=2 

-4y 
64 -4y e ( (4y) 5/2 + -25 (4y) 3/2 < e + 7/2 

2y 

4y -u 15 1/2 15e 00 e + - (4y) + 8 f4 - du) • 
4 Y ru 

But ~ < 1 for u ~ 4y ~ 4'IT, hence 
ru 

so 

-u 
e 4y foo ~ du < 1, 

4y ru 

n=2 

is bounded above by 

64e -4y (1 + ~ + _5_ + 15 + 15 ) (y ~ 'IT) • 
4y 32y2 256y3 1024y7/2 
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The expression in p:rrentheses is strictly decreasing, thus is majorized by its 

value at y = n and it follows that 

00 2 
~ n6e-n y < 64e-4y 13 
t... (1 + 40n)' 

n=2 

Therefore 

13/4 
I ':{II (t) I < 8y 1/4 (64e -4y (1 + 4103n» 

n 

LEMMA 3 V t ~ 0, 

PROOF Let 

13 3 4t = 512(1 + 40n)n exp(13t - 4ne ) 

3 4t < 565n exp(13t - 4ne ) 

t 3 -4y = 565e y e • 

3 2 
p(x) = 32x - 224x + 330x - 75. 

Then p(x) has three distinct p::lsitive roots 

Therefore 

On the other hand, 

o < Xl < x2 < x3 = 5.049720 •••• 

X > x3 => p(x) > O. 

3 
X > x3 => 0 < p(x) < 32x • 
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These points made, fran the definitions 

But 

=> 

if 

as then 

'1" , (t) 00 2 2 4t 2 4t = L: TIll P (TIll e ) exp ( 5t - TIll e ). 
n=2 

2 4t 
7TI1 e ~ 4TI > x3 

00 

1'1'" (t) 1 s 32 L: TIn
2

(TIn
2e4t)3 exp(5t - TIn

2e4t) 
n=2 

00 8 
= 32 4 l7t ~ n 

TI e w 2 4t 
n=2 exp (TIn e ) 

00 8 
= 32TI4e17t L: n 

2 n=2 exp(n y) 

00 

= 32TI4e17t L: 1 
2 n=2 exp (n y - 8log n) 

_ 32 4 l7t 1 
- TIe 2 1 

2y 
K(y) = e

16 

K(y) (1 - K(y» 

n2
y - 8log n en log K(y). 



But 

And 

leaving 

Finally 

1 
-~ 1 
K(y) (1 - --.-) K(y) 

24. 

1 --16 < 1. 031, 
1 - 2 'IT 

e 

8 -4y < (1.031)2 e . 

4 17t t 4 16t 'IT e = e 'IT e 

t 4 =ey. 

LEr-1MA 4 If t ~ 0, 

203 
0< ¢(t) < 20fa(t). 

PROOF 

2 4t 
~(t) < 64'IT exp(9t - 4'ITe ) 

1 
< 202 a(t) 

=> 

¢(t) = a(t) + ~(t) 



NarATION Put 

LEMMA 5 V t ~ 0, 

PROOF 

But 

25. 

1 
< aCt) + 202 aCt) 

203 
= 202 aCt) . 

E(y) 
2t -2y 3 = e e y. 

2t -2y 3 2 = 16e e-- y (15 - 12y + 4y ). 

232 
15 - 12y + 4y = 4 (y - -) + 6 

2 

is an rncreasrng function of y ~ 'IT, so 

3 2 3 2 
4(y - 2) + 6 ~ 4('IT - 2) + 6 

~ 16. 

Therefore 
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NOI'ATION Write 

t -y 2 a l (t) = - e e y(15 - 30y + 8y ) 

t -y 2 3 all (t) = e e y(- 75 + 330y - 224y + 32y ). 

LEMMA 6 V t ~ 0, 

PROOF Start fran the mequali ty 

lu(t) I ~ 12a'(t)l1'l(t)I + la"(t)l1'(t)I + 1<I>(t)<I>"(t)I 

and estimate separately each of the three stnmJands • 

• 
12a I (t) 11'1 (t) I 

~ E(y)A(y) , 

where 

-3y 2 3 A(y) = 1,130e (15y + 30y + 8y ) • 

• 
la II (t) 11' (t) I 

~ lete-yy(- 75 + 330y - 224y2 + 32y3) I • I 64ety2e-4YI 

~ E(y)B(y), 

where 
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• 
I <I>(t) '1" , (t) I 

~ E(y)C(y), 

where 

-3y 3 2 C(y) = 8,562e (2y + 3y ). 

Combining these estlinates then gives 

lu(t) I ~ E(y} (A(y) + B(y) + C(y» 

~ E(Y}2e-3Y (2,400 + 19,035y 

+ 36,96ly2 + l4, 206y3) 

2 3 2,400 + 19,035y + 36,96ly + l4,206y 
l4, 206y3 

-3y 3 
~ 56,424E(y)e y. 

Recall now the statement of the theoren: 'if t ~ 0, 

Proof: In fact, 

(<I>'(t»2 - <I>(t)<I>"(t) > O. 

vet) + U(t) ~ vet} ~ lu(t) I 
-3y 3 

~ 256E(y) - 56,424E(y)e y 



28. 

-3'IT 3 
~ E(y) (256 - 56,424e 'IT) 

> 114E(y) > O. 



1. 

§43. POSITIVE QUAVRATIC FORMS 

Let P 1- 0 be a real polynomial of degree n ~ 1: 

n + a z n 

Let zl, ••• ,zn be its zeros and put 

43.1 LEMMA '!here is an expansion 

In addition, 

In 

Z pI (z) 
p(z) 

00 -k Sl 
= 2: S z = S + - + 

k=0 k 0 z 

2: an-kSm- k = (n-m)a 
k=0 n-m 

if In < n but vanishes if In ~ n. 

(k = 1,2, ••• ). 

43.2 BORCHARDT-HERMITE CRITERION '!he zeros of p are real iff the detenninants 

So Sl Sk-l 

~= Sl S2 Sk (k = 1,2, .•• ,n) 

Sk-1 ~ S2k-2 

are nonnegative. .M::>reover, the number of distinct zeros of p is equal to the index 

k of the last ~k ~ 0 in the above sequence. 

[Note: Spelled out 

, e •• • ] 



2. 

N.B. If 6k+l = 0, then ~+2 = .•• = ~ = O. 

43.3 EXAMPLE Take n = 2 and consider p(z) 2 = z - 1 -- then 80 = 2, 

81 = 1 + (-1) = 0, 82 = 12 + (_1)2 = 2, hence 

2 a 

~= = 4. 

a 2 

2 43.4 EXAMPLE Take n = 2 and consider p(z) = z + 1 -- then 80 = 2, 

2 2 81 = r-r + (- r-T) = 0, 82 = (r-T) + (- r-T) = 1 - 1 = -2, hence 

6 = 2 

2 

a 

a 

= 4. 

-2 

43.5 EXAMPLE Take n = 2 and consider p(z) 2 = (z-l) -- then 80 = 2, 81 = 1 + 1, 

6 = 2 

2 

2 

2 

= o. 

2 

43.6 RAPPEL let A = [a .. ] be a real syrrmetric matrix of degree n -- then the lJ 

quadratic form A associated with A is the function of n real variables xl , ••• ,x 
- n 

defined by 

n n 
A(x) = L: E a .. x.x .. 

i=l j=l lJ l J 
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• !2: is positive if V ~ ~ .2., 

A(x) > O. 

FACT!2: is positive iff all successive principal minors of A are positive, i.e., 

all a
12 all . · . aln 

all > 0, > 0, •.• , ........... > O. 

a21 a
22 a

nl . · . a 
nn 

43. 7 SCflOLIUM The zeros of p are real and simple iff the quadratic form 

is positive. 

Put 

n-l 
2: S.+.x.x. 

i,j=O ~ J ~ J 

+1:.. 
k z 
n 

(k = 1,2, ••• ). 

43.8 LEMMA There is an expansion 

p' (z) = 
p(z) · .. . 

N. B. This is the p:>int of departure for the ensuing extension of the theory. 

[Note: By way of reconciliation, observe that 

. .. ( z 1 --) z 
n 

-s z n z a/zk = e 1 --rr (1 - z. ) e , 
k=l K 



4. 

so the lib" belOW' is, in fact, - sl.] 

Let f % 0 be a transcendental real entire function with an infinity of zeros 

such that f(O) ~ 0: 

f (z) 
00 

n = L: c z 
n=O n 

00 Yn n 
= L: n! z 

n=O 
(y = f (n) (0» • 

n 

Assume further that f E L - P -- then in view of 10.19, f has a representation 

of the fonn 

2 b 00 z z/An 
fez) =eeaz + z 1T (l-X-)e , 

n=l n 
00 

where C ~ 0 is real, a is real and ::;; 0, b is real, the A are real with L: l:..- < 00. 

n n=l 1.2 

thus 

and 

Consider nOW' the expansion 

f' (z) = 
f (z) 

00 

- 2az - b + L: 
n=l 

00 

= - b - 2az + L: 
n=l 

00 

1 1 (---) A -z A n n 

+ ... 

b = -2a + '\' 1 sl = - , s2 ~ :2 

00 1 
~. = L: ~ (k ~ 3) • 

n=l A n 

n=l A 
n 

n 
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43. 9 THEOREM. 'if r 2: 0, the quadratic fonn 

is positive. 

r 

L: s2+i+J'xi xJ, i~j=O 

PRCX)F Inserting the data, consider 

2 
- 2ax

O 
+ L: 

n=l 

00 r x.x. 
l. J) 

L: ,2+i+j 
i, j=O 1\ 

n 

or still, 

x 
+ ....E..) 2 

r ' 
An 

an expression in which each tenn is manifestly nonnegative. Suppose that :3 

(0) (0) Xo ,xl , ... , 

let 

Then 

(0) such that xr 

r (0) (0) 
L: s2+k+J,x i xJ' = O. 

i,j=O 

P ( ) (0) + x(O)x + r x = Xo 1 

(n = 1,2, ... ) . 

+ (0) r xr x. 

But the number of distinct A1 is infinite implying, therefore, that P
r 

- 0, hence 
n 

X(O) = O. 
r 
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43.10 SCHOLIUM if f 1- 0 is a transcendental real entire function with an 

infinity of zeros such that f(O) ~ 0 and if f E L - P, then the determinants 

are positive. 

D == r 

43.11 EXAMPLE Take r = 0 -- then 

00 

DO = s2 = - 2a + L ~ > O. 
n=l .\ n 

[Note: Assume that Co = 1 -- then from the theory 

or still, 

or still, 

2 00 1 
- 2a = c l - 2c2 - L :2 

n=l .\ n 

00 1 2 
- 2a + L - = c - 2c2 n=l .\2 1 

n 

(cf. 43.13).J 

43.12 EXAMPLE Take r = 1 -- then 

D -1 - > O. 

(r ? 0) 
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43.13 LEMMA We have 

43.14 APPLICATION SUppose that Co is positive and f is even -- then c
1 

= 0, 

C3 = 0, ••. and sl = 0, s3 = 0, Therefore 

while 

(=> c
2 

< 0) 

=> 

2 2 
2c

2 
c

2 
C s = - - 4a => - - 2c

4 
> O. o 4 Co 4 Co 

43.15 EXAMPLE In the notation of §41, take 

f (z) = ill(z) = ~:: (~) 

00 (_l)k 2k 
= L (2k)! ~z • 

k=0 

Then ill is even and under RH, ill E L - P, thus the positivity of the Dr (r c 0) 
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provides a countable set of necessary conditions for its validity. TO illustrate, 

in the case at hand 

Accordingly, 

1 1 2 2 
2c4 = b (- 2 bl ) - 24 b2 o 

And 

= 3. 588 449 148 •.. > O. 

The central conclusion thus far is 43.9: If f E L - P, then V r ~ 0, the 

quadratic fonn 

r 

L: s2+i+jXiXj 
i,j=O 

is fOsitive. But this can be turned around. 

43.16 THEOR:ErJl.t SupfOse that 

2 00 z/z 
f(z) = eeaz +b 1T (1 _ ~)e n 

n=l zn 

t J. Gronrner, J. Rune Angew. Math. 144 (1914), pp. 114-166; see also 

N. Kritikos, Math. Annalen 81 (1920), pp. 97-118. 



9. 

is in A - L - P (cf. 10.31). Assume: V r 2': 0, the quadratic fonn 

is positive -- then f E L - P. 

Since 

r 

l: s2+i+J'xi xJ, i,j=O 

III E 1 - L - P, 

one approach to RH is potentially through 43.16. 



1. 

§44. ONE EQUIVALENCE 

There are a number of statements which are equivalent to the Riemarm Hypothesis. 

What follows is one of them (of a semi-trivial nature •.. ) . 

Per §4l, 

where 

In particular: 

ill(z) 
00 (_l)k k 

= E (2k)! ~z , 
k=0 

~ = f~ t2k~(t)dt (k = 0,1, ••• ). 

00 00 2 
bO = fO ~(t)dt, bl = fO t ~(t)dt. 

Let 0 < xl ~ x2 ~ ... be the pJsitive real zeros of ill. 

Let S = {p} be the set of nonreal zeros of III whose imaginary part is pJsitive: 

p = a + I=l 8 (0 < 8 < 1). 

[Note: A sum aver the empty set is 0 and a product over the empty set is 1.] 

44.1 LEMMA 

44.2 LEMMA 

00 2 2 
lll(z) = III(O) TT (1 -~) TT (1 - z 2) • 

n=l xn pES p 

d III' (z) 
dz (UI(z) ) 

00 

= - E 
n=l 

( 1 + 
2 (z-x ) 

n 



And 

And 

- l.: 
pES 

2. 

( I + __ 1--=-2) • 
(z-p) 2 (z+p) 

Now evaluate the left hand side of 44.2 at z = 0: 

d Ill' (z) I _ Ill' , 
dz (Ill(z) ) z=O - (ill) (0) 

_ Ill(O)Ill' '(0) - Ill' (0) 2 

- III (0) 2 

_ Ill' , (0) 
- Ill(O) 

b
O 

= Ill(O) 

b
l 

= - Ill' , (0) • 

[Note: Ill' (0) = 0 (Ill bemg even) .] 

On the other hand, the right hand side of 44.2 evaluated at z = 0 is 

00 2 I 
-2l.:x-2l.: 2 · 

n=l n pES p 

I _ I 

p2 - a? _S2 + 2r-I as 



3. 

[Note: Working instead with - p = - a + r-I S leads to 

hence when summed the imaginary parts cancel out.] 

Therefore 

N.B. V pES: 

- 1 < lal 
2 2 

=> a -S > o. 

o < S < 1 

44.3 THEOREM. RH holds iff 

2 2 
[The point is that if S is not empty, then V pES, a -S > 0.] 
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