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ABSTRACT

The purpose of this book is two fold.
(1) To give a systematic account of classical "zero theory" as developed
by Jensen, POlya, Titchmarsh, Cartwright, Levinson and others.
(2) To set forth developments of a more recent nature with a view toward

their possible application to the Riemann Hypothesis.
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§1. INFINITE PRODUCTS
Let {zn:n =1,2,...} be a sequence of complex numbers.

1.1 DEFINITION The infinite product

(o]
T @ +2z)
n=1 n
is convergent if the following conditions are satisfied.

e The partial products

N
T @+ z )

n=1
approach a finite limit as N = «,

® From some point on, say n > N znvt—l, and then

OI
N
lim T (1+2z) =0.
N > o
Ny+l

[Note: The infinite product

o0

T @+z)

n=1
is divergent if it is not convergent.]

N.B. The convergence of

[eed

T @+ zn)

n=1

implies that 1 + z, > 1, hence that z, > 0.

1.2 REMARK It can happen that

T @+2z) =0

n=1



but only when at least one factor is zero.

1.3 EXAMPIE On the one hand,

N|

T -2 =
n

n=2

while on the other,

T (1-%_)=0.
n=1 n

1.4 EXAMPIE For all N, > 1,

0

N 1

lim ] (1 -2 =0.

N> N ?
0

Therefore the infinite product

=z 1
T a-2
n=2

is divergent.
Turning to the theory, we shall first consider the case of real numbers.

1.5 LEMMA If {an:n =1,2,...} is a sequence of nonnegative real numbers, then

(1 + a ) is convergent iff I a_ is convergent.
1 n 1 n
n= =

PROOF In fact, V N,

N

a; +a, + -e- +ags ;EE (1+a) <expla; +a, + -+ +ad.



1.6 EXAMPLE The infinite product

is convergent for p > 1 and divergent for p < 1.

1.7 LEMMA If {an:n =1,2,...} is a sequence of nonnegative real numbers,

then [ (1 - a)) is convergent iff I a_ is convergent.
n=1 n=1

PROOF If a, does not tend to 0, then both the product and the series are
divergent, so there is no loss of generality in assuming from the beginning that

1

a_ < —2‘).

n

D] =

(=1-a >
n

® Suppose that || (L - an) is convergent — then the partial products
n=1
N

T a-a)

n=1

constitute a monotone decreasing sequence with a positive limit L: V N,

N
17T (1-a)=2L>0.

n=1
But
1
l+a = T35 '
n
thus
N N
1 1
T_T(l+an) < T_Tl—a <z
n=1 n=1 n
Since the partial products
N
T @+ a )

n=1



[0}

constitute a monotone increasing sequence, it follows that '[T (1 + an) is convergent,

n=1
[o0]
hence the same is true of I a, (cf. 1.5).
n=1
[00] (o]
® Suppose that Zl a is convergent —— then Zl 2an is convergent, thus
n= n=

TT (1 + 2an) is convergent (cf. 1.5), so there exists K > 0 such that Vv N,
n=1

N

T @+ 2an) < K.

=1
But
1 1
0 <a <-2-—>l a, 2T 33
=>
N N
1 1
T Q-a)= T 755> 0
=1 n=1 n
And

(o]

T a-a)

n=

is monotone increasing.

1.8 EXAMPLE The infinite product

Ta-4

LR
n=1 np

is convergent for p > 1 and divergent for p < 1.

1.9 LEMMA Let {an:n =1,2,...} be a sequence of real numbers. Assume: I a,
n=

and X afl are convergent —- then Tr (I + an) is convergent.
=1 n=1



PROOF Supposing as we may that V n, |an| < %, note that

_ 2
‘log(l + an) =a, + O(an).

Therefore the series

5L log(l + an)
n=1
is convergent to L, say, hence
N N
T (1 +a) = exp(log T (@ +a)))
‘ t n
n=1 n=1
N
=exp( X log(l + a))
n
n=1
> eL z 0.
N - o
1.10 EXAMPLE The infinite product
o n-1
T+

n=1

is convergent.

1.11 ILEMMA Let {an:n =1,2,...} be a sequence of real numbers. Assume:

[e0] [e.0]

is convergent but I a?l is divergent —— then | (1 + a ) is divergent.

[Use the inequality

2
>2‘—-/(1 + %) (x > 0)

X - log{l + x) >

2
’2{—— (0> x> -1).]

ool

% an
n=1



1.12 EXAMPLE The infinite product

©o

n-1
T @+ & )

n=1 vn

is divergent.

1.13 REMARK Tt can happen that both I a, and I ai are divergent, yet

n=1 n=1

T @ +a) is convergent.
n=1

[Consider

a-Ho+Zrma-DHa+I+d
V2 V2 V3 V3

Iet {zn:n =1,2,...} be a sequence of complex numbers.

1.14 CRITERION The infinite product
T @+ zn)
n=1

is convergent iff v € > 0, 3 N(g) such that v N > N(e) and every k 2 1,

|1+ =z (1+z - 1] < e.

N+1) N+k!
PROOF

® Necessity Choose NO per 1.1, put

N
p.= T (1+2z)
N Nyt n

and fix C > 0:

VN > N, [PNl > C.

Since {PN} is a Cauchy sequence, by taking Ny large enough, one can arrange that



VN >N, and every k =z 1,

0
[Py — Byl < Ce-
Therefore
P
§+k -1]< ;? € <¢
N N
or still,
[(1 + Zgpy) Tt A+ zg) - 1] < e.
® Sufficiency First take e = %7 hence v N > N(%Q and every k = 1,
1
[+ zg) eor Qtzg ) -1 < 5.

So, for all n > N, EN(%—) +1, 2z = -1, and if

N
lim T @+ z,)

N > o« N0+l

exists, it cannot be zero since

N

1 3
s<| IT @+z)] <5.
2 Ny+L n 2

Take now € > 0 and choose N(%J > N(%J — then v N > N(%) and every k > 1,

€

(L +2z_ ) <o L4z .)=-1]<

N+1 N+k 27
from which
E&&H{ 1 €
o~ <37
N

or still,



) 3, €
Pok Byl < 1%yl 3< @ 3
= % € < g.
Therefore
N
{TT QA +2z)}
N0+l

is a Cauchy sequence, thus is convergent.

1.15 DEFINITION The infinite product

o0

T Q+z)

n=1

is absolutely convergent if the infinite product

T @+ |z,
n=1
is convergent.

1.16 LEMMA An absolutely convergent infinite product

T @+ z)

n=1
is convergent.
PROOF One has only to note that

1+ z ) cee (L + 2z

N+k) - 1]

N+1

< 1L+ ]z 1+ |z

w1 )~ 1

and then apply 1.14.



o0
T |z_| is
n

1.17 REMARK In view of 1.5, | (1L + |zn|) is convergent iff
n=1

n=1

convergent.
1.18 EXAMPLE The infinite product

'ﬂ; sin(z/n)/(z/n)

is absolutely convergent for all finite z (with the usual convention at z = 0).

[Observe that
sin(z/n)/(z/n) -1 = 0_(%) (0 > =).]

n

It is initially tempting to think that absolute convergence should be the

demand that T[] |1 + z | is convergent but this will not do since then it is no
n=1

longer true that "absolute convergence" implies convergence.

1.19 EXAMPLE The infinite product

T @+ E)
=1 n

is divergent but the infinite product

T +2L

n=1

is convergent.

1.20 ILEMMA If the infinite product

17 @+ z.)
n=1



10.

is absolutely convergent, then it can be rearranged at will without changing its

value, which is thus independent of the order of the factors.

1.21 EXAMPLE The infinite product

- -1 La-1i La-54 ...
P=(1-2QA+3A-pL+D -

is convergent (cf. 1.10) but not absolutely convergent and has value 1/2, while the

rearrangement

_ 1 1 1
Q= (l"f)(l“z)(l‘l"g‘)(l

1 1 1
2a-a+3 -

|

has value 1/2/2.

1.22 EXAMPLE Fix a complex mumber g:|g| < 1. Introduce the absolutely con-
vergent infinite products

i 2 o 2
q=TT @-a ,q =T @+gM),
n=1 n=1

[oe]

2n- = 2n-1
a=T7 @+a™™ , q=T7 @-a".
n=1 n=1

i

Then

= n = n
%d3 = || 1-9g),q9=17T @+q).

n=1 n=
In addition,

qy = TTl 1 - o

=T a-d™ T a-q™?
=l =l



11.

oo

=TT a- TTa+d™ T a+™hH 7 a-75h
=1 m=1 m=1l m=1
= qy3993

R4 = 1

1.23 EXAMPLE The infinite product
oo 22
mTae-=
n=1 n
is absolutely convergent and has value

sin mz
mZ °

Consider now the infinite product
1-200+200-A+3 - .

Officially, therefore

Z—_Zzzzzz—z.z—_z_
1 2 N 2’ “4 2

y e e ey

and the associated series of absolute values is

‘Zl + IZI +_I£L+_l£l_+ cee

2 2 !
which is not convergent if z # 0. Nevertheless, our infinite product is convergent

and has value

sin mz ,
Mz

as can be seen by looking at the sequence of partial products. To correct for the

failure of absolute convergence, form instead the infinite product
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z/2

(@ - DHL + 29eHA - De¥2Ha + D2 ... .

[o0]

To place it into the || (1 + z ) format, note that the 2n-1) ™ term is

n=1
1 - 3e?M _
n
and the (2n)th term is
1+ Ze?/M g,
n
But
i/ 1
- Zy, Tz/n _ -
(l+H)e —l+OZ(-7) (n » «),
n
Since
l+l+—}z+—%+—17+—%+---
2 2 3 3

is convergent, it follows that the foregoing infinite product is absolutely con-
vergent and it too has value

sin 7wz

1.24 EXAMPLE The infinite product
z VA A z
1-220-20+200-Ha-Da+3 .-

is convergent and has value

sin 7z
exp(~- z log 2) — .

[Judiciously insert the appropriate exponential correction factors.]

Iet {fn(z) :n =1,2,...} be a sequence of complex valued functions defined on

some nonempty subset S of the camplex plane.
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1.25 DEFINITION The infinite product

T (1 + £ (2)

n=1

is uniformly convergent in S if v ¢ > 0, 3 N(e) such that v N > N(e) and every

k21and every z € S,

|1+ £, () o0 (L+ £

k(@) - 1] <e.

1.26 LEMMA Suppose that v n > 0, 3 Mo> 0 such that v z € S, |fn(z)| <M.

o]
Assume: I M, is convergent -- then the infinite product
n=1
(o)

T @ +£ ()

n=1
is absolutely and uniformly convergent in S.

PROOF Absolute convergence is immediate (cf. 1.17):

LoJf (@) =z M <.
n=1 n=1 »

[oe]

As for uniform convergence, the assumption on the Mn implies that _[T (1 + Mn)
n=1

is convergent (cf. 1.5). On the other hand,

| (1 + (z)) -+ (L + £

ek (2)) - 1

fN+l

IA

1+ | (z)]) «oe (1 + ] (z)]) -1

fN+l fN+k

IA

L+ Mgp) oen (L Me) - L,

thus it remains only to quote 1.14.
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1.27 REMARK It suffices to assume that : |[f (z)| is uniformly convergent in
n=1

S with a bounded sum.

1.28 EXAMPLE Take for S a campact subset of {z:|z| < 1} -- then S is contained
in {z:|z| < &} for some § < 1, so VvV z € S,

(o0}

|2 < = an=1§6-.
n=1 n=1
Therefore the infinite product
T @+ 29
n=1
is absolutely and uniformly convergent in S.
1.29 THEOREM et fn(z) (n=1,2,...) be continuous (holomorphic) in a regionjL

D and suppose that the infinite product

T a+£,)
=1

is uniformly convergent on compact subsets of D —— then the function defined by

T a+£,@)

n=1

is continuous (holomorphic) in D.
1.30 EXAMPLE The infinite product

i zZ A
I;D; 1+ H)exP(" H)

is uniformly convergent on compact subsets of C and if as usual, I'(z) stands for

T a.k.a.: nonempty open connected subset of C
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the gamma function, then

_ _YZ i z z
TGy = e r;[;]; (1 +H)exp(— H)’

where

Yy = 1lim (Hn—logn)

n > «©
is Buler's constant.
[Note:
13 1,z z, -1
T'(z) ——Z—I—;D]-_ (l+H) (l+H)

is meromorphic with simple poles at 0 (residue 1) and the negative integers

n
-n=-1, -2,... (residue (—;Ll), ).]

APPENDIX

Given a complex number T whose imaginary part is positive, let q = exp(m v~1 1),
thus |qg| < 1.

IEMMA The theta functions

@l(zh)
Oz(z['r)
@3(ZIT )

64(z|T)




le.

defined by the series

- gt
0,z[t1) =2 ¥ (1) g sin(2n + 1)z
n=0
= m+D?
@z(zlr) =2 ¥ q cos(2n + 1)z
n=0
oo n2
93(2[T) =1+4+2 I ¢ cos 2nz
n=1
o n n
94(2[T) =1+2 ¥ (-1)" g cos 2nz
n=1

are entire functions of z.

[The defining series are uniformly convergent on compact subsets of C.]

RETLATTONS

) @l(ZlT) - /-1 exp(v/-1 z +%1T/—_I T)@4(z "'EZLIT)

e 0,(z|t) =0,(z + %h)
® 0,(z[1) = 0,(z + g—lT).

ZEROS ILet m,n be integers.

® O (mr + nrt|t) =0

o(—)(I

22+m1T+n1TT|T) =0

T | 7T _
® Oy(z+ 5 +mm +nnt|t) =0

° @4(121+m1r + nmt|T) = 0.
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These formulas give all the zeros of the respective theta functions and each zero

is simple.
PRODUCTS Let

G =TT - (cf. 1.22).

n=1
' @l(zlr) = 2q0ql/4 sin z I;D; 1 - 2q2n cos 2z + q4n)
° @2(Z|T) = Zqul/4 cos z ] (1 + 2(:_{2n cos 2z + q4n)
n=1
L 93(z|1~) = g, T @+ 2q2n-l cos 2z + q4n_2)
=1
e 9, (z|t) = 9 T a- 2q2n—l cos 2z + q4n—2) .
n=1
TRANSFORMATTIONS
1
7 z2 Z -1
° @l(z!T) = /=L (- /=1 1) exp( )0; ?] -7 )
=1 T
1
2 22 zZ -1
e 0O,(z|1t) = (- V-1 1) exp ( )0, (%] = 1)
2 4t
=11
1
) 22 z -1
° @3(Z|T) = (= /=1 1) exp ( )@3 = -1 )
m/=1L T
1 2
-7 zZ z -1
° 64(211) = (- /=1 1) exp ( )@2(?| -1 ).
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[Note: The square root is real and positive when T is purely imaginary.]
EXAMPLE Take z = x real and T = /=1 t (t > 0) —— then

1 %2 x /-L

%3 /=1t

Specializing still further, let x = 0, and put

o 2
o) = I e_nﬂt,
n=1
thus
1+ 20(t) = @3(0|/—_1 t)
1 /=T
= _/593(0]?)

Il

1 g+ 2@(%)).
/e



§2. ORDER
Given an entire function
fz) = 5 oz (= lim |c [YP=0),
n n
n=0 n->
put
M(r;f) = max [|f(2)].
z| =r

2.1 LEMMA M(r;f) is a continuous increasing function of r.

2.2 IFMMA If £ is not a constant, then

M(r;f) » o (r > «).

2.3 ILEMMA If for some A > 0,

lim M(r;f) _

r > A 0,
r
then f is a polynomial of degree < ).
PROOF In general,
M(r; )
lc | <= ,
n A
so for n > A,
lim M(r;f) _
!cn[ P == 0.
2.4 EXAMPLE We have
M(r;exp zn) = exp rn nh=1,2,...)
M(r;exp ez) = exp et



2.5 EXAMPLE We have

ef -t
M{r:sin z) = 5

r -r
M(r;cos z) = e ; € .

2.6 LEMMA Let

p(z) =a, +a,z+ -+ + a Z (a_ =20, nz=1)
0 n n

1
be a polynomial of degree n —— then

M(r;p(z)) ~ Ianlrn (r + »).

2.7 DEFINITION An entire function is said to be transcendental if it is not

a polynomial.

2.8 LEMMA If f is transcendental, then for any polynomial p,

. M(r;p) _
1 ——IE = 0.
r > o MEif)

2.9 DEFINITION If £ Z C is an entire function, then its order p(= p(f)) is
given by

T 19 iOQ-M(r;f)
T = oo Ogr

[Note: Conventionally, the order of £ = C is 0.]

2.10 REMARK The reason that one works with log log M(r;f) rather than

log M(r;f) is that if f is transcendental, then

1lim loglM(r;f) = o,



2.11 EXAMPLE Every polynomial is an entire function of order 0 (cf. 2.6) but

(o0}

there are transcendental entire functions of order 0, e.g., I e I (cf. 2.27).
n=0

2.12 EXAMPLE The entire function exp Z? n=1,2,...) is of order n. On the

other hand, the entire function exp e? is of order .

2.13 DEFINITION f is of finite order if p is finite; otherwise, f is of

infinite order.

2.14 IFMMA An entire function f is of finite order iff there exists a positive

constant K such that

M(r;f) < exp rK (r > > 0),

the greatest lower bound of the set of all such K then being the order of f.

2.15 LEMMA An entire function f is of finite order iff there exist positive

constants B, C, and K such that

M(r;f) < B exp CrK (r >>0),
the greatest lower bound of the set of all such K then being the order of f.

[Note: In general, the constants B and C depend on K.]

2.16 APPLICATION Suppose that £ is an entire function of finite order. Given

a complex constant A, let fA(z) = f(z + A) — then p(f) = p(fA).

[For 3 K > 0:

M(r;£f) < exp =

(r > > 0).
But

z[ < [a] = [z + &] < 2]z]



Mr;fy) < exp 26 (x> > 0).]

2.17 APPLICATION Suppose that £ is an entire function of finite order. Given
a nonzero complex constant A, let fA(z) = £(Az) -— then p(f) = p(fA) .
[For 3 K > O:

K

M(xr;f) <expr (r>>0).

But

|2z| < |a]]z]
M(r;fA) < exp |A|KrK (r > > 0).]

2.18 IEMMA If M(r;f) ~ h(r) (r » «), then

Tim 109 log M(r;f) _ 3m log iog h(r)
r + o og r r > o og r

PROOF Assuming that r > > 0, write

log M(x;£) = 1og<M(f1"(§§ h(r))

log h(r) + 1log L——“i;(g

log h(r) | 1 + =2 M(r;f)

Tog B(®) °9 ~h(D)_

log log M(r;f) _ log log h(r)

log r log r




1 M(r;£)
N logll + 1 hmwy 199 —h@E)?
log r '

from which the assertion.

2.19 EXAMPIE If C is a positive constant, then

r
Tm g logCe _,
faw  logx

This said, take now in 2.18

r
h¢)=%

to conclude that the entire functions sin z and cos z are both of order 1 (cf. 2.5).

[Note: Define entire functions

sin vz

vz

, COS vz
by the appropriate power series -- then each is of order %—.]

2.20 EXaMPLE Put
_ > .z -t
Fl(z) = fl t"e “dt.

Then Fl is entire and

mnﬁ)=éﬁw§ﬂ1+méy

Therefore

log M(r;T;) ~r logr (r > ),

SO p(Fl) = 1.

Sometimes it is simpler to work directly with log M(r;f).



2.21 EXAMPIE Fix o > 0 and let

o n
£ (z) = JT @+ 2.
o n=1 ™

Then

o) n
log M(xr;£ ) = I log(l + _r_)
& n=1 nOLn

1
u —_—

=~ r o
= fO log(l + uocu)du + O(r™)

2 -Z-1
— . a

flt logtdt (r > o),

Qi

where we made the change of variable t = —% . In the integral

u
/]t log t dt,
2
let x = £ , hence
&
o] 001ng2
771 2 dx

Therefore 5



As will now be seen, the order p of an entire function f can be computed

from the coefficients of its power series expansion at the origin.

2.22 SUBLEMMA If there exist positive constants A and K such that

M(r;f) < exp Ar® (r > > 0),
then
eAK)n/K
n

e | <« (n>>0).

PROOF For ¥ > > 0, say r = ro,

e | < M————(rr’lf) < exp(ar” - n log ).

As a function of r,
ArK -nlogr

achieves its minimum at L where ri =n/(AK). But for n > > 0, r, 2y And

K
exp(Ar - n log )

n n,1l/K
exp (A E)exp(- n loq(ﬁ) )

n/K)

exp () exp (1og ()

= (955)H/K.

n

2.23 ILEMMA If there exist positive constants A and K such that

eAK)n/K

o | < EX (> >0),

then v £ > 0,

M(r;f) < exp(@A + f—:)rK (r >>0),



hence
M(xr;f) < exp K+ e (r > > 0).
PROCF We can and will assume that Co = 0 and
le | < G /R s,
n n
Accordingly,
z n
M(r;f) < I |c |r

n
n=
_ (eArK n/K
n=1 n/k .

Put m = [n/K]:

Therefore

& O™ (ar’)
&y

= § L Zm g fym
V2T )
m!

<, 22m pKym

2 m!



1 (A+e/2 m+l K,m+l

a + e/2)m+HK (mrt1)
3 m!

=C

m+l K (m+l)
r

m!

‘3; (A + ¢/2)
m=1

(A + ¢/2) (rK) (exp (A + e/2)rK -1)

A

(A + ¢/2) (rK)exp (A + e/2)rK

exp(A + fs)rK (r > > 0).

A

2.24 THEOREM The order of the entire function

f(z) = 2 cz
n=0 n

n
is given by

n logn

p= T ey
r_)oclogr(l cn)

or, equivalently, is given by

p = 1lim log n
r->oolog 1
lcn‘l;n

[Note: The terms for which C, = 0 are taken to be 0.]

PROOF Suppose first that p is finite — then for any K > p,

M(r;f) < exp r™ (r > > 0),
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thus by 2.22,
e, | < (%If—)n/K n > > 0).
Therefore
1
log =
K > log n + ek (n>>0).
log =77 109 —11
le,| e, |
But
lim log = o
nre e |70
S0
K= 1lim log n
n > log l
1/n
o |7/
=>
o> Tm logn |
n->ow 1 1
1/n
To reverse this, let
K' > Iim log n .
n - e« 1 1
7 e,
n

Choose a positive integer N(K'):

Iogn .k (> NEKY)

1
lOg Ic ll;n

n
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or still,

el < (f—l)n/K' (n > N(K")).

Then, thanks to 2.23 (with A = Eéﬁ%, given € > 0, there is an R(g):

Kl

M(r;£) < exp(—é%(—,— + e)r < exp e (r > R(e)),

hence

p <K' +e=>p <K' =>px< 1lim —-——E%QAE—— .
Rl A
n

In summary: For p finite,

o= Tim lig n_
LG
C
n

Turning to the case of an infinite p, on the basis of what has been said above, it

is clear that if
n > log ——a7m
is finite, then p is finite, i.e., if p is infinite, then
Tﬁn_ lc;gn
nTe i
c
n

is infinite.

2.25 APPLICATION The order of an entire function is unchanged by differentiation:

p(f) = p(£").
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2.26 EXAMPIE Iet 0 < p < « — then the entire function
fz) = 1 &VP D
n=1

is of order p.

2.27 EXAMPLE The entire function

1 .n n
f =
@ = 5 ()"

is of infinite order and the entire function

o 2
£f(z) = % e

n=0

is of zero order.

2.28 EXAMPIE Fix o > 0 — then the entire function

o n
ML (z) = 3 _..._..E_._._
o n=0 I'(on + 1)

is of order %-.

[Note: Obviously,

B ® Z" oo Z
M, (z2) = § mg——ar= L —=g¢g
1 n=0 'n + 1) =0 n!
ML,(2) = I =m0 v = & =57 = cosh vz.]
2 =0 I'?n + 1) =0 (2n)!

2.29 EXAMPIE The Bessel function Jv(z) of the first kind of real index v > -1
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is defined by the series

n,z,2n
-1

ni’'(v +n+1) '

Z,V

" =z

2 n=0
where (gov = exp(v log go, the logarithm having its principal value. Multiplying

up,

Zy =V
3™ 3, (@)

is therefore entire and, moreover, it is of order 1.

2.30 EXAMPLE Fix o > 1 — then the entire function

@a(z) = f: exp (- ta)cos zt dt

is of order 2 .
o—1

[One first has to check that @a(z) really is entire, which can be seen by
noting that it is uniformly convergent on compact subsets of C:

lcos zt] < et’ZI

=>

lexp(- t¥)cos zt| < exp(t|z| - t%) < exp(- t)

for all t such that t*1 > 1 + |z|. This settled, to compute the order, write
T o n_2n 2n
_ @ _La (-1)"z7t
2 (2) = Sy exp (- t7) E (2n) ! dat
w |7 - 2n
_ 3 _,a..2n (-1)"z
= nz fo exp( t)tTde ——(2—1:1)—!-
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co n
Ol

2n + 1 2n
T( ) z
=0 (2n)! o

r

and then proceed... .]
[Note: As a special case,

o.(z) = & /i (22
2(2) = 3 /1 (=T,

an entire function of order 2 (by direct inspection).]

2.31 ILFMMA If fl,f2 are entire functions of respective orders Py 7Py and if

0, < Py (pl < pz), then the order of fl + f2 is < p, (= pz).

'._l

2.32 EXAMPLE Take f. = €2, f. = —e> — then py = o

1 2 = 1 but the order of

2

1 + f2 is 0.

2.33 EXAMPLE If f is an entire function of order p, then for any polynomial

p, the order of f + p is equal to p.

2.34 IEMMA If fl’f are entire functions of respective orders Py 7Py and if

2
pp <0y (pl < pz), then the order of flf2 is < p, (= 02).
z -z

2.35 EXAMPIE Take fl =e, f2 = e =~ —— then Py =Py = 1 but the order of flf2

is 0.

2.36 EXaMPIE If f is an entire function of order p, then for any nonzero poly-

nomial p, the order of pf is equal to p.

[Note: If the quotient g-is an entire function, then it too is of order p.
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£ o _f__ - .£ =
Proof: p(p) olp p) p(£).]

2.37 ILEMMA If f£,9 are entire functions and if g- is an entire function, then
f
p(g—) < max(p(£),p(g)).
PROOF Since g - §= £, in the event that p(g) > p(g), we have
£ f
=) = « ) = pl(f cf. 2.34),
p(g) olg g) p(£) ( )

leaving the case p(g-) < plg).

2.38 EXAMPLE Consider the theta functions
0, (z|1)
@2 (z|T)

04 (z|1)

94(z[T )

of the Appendix to §1 -— then each is of order 2. First

@2(z|T) =0,(z + gh)

i

05(z[1) = 6,(z + 5|1 .

Therefore

0(92) 0 (@l)

p(63) = p(9,),



1s6.

provided that @l and 0 4 are of finite order (cf. 2.16). Next, recall the relation

0, (z|1) = - /1 exp(/-1 z +%n/—? T)0,(z + TrTT]T).
Granting for the moment that p(@l) = 2, the fact that exp(v/-1 z) is of order 1
in conjunction with 2.34 forces
0(0,(z + ) = 2

from which p(6)4) =2 (cf. 2.16). To deal with @l, given z, let

A= (2]|z] + log 2)/log|l/a| - %

Then
1.2
© n+3)
o zlnl <2 3z |q 2 @t DI
n=0
1,2 1
n+3) n+x
<2 3 |q 2 e(2n+1)|z|+2 5 (%) 2
n<i n>A
@) + 1) |z clz|?
= Ofe ) = O(e ).

Therefore p(@l) < 2. That p(@l) = 2 is established in 4.27.

2.39 EXAMPLE The entire function

is of order 2.

2.40 NOTATION Given an entire function f, let

A(r;f) = max Re f(z).
lz| =«
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2.41 RAPPEL If for some C > 0, d > 0,

Alr;f) < Crd r>>0),

then £ is a polynomial of degree < [d].

2.42 TEMMA If £ is entire and if the order of F = ef is finite, then f is a
polynomial (and the order of F is equal to the degree of f).

PROOF From the definitions,

log |F(z)| = Re £(2),
hence
log M(r;f) = A(xr;f).
But vV ¢ > 0,
1og Iog MEE) < o(m) +& (x> > 0),
thus
log M(r;F) < LPE) +e (xr >>0)
and so
Ar;f) < rp(F) te (r >>0).

Therefore £ is a polynomial of degree < [p(F) + ¢] or still, f is a polynomial of

degree < [p(F)].



§3. TYPE
Iet £ be an entire function of order p, where 0 < p < o,

3.1 DEFINITION The type T (= T(f)) of £ is given by

Y > o rp

3.2 EXAMPLE The entire function

n

exp(a0 +agz + .- +anz ) (an #0,n=1)
is of order n and type |a_].

3.3 EXAMPLE The entire functions
sin Az

a=0)
cos Az

are of order 1 and type |A|.

3.4 DEFINITION f is of maximal type if T = «», of minimal type if 7 = 0, and

of intermediate type if 0 < T < =,

3.5 REMARK f is of finite type if 0 < T < «, which will be the case iff there

exists a positive constant C such that

M(r;f) < exp crf (r >>0),

the greatest lower bound of the set of all such C then being the type of f.

Here is a formula for the type parallel to that of 2.24 for the order.



3.6 THEOREM The type of the entire function

f(z) = ¢ c =z
n=0 n

n

is given by

1

p/n
pe .

T = Iim (n{cn

n -

PROOF Suppose first that T is finite -~ then for any A > T,

M(r;f) < eprrp (r >>0),

thus by 2.22,
peA\n/p N
lcnl<(n) n>>0),
SO
A > —l—nlc Ip/n (n>>0).
pe n
Therefore
A> 'ple— Tim (nlcnlp/n)
n -+ «
=>
r>L Tim (nlc lp/n).
pen—>oo n
To go the other way, let
K' >~ Tim (e [p/n).
pen—>oo n

Choose a positive integer N(K'):

1

> nlcnlp/n <K' (n>N(K"))



or stilil,

gl < EEMP @ s nw).

Then, thanks to 2.23 (with A = K', X=p), given any € > 0, there is an R(g):

M(r;£) < exp(R' + €)r° (r > R(g)),

hence
T <K' 4+¢=>71 <K =>TS—l— lim (n]c lp/n).
pe n
n —+ o
In summary: For 1 finite,
T= L+ Tm (n|c Ip/n).
pen-—>-00 n

Turning to the case of an infinite 1, on the basis of what has been said above, it
is clear that if

L 1 (n{cn!p/n)

pen——>oo
is finite, then T is finite, i.e., if T is infinite, then

L 1 (n|c
pen—>oo n

lp/n)
is infinite.

3.7 APPLICATION The type of an entire function is unchanged by differentiation:

T(£) = t(£f").

3.8 EXAMPIE Iet 0 < p < «» — then the entire function

- (e _\n/p n
f(z) = £ ( ) z
e B log n



is of order p and of minimal type.

3.9 EXAMPIE Iet 0 < p < o« —— then the entire function

£(z) = ¥ (pe 2IMyn/0 n
n=2 n

is of order p and of maximal type.

3.10 EXAMPLE The entire function

2
Z —> fé eZt dt

is of order 1 and of type 1.

3.11 EXAMPIE Iet 0 < p < », 0 < T < » — then the entire function
f(z) = I (9%3—1)1'1/p Z"
n=1

is of order p and of type Tt (cf. 2.26).

3.12 EXAMPLE Fix o > 0, A > 0 ~- then the entire function

(e}

_ (az)"

is of order g'c—and of type A (cf. 2.28).

3.13 EXAMPIE Fix t > 0 and let

® —tn2 nz
0,(z) =1+ I (e B T

n=1

. 1
Then et is of order 2 and of type T



[Note: As a special case,

=1+ Z
n=1

elog 2

m

an entire function of order 2 and of type Z_Ié§"§'(Cf‘ 2.39).]

3.14 ILFMWMA Iet fl,f2 be entire functions of respective orders DY where
0 < o1 < = 0 < Py < and respective types TyrTye

e If Py < Y then p(flfz) = p(fz) and T(flfz) =Ty

e If Py = p2, if 0 < 1 < o, if Ty = 0, then p(flfz) =p; = p2 and
T(flfz) =T;-
e If Py = Pyr if Tl = oo, if 0 < Ty < «, then p(flfz) =0y = p2 and

T(flfz) = oo,



§4. CONVERGENCE EXPONENT

let {rn:n =1,2,...} be a sequence of positive real numbers with

O0<r, <r

1 = 23... (rn—>oo),

finite repetitions being permitted.

4.1 DEFINITION The greatest lower bound k of the positive p for which the series

g L
n=1 ¥
n
is convergent is called the convergence exponent of the sequence {rn:n =1,2,...}.
N.B. If ¥ p,

N |

Z — = oo,
n=1 r¥
n

then take K = o,
4.2 EXAMPLE The seguence {e™} has convergence exponent 0.
4.3 EXAMPLE The sequence {log n} has convergence exponent .

4.4 REMARK Take k < = —— then the series
L E
=1 r
n

may or may not converge.

[The sequence {n} has convergence exponent 1 and I % is divergent while the
n=1
sequence {n(log n)z} also has convergence exponent 1 but I 1
n=2 n(log n)

5 is convergent.]



4.5 LEMMA We have

« = Tim 290
logrn

n -»> o«

4.6 DEFINITION The counting function n(r) (r

v

0) of the sequence

{rn:n =1,2,...} is the number of r, such that r, <r, i.e.,

n{r) = r 1.
r <r
n

[Note: n(r) =0 for 0 <r < ry- In addition, n(r) is right continuous,

increasing, integer valued, and piecewise constant.]

4.7 EXAMPLE Take r,=n v n — then n(r) = [r].

4.8 EXAMPLE Let {rn:n =1,2,...} be the sequence derived from the lattice points

in the plane (excluding (0,0)) -- then

y L. 5 1
n=l r  @mm)=(0,0) w? + n?)P/2

the series on the right being convergent if p > 2 and divergent if p < 2, hence
K = 2. And here

n(r) ~ Trr2 (r » ).

4.9 TLEMMA We have

lim —=———== 1lim ,
r_H,ologr 1q_)oologrn

4.10 APPLICATION The convergence exponent k is given by

T %—9—@9- (cf. 4.5).
Ogr
r - o



4.11 DEFINITION Take k < « — then the density of the sequence {rn:n =1,2,...}

is
= Il
A= lim To
n > orpr

n

4.12EXAMPLEFixp>landletrn=np-—thenl<=l/pandA=l.

4.13 LEMMA We have

n(r)

r > r

4.14 DEFINITION Take k <« -- then the genus of the sequence {rn:n =1,2,...}

is the smallest nonnegative integer g such that

is convergent.

4.15 LEVWMA Assume that « is finite.

e If k is not an integer, then g = [K].

e If ¥ is an integer, then g =k - 1 if I -—l—isconvergentwhileg=|<

n=1 r
- n
if X -llg is divergent.
n=1 rn

Having dispensed with the formalities, we shall now come back to complex variable
theory. So suppose that £ is a transcendental entire function of finite order p.

Arrange the nonzero zeros of f in a sequence ZyrZoreee such that

0 < |z| < Jz5] < ...



with multiple zeros counted according to their multiplicities and let r, = lzn

4.16 THEOREM Given ¢ > 0,

—— n(r)
1im p+ €

r >oor

<e(p +¢).

Before detailing the proof, it will be best to make some initial reductions.
e If the number of zeros of f is finite, then n(r) is eventually constant

and the result is trivial. It will therefore be assumed that r = [z | > =.

e If £(0) = 0, write £(z) = 27g(z) (g(0) = 0) — then the order of f equals
the order of g (cf. 2.36) so we can just as well assume from the beginning that
£(0) = 0.

e Since multiplication by a nonzero constant does not affect the order of the

zeros, there is no loss of generality in assuming that |[£(0)| = 1.

4.17 JENSEN INEQUALITY If |£(0)| =1, then v r > 0,

n(t) ¢ < log M(r;f).

r
/ 0 t

Proceeding to the proof of 4.16, fix a parameter ) € ]0,1[ -- then

n(t) n(t)
Jo L at = £ e

v

dt
n(ir) /J;r N

n(ir) log *

or still,

n(r) < “‘l“I log M(r;f)



or still,
n (\r) < 1
log M(r;f) ~ 1
og M(r;f) log ¥

Therefore

Iim nr) __1 .

r S o 1og M(r;£) log%
But

log M(r;f) < rP TE x>0,
thus

Tim n(iré <1 T

r &> o1 log —

A

or still,

m n(r) 1 1 .

To finish up, simply take
y = oot e)

4.18 APPLICATION If f is a transcendental entire function of finite order p,

then v ¢ > 0,

o * &,

n(r)

4.19 LEMMA If [£(0)] = 1, then

n(r) < log M(er;f).

PROOF In fact,
_ er dt
n(r) = n(r) fr T



sfirg—%ldt

sfgrp—(tt:—)—dt

IA

log M(er;£).
4.20 THEOREM If f is a transcendental entire function of finite order p, then
the convergence exponent k of the sequence {r_ = Izn]} is < p.

PROCF This, of course, is trivial if f has a finite number of zeros (for then
Kk = 0), so as above it will be assumed that f has an infinite number of zeros (hence

that r = [z | + =), matters reducing to the case when [£(0)] = 1:

_ = log n(r)
K = rliﬂloo —T.a—r— (cf. 4.10)

= log log M(er;f)

< lim (cf. 4.19)
L > o Tog r

< Tm log log M(er;f) = log er
r > lor er log r

= E.—m— lOg l;_)g M(r;f)
r —» o Ogr

= p.

4.21 COROLIARY If p > p, then

o]

5 1
n=1 |z_|P
n

< oo,

4.22 EXAMPLE It can happen that Kk < p. E.g.: If f(z) = ez, then p = 1 but



2
. ' . Z .
there are no zeros, thus k = 0. Another "for instance" is given by e~ sin z,

where Kk = 1 < 2 = p.
[Note: The so-called canonical products constitute a class of entire functions

of finite order for which k = p (cf. 5.10).]
4.23 REMARK If « is positive, then f has an infinite number of zeros.

4.24 DEFINITION Iet f be a transcendental entire function of finite order p --

then f is said to be of convergence class or divergence class according to whether

[o}

1

n=1 |z_|“
n

is convergent or divergent.
4,25 EXAMPLE The transcendental entire function

f£z) = T[ - —2—)
n=2 n(log n)

is of order 1. Here k = 1 and f(z) is of convergence class (cf. 4.4).

4,26 EXAMPLE The transcendental entire functions
sin z

cos 2

are of order 1 and of divergence class.

4.27 EXAMPLE Consider the theta functions
0, (z|1)
0, (z[1 )
@3(ZIT)

64(211)




of the Appendix to §1 — then the zeros of each of them are enumerated there and

in all four cases,

oo

1
n=1 |z_|P
n

is convergent if p > 2 and divergent if p < 2 (cf. 4.8), hence k = 2. On the other

hand, it was shown in 2.38 that p(@l) < 2, so p(@l) =2 (=> p(@z) = p(O3) = p(®4) = 2).

Therefore the theta functions are of divergence class.

4.28 LEMMA If |£(0)]| =1 and if 0 < p = Kk < », then

A < ePr.

PROOF In fact,

A= Tim 28 (el 4.13)
Y - o rK

= & log M(er;f)

< lim e (cf. 4.19)
r - (er)I<

. T P log Mlerif)
r o> (er)?

= Tm P 109 Mr:f)
r > o rP

et (cf. 3.1).

Maintaining the assumption that f is a transcendental entire function of finite
order p, suppose further that £ is of finite type T (cf. 3.5), so p > 0.
4,29 THEOREM We have

lim
r>oo r

< peTt.



The technical key to proving this is to employ a generalization of 4.17.

4.30 JENSEN INEQUALITY If f has a zero of order m at the origin, then

f(m) (0)
0

n(t) < ey
o Bk at < log M(r;f) - log } —

[Note: When m = 0, the correction term becomes
- log |f(0)|

which disappears if in addition [£(0)] =

To establish 4.29, start by fixing a parameter A € ]0,1[ and then proceed as

in the proof of 4.16:

/5288 gt > n(w) 1og 5

0 t
or still,
(m)
n(x) s —— (log M(x;£) - log ‘L%@.'rm
log A i
or still,
n(ir) < 1 (1 - )
Iog M(r;f) I log M(x;f) °°
log 5
But
E L Lr=0 (cf. 2.10).
Ir - © Og M(r )
Therefore
—— Ar) 1
T n( .
. i@ log M(r;f) ~ i
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Since f is of finite type, Vv € > 0,

log M(r;f) < (1 + e)rp (r > > 0).

And this implies that

m n()\r) < 1
r + o (T + e’ log %-
or still,
NETY n(r) < T+ ¢
N 1°
r > 1 )\ logx
Setting A = e—-l/p then gives
1im n(r) < pe(t + ¢),
r>o r°
so in the limit (¢ -~ 0)
1im n(r) < peT.
r+o r°

4.31 REMARK It follows that if £ has finite order and finite type, then 4.18

can be sharpened to

n(r) = o).



§5. CANONICAL PRODUCTS

Given a nonnegative integer p, let

E(z,0) =1 -2z (p=0)
and

2 p

E(z,p) = (1 - z)exp(z +52—+ cee + =) (p>0).

Z_.
p
[Note: The polynomial

2 P
7+ 2 4 ... 4 2
2 p

is the pth partial sum of the expansion

o Zk
log = LI 5 .]
k=1 X

5.1 DEFINITION The functions E(z,p) are called primary factors.

5.2 LEMMA If |z| < 1, then
IE(z,p) - 1| < |z|PM.

PROOF Assuming that p is positive, write

E(z,p) =1+ Z A zn.
n
n=1

Then

z nAn zn_l .
n=1

E'(z,p)

Meanwhile,

2 P
E'(Z,p) =—Zp e}{p(z.}._zi_-l— e e +_z.§_).



Therefore

On the other hand, E(1,p) = 0, so

r |al=1
n=p+l

Accordingly,
|z| <1=> |E(z,p) - 1]

pX [An | |z
n=p+1

I n

IA

[oe]

2Pz |a | |z”PE
n=p+l1 n

[oe]

2Pz A
n=p+l a

IN

o+l
2|7

let {zn:n =1,2,...} be a sequence of nonzero camplex numbers with

0 < |zq] = |z5] < oov (fz ] > =),
finite repetitions being permitted. Put r, = lznl and assume that the convergence
exponent k of the sequence {rn:n =1,2,...} is finite.

Fix a nonnegative integer p such that the series

s _1_
n=lrp+l
n

is convergent.



5.3 NOTATION ILet

P(z,p) = [T E(—ZE—,P).
n=1 n
N.B. At the origin,

P(O,p) = 1.

5.4 THEOREM P(z,p) is an entire function whose zeros are the Z -

PROOF Taking into account 5.2, it is a question of applying 1.26 and 1.29. So

consider the series

o

L (B - 1).
n=1 n

Given R > 0, choose N > > 0:n > N => |zn] > R -- then for |z| <R,

Z

p+l 1
< Rp+

[EC-p) - 1] <

n “n ) ,anp+l
and by assumption
1
L, ————— < o,
n>N |z [p+l
n
5.5 LEMMA For all complex z, if p = 0,
log|E(z,0) | < log(l + |z]|),
and if p > 0,
pHl
log|E(z,p) | < C =7 '

P14+ |z
where Cp = 3e(2 + log p).

PROOF The first inequality is trivial. To establish the second inequality,



consider two cases.

lz| <

E_ — then

ptl

log|E(z,p) | = log]| (E(z,p) - 1) + 1]

since log(x+l) < x for x =z 0.

2| >

£ — then

ptl

log|E(z,p) |

N

Il

IA

IN

A

Il

A

IA

log(|E(z,p) - 1| + 1)

IN

|E(z,p) - 1]

1z|Pt (cf. 5.2,

IN

2 P
2|z| +_L%L.+ cee +_l_§§l_

1, 1 1
Pttty
IZIp(Ep—l—)p'l (2+5+ e+

P 1l,p p dt
|z| (l+§) e+

1z|P e(2 + log p)

e(2 + log p) |z|P %H—?r

1, [P
e(2 + log p) (1 + lZ[) T+z]
Zp+l
3e(2 + log p) T 112

p+l
c zI
pl+iz !



since
1+1%T<1+—-pi=1+1+%s 3.
5.6 SUBLEMMA We have
lim n(r) _ = 0.
r = o rp+l
PROOF In fact,
s _l__ @dn(t)
n=1 1:‘p+l 0 tp+l
n
= uim 2y iy 520 g
> P 0 b2
And
nlt) - (ernw) 572
£ tp+
< n(t) o
< (pt+l) f tp+2dt->0 (x =),
5.7 LEMMA Put r = |z| — then for p = 0,

log|P(z,0) | < jﬁ %dt +r f n(t) at,
t

and for p > 0,

‘ n(t) © n(t)
log|P(z,p) | < p+1)Crp (o 1 0 o at + rf} o at) .
PROOF If p = 0,
log|P(z,0)| < & log(l + -——) (cf. 5.5)

n=1 n



.

_ r
= fjy log(1 + Ddn(t)

_ r ® o n(t)
= log(l + —E-)n(t) lo + rfo t—(‘{:Tr)—dt
— (t) n(t)
= log(1 + Pg= l +x/g T 9t
_ .~ n(t)
=Ty vy O

r n(t) © n(t)

o0 1
C’o X ———r—li-——-— (cf. 5.5)
=~ n=1 rp(r+r )
n n

IA

log|P(z,D) |

c rp+l ® dn(t)
‘o P (t41)

Il

rP+l n(t)

2 (ttr) 10

+c £ f°° p + 1 Sn(t)at
P (t+r) tp(t+r)

o+l n(t)
P P b e

o

1 jo 1
+c 22 + yn(t)dt
P 0 "Plitir) P (t4r)?

1 1
=c, T + )n (t)dt
0 "y ptl (t+r) P (t4r) 2



1,.r 00 o) 1
=c Ut D + )n (t)dt
p 0 " Pl Presn)?

r n(t) © n(t)
(p+l)cp rp(fo E:o_—;i* dt + rfr ;P_—'_z— dt).

IA

5.8 REMARK For use below, note that these inequalities involve z only through
its modulus r, hence provide estimates for

log M(r;P(z,p)).

It has been assumed from the outset that the convergence exponent k of the

sequence {rn:n =1,2,...} is finite, thus it makes sense to take p = g, the genus

of the sequence {rn:n =1,2,...} (cf. 4.14).

5.9 DEFINITION

[oe]

P(z,3) = T EC-n)
n=1 n

is called the canonical product formed from the z,-

[Note: P(z,g) is a transcendental entire function and the infinite product

defining P(z,g) is absolutely convergent (cf. 5.4).]

5.10 THEOREM The order p of P(z,g) is equal to k.
PROOF It suffices to show that p < k, hence is finite (for then, on general

grounds, k < p (cf. 4.20)). In any event,

g<k<g+1l (cf. 4.15)
and it will be assumed that g is positive.
Case 1: k< g+1. Choose € > O:x+€ < g+ 1 - then

K+e

n(t) <t (t >>0) (cf. 4.10),



SO

log M(r;P(z,q))

(s1)C, B0 + ff 8 e 4 T gHET82

IA

dat)

Kt+e-1 K+E=1
r 3 ol g‘

K+e-1 + g+l—«—¢’

IA

(g+l)Cgrg(O(l) +

< rK+2€ (x> > 0).

Therefore p < K.

Case 2: k = g+l. Owing to 5.6,

. n(r)
lim gt = 0.
r>oewor
Fix € > 0 and choose Ty
_. n(r) n(t)
r>r0>g+l< ,frtg+2dt<€
Then
log M(r;P(z,8))
< (g+l)C rg(rn(ii + re)

IA

(g+l)Cgrg(re + re)

o+l

Il

2(g+l)Cyer

2(g+l)cger.
Restated: v C > 0,

log M(r;P(z,3)) < & (r > > 0).



Therefore p < k (and more (cf. 5.16)).

[Note: The discussion when g = 0 is similar but simpler.]

5.11 ILEMMA Iet Q be a polynomial of degree g and put

£(z) = R p(z,q).
Then
p(f) = max(qg,«k).

PROOF Since g equals the order of eQ and since k equals the order of P(z,g),

it follows from 2.34 that
po(f) < max(qg,k).

On the other hand, k < p(f) (cf. 4.20). And

o g = 0 ?)

IA

g max (p (£) ,k) (cf. 2.37)

p(f).
Therefore
max(q,k) < p(f).

[Note: It is a corollary that if p(f) is not an integer, then p(f) = «.]

5.12 EXAMPLE The canonical product

z/2

[1-2)e*H () P H 1D e 21 1482 ...

represents

sin mz

- (cf. 1.23).

5.13 EXAMPLE The reciprocal

1 _ vz o Z _ 2
T © r:[=T1 1+ Jexp(- )



10.

is a transcendental entire function of order 1. To see this, take z =-n

n=1,2,...) —thenk=1and g =1 (cf. 4.15). In view of 5.10, the order of

the canonical product

i V4 Z
IE 1+ Dexp(- )

is 1, as is the order of e'?, Therefore the order of ET%ET-equals
max(1l,1l) =1 (cf. 5.11).

5.14 EXAMPIE Let Wy 7y be two nonzero complex constants whose ratio is not

purely real. Put

Qm,n = mu; + nuw, ((m,n) = (0,0))
and consider
- _Z 4 z 1.z 42
"ﬂ' (1 a ,exp(Q + Z(Q ) 7).
m,n m,n m,n m,n

Then here, k = 2 and g = 2 (cf. 4.15). Setting

O(Zle,wz) =TI7 ...,
m,n

it follows that G(z|wl,w2) is a transcendental entire function of order 2.

The proof of 5.10 fell into two cases:

K<g+lork=g+ 1.

5.15 RAPPEL (cf. 4.15)
e If K is not an integer, then g = [K].

e If « is an integer, then g =k - 1 if I
n=1 Izn[

is convergent, while




11.

g=«k if I
=1l |z_|
n

is divergent.

[Note: Employing the terminology of 4.24, in this situation
" P(z,g) of convergence class => g =k - 1

__P(z,g) of divergence class => g = «.]

So, if « is not an integer, then « < g + 1 and if « is an integer, then

k<g+1lif ¢ is divergent but k = g + 1 if I "
n=l |z_| =1 ]zn{

is convergent.

With these points in mind, we shall now proceed to the determination of the
type T of P(z,n).

[Note: The very definition of type requires that 0 < p < ». It is automatic
that p is finite and it is also automatic that p is positive if k is not an integer
or if k is an integer and g = k - 1 but if k is an integer and g = «k, then it will

be assumed that k (= p) is positive.]

e}

5.16 THEOREM If « is an integer and if I | IK
=1 |z
n

is convergent, then P(z,g)
is of minimal type.

[Here k = g + 1, thus the assertion is implied by the "Case 2" analysis in 5.10.]

5.17 LEMMA Take p > 0 — then

A< epT.
PROOF Since P(0,g) = 1, in view of 4.19,
n(r) < log M(er;P(z,n)),

thus



12.

n(r) _ log M(er;P(z,3))

I‘K rK
=>
p= T 2 (or. 4.13) < Tm & 109 Mler:P(z,9))
r > T T > © (er)K

- Tim &P 1og M(er;P(z,3))

r > (er)p
=& T log M(er;P(z,3))
r > © (er)p
= epT.

Suppose that k is not an integer (hence p > 0 and g < k < g + 1).

5.18 LEMMA Put

. _1 1
o, Tt 1x
and
. _ 1 1~
KQ,K = (g + 1)Cg _E:§-+ é+l~K_ (g > 0).
Then
T £ 2K, A,

PROOF Given £ > 0, we have

n{t) < (A + e)tK (t>>0).

Therefore, taking g > 0,

log M(r;P(z,n))
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g, r n(t) = n(t)
< @+ 1Cr (/J(; 1 dt + /] 2 dt)  (cf. 5.7)
< (g + l)Cgrg(O(l) @+ A SET £47872 gy

K-g K=g
iy r
s + (A + g) ___g+l—|<)

IA

(g + l)Cgrg(O(l) + (A + €)

i, K
< ZI\B,K(A + €)r (r >>0).

Since p = k, it follows that

= log M(r;P(z,3)) < K. (A+¢€),

r > o rp 3,K

T < 2K A.
g,K

[Note: The discussion when g = 0 is similar but simpler.]

5.19 THEOREM If k is not an integer, then P(z,g) is of maximal, minimal, or
intermediate type according to whether A = », A = 0, or 0 < A < «» and conversely.

[This is implied by 5.17 and 5.18.]

There remains the case when K is an integer > 0 and I

is divergent
r=l |z_|

(hence g = k). To this end, let

S(r) = % o z<|,
lz_|<r
n
pat
§= Tim 8(x),

r - ©
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and set

T' = max(§,A).

5.20 THEOREM Under the preceding conditions, P(z,g) is of maximal, minimal,

or intermediate type according to whether I' = «, T =0, or 0 < I' < » and conversely.

The proof can be divided into two parts.
e IC>1:
r < cePr.

[First, it can be shown that for some C > 1,

§(r) < C log M(er;P(z,3))

x (r >>0).
Thus
§(r) < (cef) I MEriP(z,8) (15 5 )
(er)®
and so
§ < cer.
Meanwhile,
A< et (cf. 5.17).
Therefore
r < cefr.
® I K>O0:
T < KT,
[Write

P(z,8) = explle |, Ko, 7,)7)
n



15.

x T EZ g-1 M e,
n

lz_|<r “n lz_|2r
n n
where r = |z| and take k > 1 ~— then

log M(r;P(z,3))

< 8§ (r)rK

" (eBsF dn(t) + Bt f _dn(t),

0 (t+r) tg(t+r)
< §(r)c"
g-1 ,r n(t) g+l n(t)
+ (g + l)Cg(r fO ;———dt +r g+2 dat).
But Ve > 0,
n(t) < (A + )t (&> >0).
Therefore
log M(r;P(z,5))
< () + 2(g + l)Cg(A +e)r (xr>>0).
And finally

= Tim log M(r:{P(z,g))

r > » r

IA

§+ 2(g + l)CgA

IN

I+ 2(g + 1T

(1 +2(g + l)Cg)F

KI“.

[Note: Minor modifications in the argument are needed if k = 1.]
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5.21 EXAMPIE In the setup of 5.12, the zeros are +n (n=1,2,...), say

2, = 1, 2, = -1, 2y = 2, Z, = -2,..., hence ry = 1, r, = 1, ry = 2, r, = 21000

sin 7z , .
Here k = 1 and ——n_l— is of divergence class. Moreover,

S(r) =0 (r >0) =>§ =0.

On the other hand,

A= Tim rl’- (cf. 4.11).

n > w n
But
1 _1 2 _2 3 _3 4 _4
T T Ty e T mmy T S my T = Fpeee .
ry 1 r2 1 r3 2 T, 2

Therefore A = 2 and
I' = max(6,A) = max(0,2) = 2.

sin mz

— is of intermediate type.

I.e.:

5.22 EXAMPLE In the setup of 5.13, the zeros are -n (n = 1,2,...), say z, = -
Here k = 1 and —z—I’i(z_) is of divergence class. However, in contrast with 5.21,

S= TH (L+g+ e +3) =o

2
n > o
Since it is clear that A = 1, we thus have
I' = max(§,A) = max(e,l) = oo,

Consecuently,

i Z 4
r];l;- a1+ H)eXP(‘ H)
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is of maximal type. But the order of e’ is 1 and the type of e’? is Y. An

appeal to 3.14 then implies that

1 _ i 4 z
ey = 1 G FReet )

is of maximal type.



8§6. EXPONENTIAL FACTORS

Take a canonical product P(z,g) per §5, let Q be a polynomial of degree g 2 1
and put
f(z) = eQ(Z)P(z,g).

Then
p(= p(f)) = max(qg,«K) (cf. 5.11).

[Note: Recall that it is always true that « < p (cf. 4.20).]

6.1 DEFINITION The genus of f£ is the nonnegative integer

gen £ = max(q,g).

6.2 LEMMA We have
gen £ < p.

[This is because g < k {cf. 5.15).]

6.3 LEMMA If p is not an integer, then the genus of f is [p].
PROOF For here p =« (and p > q). But in general,
g<ks<g+1,
so in this case
g<p<g+l,

thus

gen f = max(q,3) = max(q, [p]) = [pl.

6.4 LEMMA If p is an integer, then the genus of f is either equal to p or to
o - 1.
PROOF The genus of f is necessarily less than or equal to p (cf. 6.2). If



it is less than p, then g < p (=> g < p - 1) and p = k, hence

In

g<psg+l.

i

But by assumption, g < p. Therefore g=p - 1 and

gen £ = max(q,g) = max(q,p - 1) = p - 1.

6.5 REMARK Vhen p is an integer, there are five possibilities.

N

(1) x<p, K, a=p,gen £=0p

(ii) k =

©

Py 9=p, gen £=0p

r

O,q<p,genf=p
(iv) k =p, g=p~-1,g=p, gen £ =p

g
g
(iii) k =p, g
g
(v) x=9p0,8

=p"‘qu<prgenf=p-l-

And examples illustrating the various possibilities can be constructed.

6.6 THEOREM Suppose that p is nonintegral —— then f is of maximal, minimal,
or intermediate type according to whether A = «», A = 0, or 0 < A < » and conversely.

PROOF In this situation, p = k (the order of P (cf. 5.10)), while p > g (q the

order of eQ) . Therefore the type of f equals the type of P (cf. 3.14), so we can

quote 5.19.

6.7 THEOREM Suppose that p is integral. Assume: g < p — then f is either
of minimal type or of intermediate type.
PROOF The assumption that g is less than p puts us in cases (i), (iv), or

[oe}

(v) above. Since the series I

| 5 is convergent, one can replace k by p in
n=1 |z_|
n

5.16 and conclude that P(z,g) is of minimal type.



e In case (i), the order of e is strictly greater than the order of

P:q > k. Therefore

() = 1) = lagl = 0 (c£. 3.14),
so £ is of intermediate type.

® In case (iv), the order of eQ and the order of P are one and the same:

g = k. Since 0 < T(eQ) = ]aql < w, 0 = 1(P), the conclusion is that T(f) = Iaql
(cf. 3.14), thus £ is of intermediate type.

® In case (v), the order of eQ is strictly smaller than the order of
P:q > k. Therefore
T(f) = 1(P) =0 (cf. 3.14),

i.e., £ is of minimal type.

Assuming still that p is integral, it remains to deal with cases (ii) and

(iii) (=> g = p). Agreeing to write

a =a ifg-=
0 q qa=o
a =0ifg<p,
_ 9]
let
S) = la += 1 z P,
PP |z_|<r n
n
put
§ = lim ¢&(r),
Y > o
and set

T = max(§,A).



6.8 THEOREM Suppose that p is integral. Assume: g = p —— then f is of

maximal, minimal, or intermediate type according to whether T , ' =20, or

I
8

0 < T < » and conversely.

PROOF The case (iii) scenario is straightforward: g < k = p, hence T(f) =
T(P), the latter being controlled by 5.20 (ap = 0, so the T there is the T here).
As for what happens in case (ii), simply repeat the proof of 5.20 subject to the
complication resulting from the presence of aq # 0 in the definition of §, the trick

being to write

1 -0,.,0
f(z) = exp((a_+ = I oz ")z exp(Q(z) - a z
S EN P

©)

x 1T EZ -1 1T .

Izn|<r n |z_|>r “n

6.9 REMARK Under the preceding assumptions, if £ is of minimal type, then

8

1-o_a
1 2° P
n

o
T



§7. REPRESENTATION THEORY

Iet f be an entire function -~ then as regards its zeros, there are three
possibilities.

1. £ has no zeros.

2. f has a finite number of zeros.

3. f has an infinite mmber of zeros.

7.1 THEOREM If f has no zeros, then there is an entire function g such that

£ =9,
1
PROOF Since f has no zeros, %—is entire, as is %—u Define g by the prescription
- 2 £'(t)
g(z) = fo _f_(_t)—dt'
]
the path of integration being immaterial -- then g' = g . And

(fe"g)' =fle J - fg'e-_g

£

g | I +
e °(f £ 7 )

i

= 0.
Therefore

£z)e 9@ = £(0)e 9O = £(py

£(z) = £(0)e7 (3

Conclude by absorbing f£(0) into the exponential.

7.2 REMARK If f has no zeros, if f = eg, and if f is of finite order, then g

is a polynomial (cf. 2.42).



Suppose now that £ is an entire function with finitely many zeros z, 2 0,...,

1

z * 0 (each counted with multiplicity), as well as a zero of order m > 0 at the

origin -- then the entire function
n £ z
£(z)/z° T @ -2
k=1 k

has no zeros, hence equals
9(2) ,

where g(z) is entire, so
m g(z) e z
f(z) = 2%e3% T (1-29.
k=1 k
N.B. If f is of finite order, then g is a polynomial (cf. 7.2).
Assume henceforth that f is a transcendental entire function of finite order
o with an infinite nurber of nonzero zeros'{zn:n > 1} and a zero of order m > 0 at

the origin. Set II(z) = P(z,g).

7.3 HADAMARD FACTORIZATION We have

f(z) = ZmeQ(Z)H(Z),

where Q(z) is a polynomial of degree g < p.

PROOF The quotient

f(z)
nz)
is entire and has no zeros, thus can be written as eQ(Z), where Q(z) is entire.
Owing to 2.37, the order of
@)

ﬁmﬂ(z)



is < the maximum of p and the order of Zmn(z), the order of the latter being that
of M{(z) (cf. 2.36), which in turn is equal to k¥ (cf. 5.10). But k is < p (cf. 4.20).

Therefore the order of eQ(Z) is < p, so Q(z) is a polynomial of degree q < p (cf.

2.42).

7.4 REMARK If f is a transcendental entire function of finite nonintegral
order p, then it is autamatic that f has an infinity of zeros.
[In fact,
o0 = max(qg,<) (cf. 5.11) => p = k.

But if f had finitely many zeros, then of necessity, «x = 0... .]

By definition (cf. 6.1),

gen £ = max(q,n)
and the simplest cases
-0
gen £ =
1

are of special interest.

7.5 LTEMMA If gen £ = 0 or 1, then p < 2.
PROOF If p is not an integer, then gen £ = [p] (cf. 6.3), hence p < 2. On

the other hand, if p is an integer, then gen £f = p or p - 1 (cf. 6.4), hence p < 2.

@ gen £ = 0. Here gq= 0, so Q(z) = C, and

f(z) = 20 T Q- 2—9,
n=1 n
where

o0

5 1

n=1 {znl

< o




e gen £ = 1.
~ g=1 )
= f(z) = zmeaz+b T a- —;——)eﬂ n,
_g=1 n=1 n
where a # 0 and
% 1 <
n=1l |z_]|
but
> Zl = o,
n=1 |“n|
~ q=0
o0 z/z
= £(z) = 2% [ A -Z9e P,
_g=1 n=1 n
where
z 1 5 < oo
n=1 |z_|
n
but
5 -Zl = w,
n=1 |“n|
-~ q=1
= f(z) = Zmeaz+b T @- _z__),
g=0 =1 n

where a # 0 and




§8. ZEROS

Iet £ be an entire function.

8.1 DEFINITION A critical point of £ is a zero of f'.

Suppose that
k m,
£(z) = T] (z - Zi)
i=1
k
is a polynomial of degree n, thus I m, =n and the z; are distinct. There are
i=1

then two kinds of critical points.

® A zero Z; of multiplicity m, > 1 is said to be of the first kind.
Counting it m, - 1 times (its multiplicity as a zero of f£'), it follows that there

are n - k critical points of the first kind.
® Since the degree of f' is n - 1, there are k - 1 additional critical

points, these being termed of the second kind. They are not zeros of f but are

1
zeros of :f,—f— (defined on C - {z .,zk}), i.e., are zeros of

170"

8.2 REMARK There is no simple relation between the number of distinct zeros

of a polynomial and its derivative.
k 2
(1) The polynomial J| (z - 1)° has k distinct zeros while its derivative
i=1

has 2k - 1 distinct zeros.



(2) The polynomial z' - 1 has n distinct zeros but its derivative has

just one.

(3) The polynomial zn_l (z = 1) has two distinct zeros as does its derivative.

8.3 THEOREM The zeros of f' belong to the convex hull of the zeros of f.

PROOF It suffices to consider a zero Z, of the second kind:

k m__.L k m
L o =0= L —=—=0
i=1 70 i i=l z. - 2
0 i
=>
k zZ. -z
Tomo—0 1 __9p
i=1 |z —zl2
0 i
=>
k m:.L k zi
’ lEl |z —z|2=izlm |z —z|2
0 0 1
=>
k
Zg = L A%,
l—-
where
m,
i
|2y - 2 )°
3 0 i
, = >0
+ k m
v J
=1 |z, - 2,]°
0 J
and
k
r o o= 1.



3.4 EXAMPLE There are transcendental entire functions for which this result

is false.

[Take

2
f(z)=zexp%—.

It has one zero, viz. z = 0, but its derivative

2
£1(z) = (L + z°)exp z

has two zeros, viz. * v-1.]

8.5 NOTATION Given a nonempty closed subset T of C, let < T > stand for its

closed convex hull.

8.6 ILEMMA Iet f be a transcendental entire function of finite order p with
gen £ = 0. Assume: The zeros of £ lie in T — then the zeros of f' lie in < T >.
PROOF Decompose £ per 7.3:
£z) =c" T 1 -2,
n=1 n

and put

N
m z
fN(Z) = Cz (l - -Z——) .
n=1 n

Then

fN > f (N > )
uniformly on compact subsets of C, so
fI{I -+ f! (N » )

uniformly on compact subsets of C. But the zeros of f' are limits of zeros of the



flzl’ these in turn being elements of < T > (cf. 8.3).

[Note: In terms of p,

0<p<l=>genf= [p] 0 (cf. 6.3)

or

p=landgenf=p-1=1-1=0 (cf. 6.4).]

8.7 EXAMPLE The transcendental entire function

K
f(z) = I cos(z - k /=1)1/?
k=0

is of order 1/2 and its zeros lie in the set
T:Rez2>204&0<Imz < K.

Since here T = < T >, the zeros of its derivative also lie in T.

8.8 REMARK Take p = 1 and suppose that the conditions of 6.8 are in force with

f of minimal type, hence I' = 0 and

s L =_a  (cf. 6.9)
ot 1
n=1 ™
E - ao
Then 8.6 still goes through. Thus write
maz -+ z _Z/Zn
f(z) =Cze {[ 1 - E——)e (cE. 7.3)
n=1 n
and let
m az N z _Z/Zn
£.(z) =Cze (1 - —e .
N Z
n=1 n



Since

N
Z—]-—“a+0(N+oo),

Z
n=1l “n

it follows that

fN—>f(N—>-oo)

uniformly on compact subsets of C.

8.9 EXAMPIE Fix T > 0 -~— then

£(z) = (22 - 1)e?
is a transcendental entire function of order 1 and type T and its zeros lie in

the convex set [-1,1]. On the other hand, f has a critical point at

- % m+ A + 1) £ [-1,1].

Therefore the assumption of minimal type cannot be dropped in 8.8.
Before proceeding further, it will be best to recall some standard generalities.

8.10 LEMMA Suppose that £ is a real analytic function —- then in any finite
interval I, f has at most a finite number of distinct zeros.

[Note: This is false if f is merely C’: Take I = [0,1] and consider f(x) =
-
X sin (§) .1
8.11 ROLLE'S THEOREM Suppose that £ is a real analytic function -- then between

any two consecutive zeros of f, say f(a) = 0, £(b) = 0 (a < b), £' has an odd

number of zeros in Ja,b[ counted according to multiplicity.



8.12 LEMMA Suppose that f is a real analytic function and let I be a finite
interval. Assume: £f' has Z' zeros in I counted according to multiplicity -— then
f has at most Z' + 1 zeros in I counted according to multiplicity.

PROCF Let d denote the number of distinct zeros of £ in I and let D denote
the number of zeros of £ in I counted according to multiplicity. At a zero of f

of multiplicity m, , f' has a zero of multiplicity m, - 1. In addition, by Rolle's

theorem, f' has at least one zero between two consecutive zeros of f. Therefore

d
Z'> ¥ m -1y +4d4a-1
k=1 mk

=D-d+d-1=D-1

D<Z'+ 1.

[Note: It is thus a corollary that if f has Z zeros in I counted according
to multiplicity, then f' has at least 2 - 1 zeros in I counted according to multi-

plicity.]

8.13 DEFINITION An entire function is said to be real if it assumes real values
on the real axis.
[Note: The restriction of a real entire function to the real axis is a real

analytic function.]

N.B. If

f(z) = ¢ c zn,

=0 -

then f is real iff Vv n, c, is real.



8.14 EXAMPLE If f is a polynomial and if the zeros of f are real, then f is

real (to within a multiplicative constant) but not conversely.

8.15 REMARK If f is a transcendental entire function of finite order and if
gen £ = 0, then the reality of its zeros forces the reality of £ (up to a constant
factor) but this need not be true if gen £ > 0 (although it will be if f is a

canonical product with real zeros).

8.16 THEOREM If f is a polynomial and if the zeros of f are real, then the
zeros of f' are real.
[In view of 8.3, this is immediate.]

[Note: Suppose that zl< < <zk are the distinct zeros of £ — then by Rolle's

theorem, £ has at least one critical point in each of the intervals ]zi,zi+l[

(i=1,..., k- 1) and these critical points are of the second kind. Since there
are k - 1 critical points of the second kind, there is but one critical point in

]zi,z [ and it is simple. Finally, all critical points of f are to be found in

i+l

{zl,zk] .]

8.17 EXAMPLE The zeros of the following polynomials are real and simple.

e The Legendre polynomials:

n

P (x) = —— S - D"
2’ n! dx
e The Laguerre polynomials:
X .n
Ln(x) = %T-g—ﬁ-e-xxn.
© dx



® The Hermite polynomials:

nxzdn __2
H (x) = (-1)7e -——nex.
dx

A polynomial
N 2 N ”
£(z) = TT E(Z— 0) = T]' 1 - E——)
n=1 n n=1 n
of degree N is, in particular, a canonical product, so 8.16 is a special case of

the next result (compare too 8.6).

8.18 THEOREM Iet

£(z) = T & ,g)
n=1 n

be a canonical product whose zeros are real —— then the zeros of f£' are real.

PROOF Working with the zeros of f' that are not zeros of f, pass to

£'(z) _ g o 1
@ % L oE T

1 B !
n=1 zn(z zn)

which shows that the origin is a zero of multiplicity g of £'(z). Let

_ —8 £'(z)
F(z) z Flay
and write z, =X + v/=1 0, hence

oo

F(z) = X ———l———-——

1 B
n=1 xn(z xn)

Suppose now that

f'@c) = f'(a + /I b) =0,



the claim being that b = 0. To see this, separate the real and imaginary parts in
F(c) = 0 to get
% L X 1

_____.___2_._ ey S ¢ |
n=1 x3|c—x_| n=1 xg_l|c—x |2
n'” “n n n

and

o0

b I S 0.

n=1 x3|c—x |2
n n
e If g is even or if V n, x > 0 (xn < 0), then b = 0.
e If g is odd and there are positive as well as negative X then

[ee]

bz0= 1 i - 0

n=1 x3|c-x |2
n!~"n

But this is impossible since g - 1 is even.

8.19 ADDENDUM Iet z' < r'' be consecutive zeros of £ of the same sign -- then
there is exactly one distinct zero of f' in 1z',z''[.

[By Rolle's theorem, there is at least one ¢ in }z',z''[ such that £'(z) = 0
(bear in mind that £ is real). As for its uniqueness, if g is even or if v n,
x, > 0 (x.n < 0), then the sign of

F'(x) = - I L
n=1 xg(x—x )
n n

is constant, thus F(x) is monotonic between ¢' and z'', thus cannot vanish more than



10.

once in 1z',z''[. So, if o # B were distinct zeros of f' in ]z',z''[, then g would

have to be odd and there would have to be both positive and negative X But

0=F() +FB) = (0 + B)X - 2
_ 0=F() -F@B) = (B - )X
=>X=0 (a0 = B)
=>
[+ 1 _
"7 n——z-l xg—l(oc—x ) (B—=x) -
n n n

This, however, is impossible: g - 1 is even and V n, (o - xn) (8 - xn) > 0.]

8.20 REMARK It can be shown that the genus of f' is equal to the genus of f.
[This is obvious if the order p of f is not an integer (for p = p' (the order
of £')(cf. 2.25) and gen £ = [p] = [p'] = gen £' (cf. 6.3)) but not so obvious

otherwise. ]

8.21 EXAMPLE let

f@=T 0+—1—) @<ac<2),

n=2 n{log n)%
Then p(foc) =1, g:ep_fa = 0, and gen f&= 0. On the other hand,

A¢0=>gen(f0L—A)=l
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If £ is a nonconstant real entire function, then the zeros of f are either

real or, if nonreal, occur in conjugate pairs (zO,EO) .

N.B. The multiplicity of z, is the same as the multiplicity of z

0 0°

8.22 LEMMA If f is a nonconstant real polynamial, then the number of nonreal
zeros of f' counted according to multiplicity is < the number of nonreal zeros of
f counted according to multiplicity.

PROOF Suppose that the degree of f is n, the mumber of real zeros of f counted
according to multiplicity is r, and the number of nonreal zeros of f counted
according to multiplicity is n - r, then for f' they are=n -1, 2 r - 1 (cf. 8.12),

and <sn-1-(r-1)=n-r.

Let f be a nonconstant real entire function of finite order p and suppose that
f has 0 < C = 2D < = nonreal zeros counted according to multiplicity -- then f' has
0 < C'=2D'" <C = 2D < » nonreal zeros counted according to multiplicity (see 8.24
below) .

Extra Zeros This refers to f' and there are two kinds.

e If ' < ¢'' are consecutive real zeros of f, then by Rolle's theorem,

f' has an odd number of zeros in 1z',z''[ counted according to multiplicity, say
2k + 1. One then says that f£f' has 2k extra zeros between ' and ¢''.

e If f has a largest real zero X or a smallest real zero Xgr then any

zero of f' in ]x.L,OO[ or ]—oo,xs[ is called extra and will be counted according to
multiplicity.

Iet E' denote the total number of extra zeros of f'.
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8.23 EXAMPIE Take for f a canonical product whose zeros are real (cf. 8.18) —

then it might be that 0 is extra as in

|
i
XL 0 0 S

8.24 THEOREM+ Under the preceding assumptions on £,

E'+C'<C+gen £,
and

gen f = gen f'.

8.25 SCHOLIWM If f is a canonical product whose zeros are real, then E' < g
(cf. 8.18).

[Note: As a special case, if f is a polynomial and if the zeros of f are real,
then E' = 0 (the critical points guaranteed by Rolle's theorem are simple (cf.

8.16)).]

8.26 EXAMPLE Take

2
£(z) = (z +1>exp52-.

It has one real zero, viz. z = -1, and its derivative
> 2
£'(z) = (L+ 2z + z)exp 5
has two nonreal zeros, viz.
-1+/=3
Z=—_2———-

T E. Borel, Lecons sun Les Fonctions Entié&eé, Gauthier-villars, 1900, pp. 37-47.
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Here
T E'=0 T Cc=0
¢ =2, genf=2.
8.27 EXAMPLE Take
2

f(z) = (z2 - 4)exp %;—.

It has two real zeros, viz. z = 2, and its derivative

2
' _2 2 _ z
f (Z)—-3z(z l)exp—g-
has three real zeros, viz. z = -1, 0, 1. Here
T E'=2 T Cc=0
c'=0, gen £ = 2.

[Note: The three zeros between -2 and 2 are per Rolle and 3 = 2 + 1, sO
E' =2.]
8.28 EXAMPLE Take

f(z) = (22 - l)ez.

It has two real zeros, viz. z = *1, and its derivative

f'(z) = (z2 + 2z -~ l)eZ

has two real zeros, viz. z = -1 *+ /2. Here
T E'=1 T Cc=0
c'=0, gen £ = 1.

[Note: The zero - 1 + v2 lies between - 1 and 1 and is per Rolle but the

zero — 1 - /2 lies to the left of - 1, hence is extra.]
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8.29 REMARK If f is a nonconstant real polynomial, then

o if deg £ > C
E'+C' =
C-1 if deg £ = C.

[Note: In particular, C' < C (cf. 8.22).]

8.30 THEOREM Let f be a nonconstant real entire function of finite order o.
Assume: The zeros of f are real and gen £ = 0 or 1 —- then the zeros of f' are
real and

gen £ = gen f'.

PROOF In this situation,

t
+
aQ
IA

gen f (cf. 8.24),

i
o
I
Q
I
o

gen f
And
gen f=1=>E'+C"'<1
=> C' < 1.
But C' is even. Therefore C' = 0 (although E' might be 1 (cf. 8.28)).

[Note: It follows that f' satisfies the same general conditions as f.]



§9. JENSEN CIRCLES

We begin with a computation.

9.1 LEMMA Ietc=a+/1b—thenVz=x+ /1y,

- - Tm zZ-C ., 2z-

z-cl® |z -

- - Im (z-c)z-C)(Z-¢c)+ (z-8)(z=-c)(z-2C)
_ |z - c|® |z - 3|7 _
(z -c)(z -2z -a)
= - 2Im
_ lz-clf lz -3 J
-~ 9Tm (z-a-vV-1b){z-a+/~1Lb)z-a)
|z - c|® |z - &|°
2
=_2yiz alz_b 2
|z - c|® |z - €]

Given a real polynomial f, denote by Zyree-rZp those zeros of f which lie

in the open upper half-plane.



9.2 DEFINITION Put

ij ={z€C:lz -Re zj] < Im zj G=1,...,01

Then the Cj are called the Jensen circles of f.

[Note:

The line

segment joining the pair z Ej is the vertical diameter of

jl

9.3 THEOREM Iet f be a real polynomial -— then the nonreal critical points

of £ lie in the union

of the Jensen circles of f.

PROCF Take f monic of degree n, so

Il

T

Im z.=0
i

T

Im z.=0
i

k m,
£(z) = T (z - 2zy)

i=
m. m, m.
(z -z.) . T (z ~2.) T (z-3.) %
1 Im z.>0 1
i
m, £ mj _ mj
(z - zi) . le (z - zj) (z - zj) .

Since the only issue is the position of the critical points of the second kind,

pass to

Write

z=x+/—_lyandzj=xj+/—_lyj G=1,...,4).



Then
L3 - n.
R
Im zi—O lz - zil
5 _
e X ~-x.)"+y -y
+2 I m J 5 (cf. 9.1)|.
=1 )z -z |z - 2]

To say that z € Cj means that
lx + /~-Ty - xj| < Y.

or still, that
(x - x.)" +y =<y..
Therefore

2 2 2
C. => -x.)" + -v. > 0.
z £ 3 (x x]) y Y5

Accordingly, outside the union of the Cj, at a z with y # 0, we have

f'(z) _ _
syn Im @) sgny =z 0

£t (z) = 0.
Inspection of the preceding proof then leads to the following conclusion.

9.4 SCHOLIUM A nonreal critical point of the second kind lies in the interior
of at least one of the Jensen circles of f unless it is a boundary point of each

of them (in which case f has no real zeros).

9.5 LEMA Let X be a point on the real line lying outside all the Jensen



circles of f. Assume: f(XO) = 0 — then in each of the half-planes

{z € C:Re 2z < xo}

{z € C:Re 2 > XO},

the number of zeros is the same as the number of critical points.

9.6 LEMMA Ket x, be a point on the real line lying outside all the Jensen

0

circles of f. Assume: f(xo) # 0 —— then in each of the half-planes

{z € C:Re z <x0}

{z € C:Re 2 > XO},

the number of zeros is at least as large as the number of critical points (but can

exceed it by at most one).

9.7 THEOREM Let a < b be two real numbers lying outside all the Jensen circles

of f. Denote by M the number of zeros and by M' the number of critical points in

the strip
{z € C:a < Re 2z < b}.
Then
e f(a) =0and f(b) =0=>M" =M+ 1.
o f(a) =0or f(b) =0=>M<M <M+ 1.
e f(a) =0 and f(b)z 0=>M~-1<M <M+ 1.

9.8 EXAMPLE The assumption that a and b lie outside all the Jensen circles of

f cannot be dropped.



[Take
£(z) = 2% + 4
and let
~ a=-1 £(a) = 0
SO
b=1, £(b) = 0.

Then M = 0 but M' = 3.]



§10. CLASSES OF ENTIRE FUNCTIONS

Iet T be a nonempty closed subset of C.

10.1 DEFINITION A T-polynomial is a polynamial whose zeros are in T.

10.2 DEFINITION A T-function is an entire function Z 0 which is the uniform

limit on compact subsets of C of a sequence of T-polynomials.

10.3 NOTATION lLet
ent (T)

stand for the class of T-functions.
N.B. The product of two T-functions is a T-function.

10.4 IFEMVA If f € ent(T), then all its zeros lie in T.
[Note: As will be seen below (cf. 10.14), the converse to this assertion is

false: An entire function whose zeros are in T need not belong to ent(T).]

10.5 LEMMA If T is bounded, then ent(T) is the set of T-polynomials.

PROOF Iet f € ent(T) and suppose that fn + £ uniformly on compact subsets of
C, where {fn} is a sequence of T-polynomials. Since all the zeros of £ lie in T

and since T is bounded, their number is finite, call if N. By Rouché's theorem,

the number of zeros of fn is also N provided n > > 0, thus the fn are of degree N

provided n > > 0. But the Taylor coefficients of f are the limits of the Taylor

coefficients of the fn’ hence f is a polynomial of degree N.

Abstractly, the problem then is to characterize ent(T) in terms of the properties



of T. This can be done (more or less) but instead of delving into the general
theory, we shall consider only those special cases that will be needed later on,
namely:
T T=]- 0] or [0, + o

subject to the restriction that here

T

J= 0, + oo

"T-polynomials" and "T-functions" are real (so, e.g., /:I'(z2 - 1) is not a T-

polynomial even though its zeros are real).

10.6 LEMMA We have

ent (]- «,0])
c ent(]= o, + »[).
ent ([0, + «[)

[This is obvious.]

10.7 EXAMPIE If £ = C (C # 0), then £ € ent([0, + «[).

[Consider

Z =
c(1 - E) k=12,...).1]

10.8 EXAMPLE Since

—2 . zZ.n
e = lim (l—ﬁ) ’

n > o
it follows that

e ? € ent([0, + =[).

10.9 EXAMPLE The zeros of

22
(1 - —24
n

are z = + n, so



N Z2
T 1 - €ent(l- o, + =),
n=1 n
which implies that
sin 7z

€ ent{]j=- o, + «[) (cf. 1.23).

mZ

10.10 EXAMPLE The zeros of the Laguerre polynomials (cf. 8.17) are real and
positive, hence V n,

L € ent ([0, + «[).

Consider now the Bessel function of index 0:

1 22 1 (24 1 20

Jp@) =1 =1 toor ) T 3mr B

j-!-(*z—) + o

Then
2

. z
JO(Z) = lim Ln(zl—ﬁ)

n - «©

uniformly on compact subsets of C, thus
JO(z) €ent ([0, + «[).

[In fact,

2 2 4 6

2, _ 4 _ 2 Z L Z
Ly =l-33 37727 -9 ~ 21627076 ¢

1 2
l—'ﬁ)(l—ﬁ) + oo ]

real
10.11 THROREM Iet £ Z 0 be a # entire function —-- then f € ent ([0, + «[) iff

f has a representation of the form
f(z) = cZe?? T @ - —;\E—) ’
n=1 n

where C # 0 is real, m is a nonnegative integer, a is real and < 0, the )‘n are



real and > 0 with

I o 8

Lo
n=1 "n

[Note: Functions having finitely many zeros are accommodated by the convention

that An =wand 0 = iL-(n > no) and an empty product is taken to be 1.]
n

10.12 REMARK ent ([0, + «[) is closed under differentiation (cf. 8.16).

10.13 REMARK Let £ € ent([0, + «[) — then g = 0, so

0ifa=0
gen f =
_ l1ifa =0
and p < 1.
real
10.14 EXAMPIE The entire function
—22 = A
e TT(]'——?)
n=1 n

has its zeros in [0, + «[ but does not belong to ent ([0, + «[).

That the conditions of 10.11 are necessary is straightforward: Consider
z 1" az k k A
Pk(Z)'—"C(l"']—{')(Z"E) (l+?) T (l"r)-
n=1 n

This said, suppose now that £ € ent ([0, + «[) and write

2
-a,z2 +a,z - e .

£(z) = a5 - a; 2

2 k
pk(z) = akO - aklz + a2z = + (—l)k A 2

be a sequence of polynomials whose zeros are real and positive such that P > £



uniformly on compact subsets of C —-- then

lim akﬂ = az.

k—>oo

10.15 REDUCTION There is no loss of generality in assuming that ag 0.

[Fix a positive real number o which is smaller than the smallest positive

zero of £ (cf. 10.4), pass to f(z + o), and note that f(a) = 0.]

Therefore one can work instead with

£z) P . ~
= ’ (since 1lim ako = a

z 0).
0 A0 Kk > o

0
So, recast,

_ 2
f(z) =1 - a2 + a)z -

and

pk(z) =1 - aklz + akzz2 — e 4 (—l)k akkzk

1--291-<29 ... (1- XE;QI

Ax1 Meo Kk

where the zeros Akﬂ # 0 are positive and

0 < Akl < kk2 < .

N.B. The a and the a,, are nonnegative.

10.16 LEMMAf Let

_ 2 n n
b(z) =1 - clz + czz - ees + (=1) C 2z

T 0. schilomilch, Zeitschr. §. Math. und Physik 3 (1858), pp. 301-308

(see page 308, formula 15).



real
be a' polynomial whose zeros are real and positive -— then
o - o L2 - - —|/p
1 2 P
Y 2 N 2 e 2> N
() )

— -1/
| ke
k k
- (akl)z k(k - l)--é(k -2 +1)

so in the limit as k —+ o,

ya
(@;)
AR A

10.17 LEMMA f is of finite order p < 1.

PROOF In fact,

o

£@] < 5 a,lzlt
£=0

CH

< I |z]
=0 U

£

= ep(a,|2)

IA

M(r;£) exp ajr,

from which the assertion (cf. 2.15).

l>
T = Bpr



Enumerate the zeros of f in the usual way:

0 <Ay Ay < o0,

1 2
Then
lim A, , = A
o k2T
But
akl=3\_1'_+rl_+...+7\}_
k1 k2 kk
2_}.\,1_+7\l'_+...+7\._:!'__
k1 k2 ke
=>
a; = lim akl
k » »
s im (e Los s
k»o k1 k2 ke
=Xl—+>\i+ +7\l—
1 2 L

Therefore the series —%— + 7% + «++ converges and
1 2

8

al.

| ™

L.
l)\n

T

Proceeding, write

fm) =@ T -5 ef 73,
n=1 n
where g < o < 1 and g = 0, hence

gen £ = max(q,8) = g.



And
Q(z) = az + b,
the final claim being that a is real and < 0.

Note: 1=£(0) =& T 1=¢€°.]

However

1- 812 + 000 = (1+az+ «-<)(1 - (2 ;LJZ + .-°)
1A
n=1 'n

=1 "n
< 0,

thereby completing the proof of 10.11.

10.18 REMARK The fact that f is of finite order p < 1 was established by

appealing to 10.16. This can be avoided. Indeed, {akl:k =1,2,...} converges

to 3y hence is bounded, say 0 < aq < M, hence
K P
| ()] < * |1 -+
Pk =1 ke
k
< JT @+ %EL)
=1 ke
k
< exp(|z| = 2



IA

exp(|z| ak]_)

IA

exp(M|z]).
And then

|f(z) | = lim |p (2)] < exp(M|z]).

> oo

real
10.19 THEOREM Iet £ Z 0 be a2 entire function -- then f € ent(]- », + «[)

iff f has a representation of the form

2 © z/A
£(z) = cZe™? bz T a - }\i)e 7,
n

n=1
where C # 0 is real, m is a nonnegative integer, a is real and < 0, b is real, the

o0

>\n are real with I —l—<°o.

n=1 >‘n
[Note: Functions having finitely many zeros are accommodated by the convention

that A_ = © and o=%- (n > ny) and an empty product is taken to be 1.]
n

10.20 REMARK ent(]- «, + =[) is closed under differentiation (cf. 8.16).

10.21 REMARK Iet f € ent(]- o, + «[).

e g=0=>gen £f=20,1,2

e g=1=>gen f=1,2.

To see that the conditions of 10.19 are necessary, introduce

=b+}§l
M ~

n=1 n
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and let
z 1™ nk k zZ
pk(Z) = C(1 - Eﬂ(z - ) 1+ ———9 (1 + 1Ta - X—9,
nk n=1 n
where the ny > (k -~ ») are chosen subject to
A z "k Akz
lz] <k = | (1L+ Xy -e
k
1 1
< -exp(-k I ——).
k n=1 lxn|

Turning to the sufficiency, let f € ent(]- », + «[) and normalize the situation

so that as before

f(z) 1 - a,2 + a 22 - e

and

pk(z) 1 - a2 + ak222 - eee 4 (-—l)kakkzk

i

(1-529(1 =52 --- (1-:29
M1 M2 Meke

where the zeros Akﬂ #z 0 are real and

0 < Al s Il = oee < g ]e
10.22 SUBLEMMA V complex z,
2
1@+ 2)e?] < tlEl
1
PROOF If |z| < 3, then
2 2
[ (1 + z)e—zl < eIZI < e4IZI .
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On the other hand, if |z| 2 %7 then

@ +2z)e™?| < 1+ |z]e
< 2|zl <
From the definitions,
k 1
a, = lim lim X +—
17 kT T 0 N
Next
a = I 1 1
2 5¢5 ki Mk
bk
izj "ki “kJ
But
k k
(2 3902 7
i=1 “ki j=1 kj
k
R R
£=1 sz iz} ki "kj
k
=I 2 +2 z-ll—rl—
£=1 sz i<j "ki kJ
So, upon letting k - », we get
5 k
al= lim x —-2——+2a2
k> o f=1 sz
or still,
k
ai - 2a2 = lim X —%—
k » o =1 Akz
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T U>0
Fix constants such that Vv k,
V>0
—- k
| = 2] su
=1 "kt
k
z —%——sV.
- =l>‘ky_

10.23 LEMMA We have
B (2)] < exp(Ulz] + avz|?).

PROCF Write

[ a]]z| | k 2 f
(z)e (z)exp( Z )
Pk Pk £=1 )‘k,(i

i

k

= 7T @ - Dexpi)]
£=1 kL kL
k Z Z
< J7 1@ - 59 exp() |
£=1 ke ke
k 2
< IT exp(4l7\—z——| )y (cf. 10.22)
£=1 ke
k
<exp@(z 29 z%
£=1 Ak,(’,

IN

exp(4V|z|2).
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Therefore

A1? e'aklz

|py (2)e

|
a.klZ —aklz l

e

Py (@) |

IA

lp, (z)e

A

exp(av|z| ) exp(lay, | |2])

exp(Ulz| + 4V|z|2).

IN

Consequently, f is of finite order p < 2 (cf. 10.18).

10.24 LEMMA If xl,xz,... are the zeros of £ and if

05 Pyl s Dyl < -y
then
lim A = X
Lo ke T e
and
al -2, > I g i
n=1 A
n
PROOF Start by writing
I T SR
. a2 A2
k1 k2 kk
N T S
NIV, 22
k1 k2 kL

and then let k -+ «, hence
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k
ai - 2a2 = 1im ( Z —%—9
oo =1
k »> £ Xk@
> lim (_l_+_i_.+...+_]:_
K>o A2, A2 %
k1l k2 94
=_];.+.l_+ --.+i_
Y Vi
1 2 £
which implies that
a2 -2a, =2 L QL-.
1 2 1 AZ
=LAy
Accordingly,
(0] l B B
X —§-< o (=>g =0 or 1)
n=1 An

and the product
/A

oo Z
T @ - iiée n

n=1 n

is an entire function whose zeros are the An (cf. 5.4). To see that its order is

also < 2, write

o z2/\
| TT @ -De 7|
n=1 n

= zZ z/)‘n
< IT 1a-39e 7|
n=1 n
T 2|2
< exp (4 > ) (cf. 10.22)
n=1 A
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> 2
sep@(: 2)|z[%).
n=1 )
n
Thanks to 2.37, the order of
f(z)
= b4 Z/>‘n
_I—T (l - )\—)e
n=1 n
is < the maximum of p and the order of
ey z/\
TT (1- _)_\_Z_)e nr
n=1 n
thus is < 2, so
£(z) - ()
o z z/)‘n ’
W (l - )\—-)e
n=1 n

where
o(z) = a22 + bz + ¢

is a polynomial of degree < 2 (cf. 2.42).

[Note: 1= £(0) =e° T 1=¢".]
n=1

There remain the claims that (1) b is real and (2) a is real and < 0. To

this end, compare coefficients:

(1) b= - a; = lim akl’ which is real.
k > o
(2) a=——:2L—(ai-—2a2— X -—17)
n=1 2
n
and
a2 - 2a, - I L >0 {(cf. 10.24).
1 2 2
n=1 )\n

The proof of 10.19 is therefore complete.
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N.B. Take an f € ent ([0, + »[) and write

£(z) =cZ'e™® T (1 -9  (cf. 10.11).
n=1 n
Then since the An are real and > 0 with I 1 < », we have
n=1 An
oo o Z/)\
f) = epfa- £ Dz) T A-2e °
n=1 "n n=1 n

L.
n

1A

10.25 DEFINITION The Laguerre-Polya class of entire functions is comprised of

the elements of ent (- «, + «[),

10.26 DEFINITION The type I Laguerre-Polya class of entire functions is comprised
of the elements of

ent(]- =, 0]) U ent([0, + «[).

10.27 DEFINITION The type II laguerre-Polya class of entire functions is com~

prised of the elements of ent(]- «, + «[) which are not type I.
10.28 NOTATION L - P, I - L -P, IT - L - P.

10.29 EXAMPLE Iet p be a real polynomial with real zeros only.
e If all the nonzero zeros of p are either positive or negative, then
peIl-L-P.

e If p has both positive and negative zeros, then p € IT - L - P.
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10.30 EXAMPLE The function

l o
T = ze"? TZE (1 + DHesp(- 5

is in IT - L - P (cf. 1.30).

Given A =2 0 (A < =), put

s@) = {z:|mm z| < A}.

10.31 NOTATION A - L - P stands for the class of real entire functions f Z 0

that have a representation of the form
z/7

2 o
f(z) = cZe? bz T a - f—)e n
n=1 n

where C # 0 is real, m is a nonnegative integer, a is real and < 0, b is real,

1

< oo,

the z € S(a) - {0} with I >

n=1 |z_|
n

[Note: Therefore
0-L-P=1L-"P.]

10.32 THEOREM £ € A - L - P iff f is the uniform limit on compact subsets

of C of a sequence of real polynamials whose only zeros are in S(A).

10.33 REMARK Take T = S(A) -- then
A-L-Pcent(s@)),

the containment being proper if A > 0.

[Note: It is possible to characterize ent(S(A)) but we shall omit the details

as they will not be needed.]
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10.34 EXAMPIE The real polynomial z(z2 + 1) belongs to 1 - L - P.

10.35 IEMMA A - L - P is closed under differentiation.

[This is because S(A) is convex, so 8.3 is applicable.]

10.36 NOTATION Denote by
 — | - P

the class of real entire functions of the form

o(z) = p(z)f(z),

where p is a real polynamial and £ € L - P.

10.37 ILEMMA ¢ € *« = L -~ P iff p € A - L - P for some A and ¢ has at most a

finite number of nonreal zeros.

10.38 IEMMA * - L - P is closed under differentiation.
PROOF Takea o € x -~ L — Pand fixan At € A~ L - P —theno' €A-L-P

(cf. 10.35) and has at most a finite number of nonreal zeros (cf. 8.24).

Iet @ € * = L - P and suppose that a * v-1 b is a pair of conjugate nonreal

zeros of o.

10.39 DEFINITION Given k > 1, the ellipse whose minor axis has a + V-1 b and

a - /-1 b as endpoints and whose major axis has length 2bvk is called the Jensen

ellipse of order k of o.

The notion of "Jensen ellipse" generalizes that of "Jensen circle” (in the
context of a real polynomial) and the proof of the following result is a computation

similar to that used in 9.3.
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(k) lies in

10.40 THEOREM Iet ¢ € * — L = P — then every nonreal zero of ¢
the union of the Jensen ellipses of order k of ¢.
[Note: Restated, if aj + /=1 bj (J =1,...,8) are the nonreal zeros of ¢ and

(k)

if z = x + /=1 y is a nonreal zero of ¢ ', then for some j,

2

The symbols C, C', E' employed in 8.24 make sense in the present setting

(replace the "f" there by the "¢" here). Therefore

E'+C'<C+gen o

and

gen ¢ = gen o¢'.

10.41 IEMMA et ¢ € * = L = P — then C' < C (cf. 8.22).



§11. DERIVATIVES

11.1 DEFINITION An entire function ¢ is said to be of growth (2,A) (0 < A < «)

if its order is < 2 or is of order 2 with type not exceeding A.

Denote by
ent(2,A)
the class of entire functions of growth (2,2) -— then
A<A' = ent(2,A) c ent(A,A').
In particular:

ent(2,0) < ent(2,A).
11.2 ILEMMA The class ent(2,A) is closed under differentiation (cf. 2.25 and 3.7).
N.B. If ¢ € ent(2,A), then for every a > A,
2

M(r;e) < &% (r > > 0).

We shall now establish some technicalities that will be needed for the proof

of the main result (viz. 11.9 infra).

11.3 NOTATION Given positive real numbers A > 0, B > 0, let

cC= (B + /éz + 2A’I)/2,

thus

2AC(C - B) = 1.

11.4 IFMMA If ¢ € ent(2,A), then



~ MBAe™) e ac?
r;;gﬁ n i———?jﬁl———— < 28Ce .
PROCF Take a > A and let
c= B+ /B + 2202,
so that
2ac(c - B) = 1.
Determine ry:
ar2
r > g => M(r;¢) < e .
Then for n = 1,2,...,
1/n
. (n), — 2
1 MB/me ) <& loglr - B/A)
n! n
if r > max(rO,B/H) . Since the RHS attains its minimum
2
2aceac
log &€
/n
at r = c/n, it follows that
1/n
. (n), -— 2
Iim vn D—/lB—-‘/?:;—(p——)— < 2ace?© .
n - o *

To finish, let a + A.

let f be an entire function and suppose that ZorZyrees is a sequence of complex

numbers such that v n = 0, f(n)(zn) =0 -~ then Vv n > 0,

4 C
1 n-1 _(n)
TR Nl Al (A LN . L

f(z) = f§ S
1 n-1

0



11.5 SUBLEMMA We have

1 (n) 5 n
[£@)| < o sawp [£7° W] (|z - z5] + |25 - z;| + --- + lz 5 =2z,
weH
n
where H is the convex hull of the set {z,zo,zl,...,zn_l}.

11.6 SUBLEMMA If w € Hn, then
lw| < |z] + |z - zol + lz0 - zl[ + oese + ’Zn—2 - Zn—ll'

PROOF Let Dn be the closed disk of radius the RHS centered at the origin:

z € D_. Next,
n

IA

|z|+|z—zol=>z €D

0

IA

lz| + ]z-zol + |zo-—zl| =>z; €D

Therefore Dn contains Z’ZO’Zl" <erZp 1y hence being convex, Dn contains w.

Accordingly, Hn c Dn’ and

1
|£(z)| <5 sup [f(n) W) [z = zg| + |zg = 29| + +oc + |2, - zn_ll)n.

weD,
n

11.7 LEMVA Maintaining the notation and assumptions of 11.4, suppose further

that

2
o8B’ < 1.

Impose the following conditions: 3 a sequence ZogrZyree- of complex numbers such

that vn 2 0, o™ (z) = 0 and



Iim (|zy - zy| + |z] =z, + ==+ + !Zn-l -z [)//h < B.

n > ©
Then
o = 0.
PROOF In fact,
- —1/n
. (n) 2
Tm ma | HEMie ) < 2apce™® (cf. 11.4)
n > o n.
<1
=>
M(B/A: 0™ n
lim ————"™ (B/n) = 0.
n!
n >~

Fix z and determine ny:

nzny = [z + |z -zy| + |zy -z | + -0+ |z, -z ;] <BA,

. (n)
=> [(O(Z)| < wr:n—;i——)— (B/H)n {(cf. 11.5 and 11.6)

Il

=> |p(z)]| = 0 => o(z) = 0.

11.8 SUBLEMMA lLet vy, = +v/-18_ (B8 >0 (k=0,1,...,n) be complex numbers
k- % kx "k

such that

ey = %) <8 (k=0,1,...,n-1).
Then

0<Bn_ n_l_...sgo
and



2 2 1/2
< By -8B, +/m (By-B) .

n

PROOF The decrease of the Bk is immediate and induction on n leads to the
inequality

2 1/2

2
|“0 B O‘1' + !al - a2| e 7 Iun—-l B o‘nl < /n (BO - Bn) !

from which

Yo = vol + g =yl e+ vy = v

< [ao - al[ + Ial - a2| + e + Iun—l - anl

+ (80 - Bl)+(Bl - 82) + e + (Bn"l - Bn)

2 2 1/2
s/E(BO—Bn) + By = B

[Note: Extending the setup to infinity, let 8 = lim Bn' hence

n > «

Tim (IYO - Yl|+'Yl - Yzl + e+ lYn—l - Yn,)/‘/rT
n > o©
1/2
<@ -8 .

To see how data of this type is going to arise, take a ¢ € * — L~ P — then

vYn =0, @(n) €% - L - P (cf. 10.38) and given a nonreal zero 241 of @(n+l) in

(n)

the open upper half-plane, there is a nonreal zero z, of o in the open upper

half-plane such that

-Rez | <Im?Z.
n

Izn+l n

[Note: This is a consequence of 10.40 (use Jensen circles, replacing the ¢

there by @(n) and then applying the theory to the pair (@(n), @(n+l)).]



11.9 THEOREM Let ¢ € * — L — P — then there is a positive integer N, such

0

(N)

that v N ZNO, ©

has only real zeros, thus is in L - P.

In order to utilize the machinery developed above, there is one crucial pre-

liminary to be dealt with.

Iet o € * - L - P and let Cl’El””’cJ’EJ denote the nonreal zeros of ¢ —-
then ¢ has a representation of the form

J 2 o z/\
C (z —c.)(z—c.)zmeaZ +hz l 1-3e n,

A 3 J . A

j=1 n=1 n

where the various parameters are subject to the conditions enumerated in 10.19.

11.10 LEMMA A given ¢ € * - L - P is of growth (2,]al).
PROOF It is simply a matter of examining the various possibilities.

[Note: The polynomial

J
¢TIl (z-c.)(z-cz™
1 j j
can be safely ignored.]
ol z.
1. If a=0, b = 0, and if the product ] (1 - T—)e is finite (recall the

n=1 n

conventions set forth in 10.19), then the order of ¢ is 0.

© Z/>\
2. If a=0, b # 0, and if the product ] (1 - -XZ—)e N is finite, then the
n=1 n
order of ¢ is 1 (cf. 2.36).
= A Z/}‘n
3. if a# 0, b=0or = 0, and if the product || (1 - }\—)e is finite,
n=1 n

then the order of ¢ is 2 and its type is |a| (cf. 3.2).



) Z/}\
4. If a=0, b=0, and if the product [[ (1 - e " is infinite, then
n=1 n
there are two possibilities.

1 1 .

e 7 —§-< o and X ST T then g = 1 is the genus of the sequence
n=1 X n=1 |"n|

o z.

{|An|:n =1,2,...} (cf. 4.14), hence [ (L - X—Qe is the associated canonical
n=1 n

product (cf. 5.9). As such, its order is k (the convergence exponent of the

sequence {lkn :n=1,2,...}) (cf. 5.10). But 1 <k <1+ 1 (cf. 4.15), so the order

z/)\n

of the product ] (1 - {iae is < 2. It remains to analyze the situation when

n=1 n
2

n

o yA
k = 2. This, however, is immediate: || (1 - XZ—)e is of minimal type (cf.
n=1 n

5.16), thus is of growth (2,0) or still, is of growth (2,|a|) (since here a = 0).

8

[e.0]

e I i%—< ©and I ;‘ < @ —— then g = 0 is the genus of the sequence
n=1 ) n=1 |’n|
n
{lxn :n =1,2,...} (cf. 4.14) and we can write
e z/\ o o
T a-Pe "=ep((z D2 T @-59.
n=1 n n=l "n n=1 n

o0

Thanks to 5.11, the order of the RHS is max(l,k) < max(l,1) = 1 if & % £ 0 or
n=1 "n

8

Kk < 1 if

e

Xl-.=o.
1l "n

i

© z/\
5.1f a=0, b =0, and if the product [] (1—%)e n

n=1 n

is infinite, then

there are two possibilities.



e I ;%-< o and I EI o, Suppose first that Kk is < 2 -~ then the
1 1A
n=1 ) n=1 |'n|
n
order of
) z/ A\
ebz -rr 1 - iiJe n
n=1 n

is max(1l,x) < 2 (cf. 5.11). On the other hand, if k = 2, then the order of
o z/\
ebz T a- {196 n

n=1 n

is max(1,2) = 2 (cf. 5.11). As for its type, use 3.14 in the "pl < p2" scenario

to see that it is minimal, thus

oo z/}\
ebz T a- {iée n
n=1 n

is of growth (2,0) or still, is of growth (2, |a]|) (since here a = 0).

_ 1
n=1 )\ n=1 ]An]

< o -~ then the order of the product

T @ - iia is < 1, hence the order of

n=1 n
o0 z/\
T -Fe M
n=1 n
® 1 i z
=exp((b+ I 39z T a-
n=1 "n n=1 n
is € 1 (cf. 5.11).
i z Z/>‘n
6. Ifa#0, b=0or # 0, and if the product || (1 - X—Je is infinite,
n=1 n

then there are two possibilities.



[o0] [e0]

e i%-< oand T —iL—-= o, Suppose first that kx is < 2 -~ then the
n=1 A n=1l |"n|
n
order of
2 oo z/)\
egz +bz -TT (1 - ;z)e n

n=1 n
is max(2,k) = 2 (cf. 5.11) and its type is |a| (apply 3.14 (first bullet point)).
oo z/\
As for what happens when k = 2, the product é[g (1 - z/kn)e D s of minimal type
(see above), so another appeal to 3.14 (second bullet point) allows one to conclude
that the type of

2 o z/A
eaz +bz —rr (1 - fiﬁe n
n=1 n

is again |a

<wand X < then the order of the product [] (1 - f?o
n=1 |"n| n=1 n

1

°
2
n=1 An

It ™ 8

is < 1, hence the order of

2 ® z/
egz +oz TT 1 - z)e n
i A
n=1 n
= exp(az2 + b+ I ;LJZ) (1 - JEJ
A ' A
n=1l 'n n=1 n

is 2 (cf. 5.11) and its type is la[ (use 3.14 in the "pl < Py scenario) .

Passing now to the proof of 11.9, it suffices to show that there is a positive

()

N, such that o has only real zeros (cf. 10.38 and 10.41). Proceeding by contra-

0
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(n)

diction, suppose that Vv n > 0, ¢ has a nonreal zero and let Xn denote the set

(n)

of nonreal zeros of ¢ in the open upper half-plane Im z > 0 - then each Xn is

[oe]

finite and the product X = T]‘ Xn is a nonempty compact set. Given n = 1,2,..., put
=0

E = {(ggetys---) € X:l;j_l_l - Re cj[ < Im gy, j=0,1,...,n}.

Then En is a closed subset of X and El > E2 > +.., PFurthermore, En is nonempty,

so N En # @, thus one can find a sequence ZgrZyre-- of camplex numbers such that
n=1

(n) =
Imz, >0, ¢ "(z) =0, |z, -Rz|<Imz,.

Write z =a + /-1 b, (b, >0) -- then {b } is a decreasing sequence and

z

,Zm— Zm-l-l, + ,zm-l- B zm+2, Foeee l min-1 Zm+nI

1/2

2 2
Sbm—bm-l-n""ﬁ(bm—bm—l-n) .
Herem=0,1,... and n=1,2,... . Therefore
nl-J;moo (Izm - Zm+ll + ’zm-l-l - Zm+2' oo 4 IZm-l-n—l - Zm-i-nl)/‘/er
1/2
m
where we have set b = 1lim b . Fix A > [a|, hence

n » «©

o € ent(2,A) (cf. 11.10).

Choose B > 0:

2ABCe <1



11.

and choose m:

1/2
®2 -p%)  <B.
m
Then
I zg = g |+ 7 =~ 2l + e 2 2
But

(m)

o € ent(2,A) => ¢ € ent(2,A) (cf. 11.2).

And this means that 11.7 is applicable to @Gn):

=> wﬁn) =z 0.

Contradiction... .

2
11.11 EXAMPIE The real entire function e® belongs to ent(2,1).

isnot in * - L - P and 11.9 does not obtain.

L)/ < B.

However, it



§12. JENSEN POLYNOMIALS

Given a real entire function

f(z) = I cnzn,
n:
_ ¢(n)
put Yy = f (0), thus
® Y
f(z) = I r—{r'lzn.
n=0 °

12.1 DEFINITION The nth Jensen polynomial Jn associated with £ is defined by

nh k
J (£:2) = Z () v.2 .
n k=0 X K

12.2 LEMYA The Sequence {J_(fit)} is generated by Cf(xt), i.e.,

@© n
X = ) X
e f(xt) = nzo Jn(f,t) o (x,t € R).
12.3 LEMMA We have

zJ) (fi2) = an(f;z) - an_l(f;z) (n=1).

12.4 DEFINITION The nth Appell polynomial J, ;‘1 associated with £ is defined by

n n n-k
J*(£;2) = £ (L)Yv.Z
n k=0 k’ 'k

12.5 LEMMA The sequence {J;(f;t)} is generated by eth(x), i.e.,
n

xt e X
e f(x) = nzo Jli‘l(f;t) o7 (x,t € R).



12.6 LEMMA We have

d * . = * .
= Jn(f,z) = an___l(f,z) n=>1).

N.B. Obviously,

; Drx (g, L
J,(E32) = 27°3%(£;>)

*(f. ny g b
Jn(f,z) Z Jn(f,z) .

Therefore the zeros of Jn are real iff the zeros of J; are real.

12.7 DEFINITION The (n,m)th Jensen polynomial associated with f is defined by

n n k
J (£f52) = % (v,, =z .
n,m =0 k’ 'k+m
N.B. Therefore
vo) = (m)
Jn,m(f"z) = Jn(f :Z).
12.8 1LEMMA We have
(m) ..y _ nl .
Jn (f;2) = Jn—m,m(f’z)
(n—m) !
= _nl Jn_m(f (m) :Z) .
(n—-m) !

12.9 THEOREM On compact subsets of C,
J (£:5) » £(=z)
n'n

uniformly.



PRXCF Fix a compact set K < C.
=Nl T

Next, choose N' > N:
N v
nz=N = ]3I (E],S
= !

ZzE€Kand v n > N':

Z
|£(z) - 3, (€5 |

1
- _H)...(]_

Given € > 0, choose N > 2:

Y
n._n, _¢
z H'_Z‘<Z'(ZEK)'

§
k-1, 'k, k €
SRRl <z e,

o Y N Y n 1 Y k
=]z —-I,lzn+ z R—];Ezk-(y0+ylz+ z (l-%)---(l—]iﬁ}-)il—,iz)
n=Nl k=0 ** k=2 :

) Y N Y n - Y
=1z Bfs oz EFo oz oa-Dha-ELhEK
n=N+1 P k=2 & k=2 :
© Y Ny LY
=l B E-a-bea-EhhLK
n=nl ™ =2 = !
n 1Y
R TR - L
k=Nl :
> Y on N 1 x-1,"k Xk
< I lr—{rz ! -+ I z (ET'— (1-5‘)"'(1--‘5—)]-53-2,
neNel k=2 =~ :
n Y
+ 1 Ja-beea-ELhEX
k=M1 '
€, €, € _
<-4—+‘§+Z—E.



In what follows, certain classical facts from the theory of equations will be

admitted without proof. To begin with:

12.10 HERMITE-POULATN CRITERION Suppose that the real polynomial

n
a.+a.z+ «ee +az
0 1 n

has real zeros only. ILet p(z) be a real polynomial -~ then the polynomial

P(z) = app(z) +ap'(z) + «+- + anp(n) (2)

has at least as many real zeros as p(z) does.
[Note: By taking limits, one can extend 12.10, viz. replace the real poly-

nomial

+az+...+azn
n

g T

by an element £ € L - P - then for any real polynomial p(z), the polynomial

a _(k)
% f——k—,(ﬂ p(k) (z) (d = deg p)
k=0 *

has at least as many real zeros as p(z) does.]

12.11 APPLICATION A real polynomial has real zeros only iff its Jensen poly-
nomials have real zeros only.
[Suppose that

Y1 Ya a
£(z) =y0+ﬁz+---+£z

is a real polynomial of degree d.
® If f(z) has real zeros only, take p(z) = 2" in 12.10 to see that
vn=1,2,...,

_ n n n-1
J;’{(f;z) = o2 + (l)ylz + ooes



has real zeros only, so the same is true of Jn(f;z).
e Ifvn=12,..., Jh(f;z) has real zeros only, then

—_ S .Z
£(z) = 1lim Jh(f,59

n - <«

has real zeros only (cf. 12.9).]

12.12 MALO-SCHUR CRITERION Suppose that the zeros of

n
a, +a;z + +-- +az
0 1 n

are real and the zeros of

m
bO + blz + eee + bmz

are real and of the same sign. Put k = min(n,m) —— then the zeros of
ab, + 1ta,b.z + -+ + kla zk
0% * 1taPy tayby

are real.

12.13 EXAMPLE Suppose that the zeros of

n
+ + eee +
ay + a;z a.z
are real —- then the zeros of
a_+a_ 1z + cor +agh
n n-1 0%

are real. Working now with

L+z)" =1+ Pz + o + 27,

it follows that the zeros of

n
a_ + na

+++ + nla. z
n n-12 + n:a,

are real, or still, that the zeros of



a a
n n—1 n

H'l’-———-r-(n_l T A R +aOz

are real, or still, that the zeros of

a

1
a0+1TZ+ +H'!—Z

are real. Consequently, if the zeros of

m
bO + blz + oeee + hmz

are real and of the same sign, then the zeros of

k .
aObO + alblz 4 eee + akbkz (k = min(n,m))

are real.

12.14 THEOREM Iet £ Z 0 be a real entire function -- then f € [ - P iff its
Jensen polynomials have real zeros only.
PROOF In view of 12.9, it is clear that the condition is sufficient. Turning

to the necessity, given that f € L -~ P, choose a sequence {pk:k =1,2,...} of real

polynomials having real zeros only such that p, -+ £ uniformly on compact subsets of

k
C, say

Then the Jensen polynomials Jn(pk;z) have real zeros only (cf. 12.11). But for
fixed n,

lim Jn(pk;z) = Jh(f;z)

k+oo

uniformly on campact subsets of C.



12.15 REMARK If £f € L - P, then

V4
3 (£:D) > £(2)

uniformly on compact subsets of C and the zeros of Jn (f ;%) are real. By comparison,

the partial sums

oYy x
Z'-ETZ,
k=0

while uniformly convergent on campact subsets of (, may very well have nonreal

zeros. E.g.: Take f(z) = e® —— then

k
kT

N

n
z
k=0

has no real zeros if n is even and has one real zero if n is odd.

12.16 DEFINITION A sequence YorYyre-- of real mumbers is said to be a multiplier

sequence if vn = 1,2,..., the real polynomial

n n k
z (k) Y2
k=0

has real zeros only or, equivalently, if vn = 1,2,..., the real polynomial

n n n-k
Z vz
k=0

has real zeros only.

If £ € L - P, then the associated sequence YorYyre«- is a multiplier sequence

(cf. 12.14).

12.17 EXAMPLE Take

f(z) =

~Z



to see that

1, 1,1, ...
i, -1, 1, ...

are multiplier sequences.

12.18 EXAMPIE Iet p be a positive integer and take f(z) = zPe® — then

L, P
p! 1t (p+1)!

ZPe® = p!

+ eee .,

Therefore the sequence

1)1
0, 0, ..., 0, P!, (p+11 e

is a multiplier sequence.

[Note: Specialize and let p = 1, thus 0,1,2,... is a multiplier sequence. ]

2
12.19 EXAMPIE Take £(z) = € % /2 = then
2 2 4 ()
-z /2 z z p4
e = l _2—1"+ l . 3 4—!—- l 3 5 ‘6—!—"‘ o .

Therefore the sequence
,0,-1,0,1-3,0,-1.3+.5,0, ...

is a multiplier sequence.

12.20 EXAMPLE Take

f(z) = —_

1, 0, -1, 0, 1, 0, -1, ...

0, l, O, -l, 0’ l, 0, o



are multiplier sequences.

12.21 THEOREM let YorYyree- be a multiplier sequence and put c, =

f(z) = % c.z
n=0 n

n

is a real entire function and, as such, is in [ - P.

PROOF The objective is to find an estimate for |cn| that suffices to ensure

the convergence of the series at every z. This said, let Yy be the first nonzero

entry in the sequence YorYpreer - Take n > r:
n
I v
k=0
2 nt Yk nk

kf_o T KT 2

n

= 3 n! o Zn—k
%=0 (n-k)! k
= +ne, 2L+ .ot +nlc
0 1 “n
= n{n-1).-. (n-r+l)c 2T + ... + nlc
r n
and denote by Al’AZ""’An-r its (necessarily real) zeros -— then
2 2 2
Al + >\2 + oeee + An_r
c 2 c
= (n--r)2 (£+1) - 2(n~r) (n—r-1) L+2

r r
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and
n-r “n
}‘l>‘2°“ >‘n—r = (=-1) (n-r)! = -
r
But
2 2 2 1
TR ey e a9 BT
n~r - 172 n-r
Therefore
(n-r)/2
|C I < C (Mn) ,
n (n—r)!

where C and M are positive constants independent of n. 2nd this estimate will do

the trick.

12.22 IFMMA Iet YorYyre-- be a multiplier sequence. Suppose that

+c,2+ -0 +C2Z
S "1 d

is a real polynomial whose zeros are real and of the same sign -- then the zeros of
the real polynomial
d
Yoo * Y1€12 * 0 T Y42
are real.

PROOF Thanks to 12.12, the zeros of the real polynomial

n n d
Yoo + 1! (l)ylclz + ..o + 4t (d)ydcdz n > d)

are real. Replacing z by f—;, it follows that the zeros of the real polynomial

1 2 da-1 d
Yoo + Y1612 4+ eee + (1 - H) 1 - H)- - (1 - _H_)chdz
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are real so, upon letting n + «, we conclude that the zeros of the real polynomial
d
YoCo t Y1€1Z * ttt + V4G4
are real.

[Note: The stated property is characteristic. Proof: The zeros of the real

polynomial
n on k
1+2z)y" = % (k)z
k=0
are real and of the same sign.]
12.23 APPLICATION Let YgrYyre-- be a multiplier sequence —— then the Turan

inequalities obtain:

2 —
Yo = Yp=1Yn+l > 0 n=12,...).
[The zeros of the real polyncmial
L4 oy P

are real and < 0. Therefore the zeros of the real polynomial

zn+l
Yn+l

n—-1 n
Yn—lz + 2ynz +

are real, from which the assertion.]

12.24 LAGUERRE CRITERION Let Q(x) be a real polynomial whose zeros are real

and lie outside the interval [0,d] —- then for any real sequence CyrCpre=-1C the

dl
number of nonreal zeros of the real polynomial

Q(0)cy + Q(l)cyz + «-- + Q(d)cdzd

is < the number of nonreal zeros of the real polynomial

d
co+clz+ vos +cdz .
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[Note: Accordingly, if the zeros of

d
CO + clz + e + cdz

are real, then the zeros of

Q(O)c0 + Q(l)clz + eee + Q(d)cdzd

are also real.]

12.25 THEOREM Iet £ € [ - P and assume that the zeros of f are negative.

Suppose that
d
Cyt ozt + cqz
is a real polynomial whose zeros are real -- then the zeros of the real polynomial
£(0)c, + £(L)cyz + +++ + £(d)cqz"
0 1 d
are real.

PROOF Take £(0) = 1 and write

2 oo z/A
£(z) = ™2 T 1 - 2Z)e B (cf. 10.19).
)
n=1 n
Choose k > 0: vk > d&/-a (a < 0) and put
(z) = (1 +—-—‘122)k (1-2y---(1 - 2
Qe (2) = K N A

the interval of exclusion thus being [0,d]. Iet

Bk=b+7\l—+'°’+—>\l—.
1 K

Then the zeros of the real polynomial

By a

+ce z+ - +cCce Tz

o T ¢ d
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are real, hence the zeros of the real polynomial

By g

cOQk(O) + lek(l)eBkz + oeee + chk(d)e Z

are also real. Now let k » o,

N.B. An additional assumption to the effect that the zeros of

d
Cq tCz + 42

are of the same sign is inutile.

12.26 SCHOLIUM If f € L - P and if the zeros of f are negative, then the

sequence £(0), £(1),... is a multiplier sequence.

221 n2 n2
e? 9 4 (0 <g<1l) ——then f(n) =q , so {g 1}

12.27 EXAMPLE Take f(z)

is a multiplier sequence.

_ 1 . _ 1
12.28 EXAMPIE Take f(z) = TTgliT-(cf. 10.30) then £(n) = a7 e}
{ﬁ%ﬂn =0,1,...} is a multiplier sequence.
[Note: Given o > 0, put (oc)O = 1 and
(oc)n = afo+l) s« (0 + n-1) n>1).
Take now
_ I
f(z) = T lzto)
Then
f(n) = @) _ 1

I (nta) (oc)n !
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SO {Té%—-:n =0,1,...} is a multiplier sequence.]
n

12.29 THEOREM Iet f € L - P and assume that the zeros of f are negative.
Suppose that

F(z) = CO + Clz + e--

is in L - P —— then the series
f(O)CO + f(l)Clz + -e.
is a real entire function and, as such, is in L - P.
PROOF The initial claim is that the series

f(O)C0 + f(l)Clz + esn

is convergent for every z. Thus decompose £ per 10.19:

2 o0 z/
£(z) = ce®? +hz T @ - Zye An.

n=1 An

Then

1+8et<c1l (£20

t/An —(t/—kn)
t _ t
(l - )\—)e = (l + (_—_—>-\——))e <1 ()\n < 0) .
n n
So, for k a nonnegative integer,
ak2 bk bk
If(k)| < |C|e e < |Cle (a < 0).

Therefore

£ [Y¥)e |Mx = o,

k - o
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which settles the convergence issue. To verify the L - P contention, note first
that the zeros of

+ nC,z + n(n—l)sz2 + ..

Jh(F;z) = CO 1

are real (cf. 12.14). Therefore the zeros of the real polynomial

£(0)C, + nE(L)Cz + n(n—l)f(2)C222 + ..

are real (cf. 12.25). But this polynomial is the nth Jensen polynomial of the series
f(O)C0 + f(l)Clz + .o,

so another application of 12.14 finishes the argument.

12.30 EXAMPLE Take F(z) = e -— then

5 fé?) -
n=0 .
is in L - P.
12.31 EXAMPIE Take F(z) = e —— then
5 (_l)n f(%n) ZZn
n=0 n:

isin L - P.

12.32 EXAMPLE Fix a positive integer m and take

_ T'(z+l)
£2) = vy -
Then
fn) = 2,

(mn) !
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hence

© n
z = y
nio W = I/JLm(Z) (Cf. 2.28)

is in [ - P.
[Note: The poles of the numerator, viz. -1, -2, ..., are absorbed by the

1

. . 2 m
poles of the denominator, viz. - T mr ottt T ot -]

12.33 EXAMPLE Recall that the Bessel function Jv(z) of the first kind of real

index v > -1 is defined by the series

2
R N G D
n=0
To apply the foregoing machinery, rewrite this as
Y
_ .z z
3,(2) = G 4G,
where
o0 £ (2n)
Y (z) = £ (P2,
v - n!
n=0
Here
fv(z) = lz
I'(v + 5 + 1)

is in L - P and its zeros are negative (since v > -1). Therefore the zeros of

Jv(z) are realT.

T E. Lommel, Studien uber die Bessel'schen Functionen, Teubner, Ieipzig,

1868, §19.
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12.34 EXAMPIE Given p =1, 2, ...,
_ @ 2p
<I>2p(z) = fO exp(-t™")cos zt dt (cf. 2.30)

is in L - P.

[In fact,
co £ (2n)
2p 0, (z) = I (-)" B ",
= n=0
where
z z +1
f ) I‘(é-+ T( 75 )
P I'(z + 1) !

the poles of the numerator, viz.
-2, -4, -6, .., -1, - 1L +2p), - (1L +4p),...,
being absorbed by the poles of the denominator, viz. -1, -2, -3,... .

[Note: <I>2 (z) has no zeros but <I>4 (z), @6(2), ..., have an infinity of zeros.

Proof: The order of <D2p(z) is 2p2];0- T » which lies strictly between 1 and 2 if

p > 1, so one can cite 7.4.]

Iffel ~-P, thenf' € L - P (cf. 10.20 and 10.25).

[Note: ILetting Yor¥yre-- be the multiplier sequence associated with f, it
follows that y(') =Yy yi = Yoree- is a multiplier sequence (namely the one associ-
ated with £').]

th

12.35 EXAMPLE The n~ Hermite polynomial is, by definition,

2
-z

2 .n
z- d e
n

H (z) = (-1)" e
n az

(cf£. 8.17),
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S0
dn —22 n -22
—e = (-1)" H (z2)e .
n n
dz
_22 i —z2
The fact that e is in L - P then implies that—-—ﬁ-e is in L - P, thus the

dz

zeros of Hh(z) must be real.

While L - P is not a vector space, there are circumstances in which it is

closed under addition.

12.36 TEMMA If £ € L - P, then v a € R,
af + £f' e L - P (cf. 12.10).

PROOF The product f(z)e?? is in L - P, as is the derivative %z‘ (£(z)€??), as

-az d

is the product e aE—(f(z)eaz), thus

af(z) + £'(z)

isin L - P.

12.37 EXAMPLE lLet p be a real polynomial with real zeros only. Take o > 0,
B € R, and define F by
F(z) = /7 p(/ T thexpl-at® + /I gt + /T zt)dt.
Then F € [ - P.
[Supposing that p is monic, write
p(z) = (z + al)...(z + an)(al,...,an € R).
Put

(oe]

Fo(z) =/ exp(—oct2 + /=1 Bt + /-1 zt)dt.
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Then

+ 8)°

ry@ = OV ep2 i By,

mFOEL-R Mmddhe%&k=l“um)w

(o]

F (2) = /7 p (T tiexp(-at” + /T pt + /T zt)at,

where
pk(z) = (z + al)...(z +»ak).
Then
— 1
Fl = alF0 + FO
= :-.__ 1
F Fn anFn_l + Fn—l’
so Fel -P.]
APPENDIX

A multiplier sequence YorY¥yreee is said to be

strict if it has the following

property: Given any real polynomial

d
CotCyz + --r +Cyz

whose zeros are real, the zeros of the real polynomial
d
Yoo * Y1C1Z t co t YsCq?
are also real (cf. 12.22).

EXAMPIE Iet £ € L - P and assume that the zeros of f are negative —- then the

sequence £(0), £(1),... is a strict multiplier sequence (cf. 12.25). In particular:

{ﬁ%en 0,1,...} is a strict multiplier sequence (cf. 12.28 (or 12.13)).
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ILFMMA A strict multiplier sequence acting on a polynomial whose zeros are real

and of the same sign preserves the reality and the sign of the zeros.

EXAMPLE Take f(z) = (22 + 2z - 1)e® and consider the corresponding multiplier
2 . . 2 .
sequence {-1 +n +n":n=0,1,...} — then its action on (z + 1)° is

“1() + 1)z + 5(2)z°.

-1 + /1T

The zeros of this polynomial are —5 ' hence are real but of opposite sign.

Therefore the multiplier sequence {-1 + n + n2:n =0,1,...} is not strict.

DEFINITION Given two sequences

ao,al,...

bO’bl" .o

of real numbers, their camponent wise product is the sequence a bO’ a.b . .

0 1’

IEMMA If

uo,ul,...

80’81""

are strict multiplier sequences, then so is their component wise product.

LEMMA If

&O,dl,...

BO,Bl" L

are multiplier sequences and if Oy rOiqrese is strict, then their component wise

product is a multiplier sequence.
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PROOF Let

d
Cyt G2 + +r- +cyz

be a real polynomial whose zeros are real and of the same sign -- then

d
OLOCO + oclclz + e + OLdCdZ

is a real polynomial whose zeros are real and of the same sign, thus the zeros of
the real polynomial

d
aOBOCO + alBlclz + e + adsdcdz
are real (cf. 12.22), which implies that uOBO’ alBl,... is a multiplier seguence

(see the comment appended to 12.22).

APPLICATION Iet £ € L - P, say

f(z) = I cnzn.
n=0

Then CyrCpre-- is a multiplier sequence.

[For

and {ﬁ%in = 0,1,...} is a strict multiplier sequence while v,,vy,... is a multi-
plier sequence (cf. 12.14).]

[Note: A priori,
. " Cpel Sy 20 m=1,2,...)  (cf. 12.23)

but this can be sharpened:

2
Yn T Yn-1 Yne1 2
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(n!)2c§ - (n—l)!(n+l)!cn

2
ncn - (n+l)cn_l cn+l >0

ci -C . C 1 > 0.]

-1 cn+l 2

0



§13. CHARACTERIZATIONS

ILet

— > n

f(z) = ¢ an
n=0

be in [ - P - then
Y
_ n _ g(n)
cn—rv(yn—f (0))

and YorYyre-- is a multiplier sequence (cf. 12.14). Therefore (cf. 12.23)

2 -
Yn - Yn—lYn+l >0 n=1,2,...).

13.1 EXAMPLE Consider the Hermite polynomials {Hn:n =0,1,...} (cf. 12.35) —

then for real t and complex z,

® H_(t)
exp(2tz - z2) = 3 B
0

n
zZ .

n!
Since v t, the function

z + exp(2tz - z2)

is in L - P, it follows that

Ho(t) ~H_ (0H (6 20 (=1,2,...).

13.2 EXAMPLE Consider the Laguerre polynomials {L(u)

N 0,1,...} of index

o > -1 and degree n, thus

-o_t n
L@ ey = t—-—?—— At eog17 0 =g )),
n ni dtn n n



where

(1+)
L) = — 2

n!

In terms of the Bessel function Ja’ for real t > 0 and complex z,
(L + o) (tkz) ™2 32 /&)

- L(oc) (t)

= ) —m—
R

A

e L ) 2

w 7(0)

= T fil__fil.gii

n=0 1. (o) ™
n

Since v t > 0, the function
z > (tz) 2 3 (2 VE2)

is in L - P (cf. 12.33), it follows that

n+l

IR O T R A N R ACONCS
(@) -
'™ (0)

[Note: As we know,
Z\ =0
3, (2 el-P
S0 by evenness,

(%"O‘ J,(/2) €L =P

=0 n=1,2,..

..



2%, 70/2 JOL(/E) eL-7P

~a/2

2% (4z) Ja(2/§) EL-P

7 /2 JO‘(Z/E) €L -P.]

13.3 1EMA If £ € L - P, then for all real t,

™ )2 - £ D e Dy o0 w1,

with equality iff g (n-1) (z) is of the form e or t is a multiple zero of g(n-1) (z).

PROOF Decompose £ per 10.19:

2 ) z/\
fz) = 2™ 7 T - Be M
n=1 n
Then
£ oMy oat + b+ OZO L+
Flo t oy EA TR
=>
4 £, _EWEm - 5 @)’
J £ (©) )2
=- 0 425 - OZO ——————Zl .
£2 n=1 (t-2 )

If £(z) = Cebz or if t is a multiple zero of f(z), then

F)E' (8) - (£'(£))% = 0.



On the other hand, if f(z) = Cebz and if ¢ is not a zero of f(z), then

[s0]

m 1

c n=1 (c—An)

7 <0

£()E'' () - (£'@)? <0,

so by continuity,
[N ) L} 2

FR)E'"(t) - (£'(£))" <0
for all real t. If equality obtains and if f(z) = Cebz, then t must be a zero of
f(z) (cf. supra), hence t must be a multiple zero of f(z):

(£ ()% =0 => £'(t) = 0.
Proceed from here by iteration (bear in mind that L - P is closed under differen-
tiation (cf. 10.20 and 10.25)).

[Note: In particular,
@ (0))2 - £ () ) (g 5 o,

i.e.,

2 -
Yo = Ype1VYnel 2 0 n=1,2,...).]

13.4 EXAMPLE Take

£(z) = z(z% + 1).

Then

£ (8)2 - F()E' ' (£) = 32 4+ 1 > 0.

Still, £ € L - P (because it has the nonreal zeros *+ v/-1).



13.5 EXAMPLE Take

f(z) = ez - ezz.

Then

n-1 3t
e

€™ (1)) - 0D (e ) = 5 50 m=1).

Still, £ ¢ L — P (because it has the nonreal zeros 2n/-1 k (k = = 1,+ 2,...)).

Therefore the inequalities

ED )2 - @D e 4y Lo @ 1)

do not serve to characterize the elements of L - P (even if they are strict).

13.6 NOTATION Given a real entire function £, let L.(f) (t) = f(t)2 and for

0
n=12,..., let

2n kin
- (-1 2n, (k) (2n-k)
Ln(f) (t) _kzo-_(z:{)—!_— (k)f (t)Y £ (t) (t € R).
N.B. For the record,
2 k+1
L@ w = 1 & e® e g
k=0
_ _fWf'' (k) ' 2 £ (n)f(t)
== (£'(v))” - —

(£' ()% - £@)E'" (1) .

13.7 THEORFM Iet f € A~ L - P (cf. 10.31) -—then f €0 - L -P (=L - P) iff
vn=0and vV t € R,

Ln(f)(t) > 0.



Some preparation will help ease the way.

13.8 NOTATION Given a real entire function £, for fixed x € R, let

£.(y) = [fx+ /Ty E

[

fx+ /L y)fx - /~Lvy).

Then fX is an even function of y and

oo}

_ 2n
B ) = I A0 Y

where
£(2) )

_ X
An(f) (x) = ——(—2—11)'-!— -

13.9 LEMMA We have

A () (x) =L (f) (x).

PROOF In fact,

(20) 14 (£) () = £52% (0)
= g_y I£(x + /T y) lz’y:o
= % (flx+ /=1 y)f(x - /=1 y)) IFO
no.. dk T d2n—k T
G W S, ) I N -1y)|
o Kk aF y=0 " 7K =0
n
= 1 (F 2 8 ey
k=0

Cn) L (£) ).



When convenient to do so, write

L (£) () L (£(t))

AL(B) (8) = A (E(D).

13.10 LEMMA For every real a,
Ln((x +a)f(x)) = (x + a)2 Ln(f(x)) + Ln_l(f(x)) n=1,2,...).

PROOF From the definitions,

z Ln((x + a)f(x))y2n
n=0

o0

z An((x + a) (f(x))y2n
n=0

|(x+a+/;Ty)f(x+‘/:l‘y)]2

(x+a)°+y) T A (E6)Y™"
n=0

x +a)% I An(f(x))y2n + 3 An(f(x))y2n+2

n=0 n=0

[oe] <o

x+a)® I A (EEYT+ 3
n=0 n=1

2
Ay (EEYT

(oo}

(x + a) 0 (E(x) + 3Ll ) (60 A (£6) 1y

it

e}

(x + a) Ly (£(x)) + RRCEE L (E6)) + I (6 Iy

To establish the necessity in 13.7, it can be assumed that f is a real poly-

nomial with real zeros only. For this purpose, proceed by induction on the degree



of £, the assertion being clear when deg £ = 0. If deg £ > 0, write f(x) =
(x + a)g(x), where a € R and g(x) is a real polynomial with real zeros only. By
the induction hypothesis, Ln(g(x)) > 0 for all n > 0. Now apply 13.10 to see that
the same is true of f.

Turning to the sufficiency in 13.7, if £ Z 0 is not in L - P, then f has a

nonreal zero Zy = Xg + /:I'yo, SO

N 2 2 2n
0=[£(zp)|" = I L (£)(x)yg (v = 0).
n=0
Since each term in the sum on the right is nonnegative, it follows that Ln(f)(xo) =
Ovnz=0, hence Vy €R,
0=ty + AT |° = £ L (6) (¥,
~ . n 0
n=0
implying thereby that f = 0.
[Note: The assumption that £ € A - L - P serves to ensure that if £ Z 0 - L - P

(=L - P), then £ has a nonreal zero.]

13.11 EXAMPLE Take f£(z) = (z2+1)e% — then

22 - 1)t

L, () (©)

Il

L, () (t) o2t

and Ln(f)(t) =0 (n > 2). Here

2 <1 => Ly (£) (&) < 0

and, of course, £ Z L -P but £ e x~-L - P).



13.12 THEOREM ILet f€ A~ L - P (cf. 10.31) —~then £ €0~ L ~-P (=L~ P)

iff v z,

1£'(2) |2 2 Re(E@T2N) .

v

PROOF Suppose first that £ € L - P:

£+ ATy 2= £ L (0 oy™
n=0

2
2__2. £ + /T y) |*
y

® 2n
nzo 2n + 2) (2n + l)Ln+l(f) (x)y

v

0 (cf. 13.7).

On the other hand,

82 2 2 —
— |f£x + /<L y)|© = 2|£'(2) |© - 2Re(£(2)E" " (2)).

3y
As for the converse, let z, = x, + V=1 ¥y be a zero of £ and consider
- 2
£o) = £, () =[£Gy + V-IN [
0
Then
2
£, 20,
ay

so fo (y) is a convex even function of y, thus has a unique minimum, which must be

taken on at y = 0. But

0=f(z =f(x0+1/-_ly0)=>y0=0.

O)
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Therefore the zeros of f are real, hence f € 0 - L - P (=L - P).

13.13 THEOREM Iet f € A - L - P (cf. 10.31) ——then £ €0 - L ~-P (=L - P)

iff vz=x+/~Iy (y 2 0),

il;Im(- £ (2)ETZ)) = 0.
[This is a simple consequence of the canonical computation... .]

APPENDIX

Iet £ € L - P be transcendental. If f(to) z 0 and f'(to) = (0, then

f(to)f"(to) < 0 (cf. 13.3), so t, is a simple zero of £' € L - P.

0

£ (n)

IEMMA Iet £ € | ~ P be transcendental. Suppose that has a multiple zero

at t0 —— then

= ft! = ees = (n) =
f(to) = f (tO) = f (to) = 0.

SCHOLIUM If the zeros of f are simple, then the zeros of all of its derivatives

are simple.

THEOREM Iet £ € L - P be transcendental. Assume: f satisfies the differential
equation
£ (2) = A £(2),
where A|R is real analytic —- then the zeros of f are simple.
PROOF Proceeding by contradiction, suppose that at some tO, f(tO) = f'(to) = 0,

thus £ (ty) = 0. Since

£ () = AT @2)E(2) + A@E (),



11.

it follows that f(n+l)(t0) = (0. Owing now to the lemma,

fty) = £'(ty) =« = £ ()
But
(n+k) K e &k-0) . _(0)
£ (z) = Z (,)A (z)£ (z).
=0 *t

Therefore f and all its derivatives vanish at tO’ a non sequitur.



§14. SHIFTED SUMS

Iet £ Z 0 be a real entire function.

14.1 NOTATION Given a real number ), put

fx(z) = f(z +/~L \) + £(z - /~I )).
[Note: £ A is again a real entire function.]
Obviously,
£, = £,
14.2 EXAMPLE Take f(z) = z' -— then
n-1 — —
£,(z) =2 ] (z - oot ‘ 1§5§%l5 ).
k=0 _ —
sin z
14.3 EXAMPIE Take f(z) = -~ then
_ cos z
sin z
f}\ {(z) = 2 cosh X
cos z.

Let EXf denote the set of A such that f>\ = 0or

C)\ e}<p(b>\z) , where C)\ z 0 and bx are real constants.

14.4 LEMMA Suppose that f is not of the form Cebz

for which £ 3 has the form

, where C 2 0 and b are real

constants -- then EX is a discrete subset of R (if not empty).

[In fact,

EX; = {Azll(fx) = 0}.]



14.5 EXAMPLE Take f(z) = e — then

fA(Z) = 2{cos A)ez,

[Note: £ is in L - P but technically the zero function (e.qg., fﬂ) is not

in L - P.] 2

1l4.6 EXAMPLE Take f(z) = ez(a0 + alz), where ag and a, # 0 are real -—- then

£, (z) = e® (2,2 + Aj),

where
A1 = 2al cos A
and
AO = 2a0 cos A - 2alx sin 2.
Therefore
BXe = {(2k +1) 33k =0, +1,...}.
And

AE EXf (A =2 0) => A0 = —2a1 Asin A =20

=> f)\z 0.

14.7 EXAMPLE Take

£(z) = €%p(z) (b real),
where

p(z) = ag +aj;z + - anzn (an z 0)



is a real polynomial of degree n > 2 with real zeros only —- then

_ bz n n-1
fxw)—e (%ﬁ +Z%4; +-o-+Ad.
Here
A = 2a cos b
n n
and
Aq =23, cos Ab - 2kna sin Ab.
® If cos Xb # 0, then Ah z () and fk has n zeros.
e If cos b = 0, then Ah = 0 but if in addition ) = 0, then Ah_l z 0,

thus fk has n-1 zeros.

Since n > 2, the conclusion is that EXf = g.

14.8 REMARK It is clear that if v ), fk Z 0 has a zero, then EXf = f.

[For instance, if £ € L - P and if
o0 z/\
f(z) =c%P? TT 1 -Ze " (cf. 10.19)
=1 Xn
has an infinite number of zeros, then V A, fk Z 0 has an infinite number of zeros,
hence EX. = 2.1
14,9 IEMMA If f € L - P, then V A € R, either fx €L -Por fk =z 0.
PROCF By the usual approximation argument, it will be enough to consider the

case when £ is a real polynomial with real zeros only, say

f(z) =c2" JT @ -3 (C=0).

So take X > 0 and suppose that fA(Z) =0 (z=x+ /-1 y) — then



£z + /I N | = |£z - T 1|

L lfe+ AT )2
1£(z - /=T 1) |°

N

2
TTIx. = (z + /T )]
_ =z + T 02 ™ ] n:ll n

Iz - /T 02 N N
T, - @-v-TN]
n=
—_ —m 2 2
T 2 gaen? N (k- A% F v+ )
LA -0 | el k- a)% v - 07

If v > 0, then all factors on the RHS are > 1, while if v < 0, then all factors on
the RHS are < 1. As this is impossible, it follows that y = 0.
[Note: More generally, the same argument can be used to show that the poly-
nomial
f(z+ /I )\ -vyE(z~/~T 2 (yeC, |y]=1

has real zeros only.]

N.B. Consequently, V A € R,

fel-P= Ll(f)\) (t) =0 (t € R) (cf£. 13.3).

14.10 EXAMPLE Take £(z) = z(l + z2) —- then

L, (£,) (t) = 2t s @2 -2% 0,

vet £ €L ~ P.



[Note:

2 2
Ll(fx) (0) = (61" - 2)

.1

and the expression on the right vanishes at )\ = #

L
V3

14.11 1EMMA If £ € L - P and if EX

f=ﬂ, then v A = 0, the zeros of f

)\are

simple.

PROOF Take ) > 0 and suppose that t0 is a multiple zero of f>\:

|
o

f}\(t => f(t0+/:IA) =—f(t0— V=1 )

O)—

|
o

f;\(to) =0 => f'(to - /-1 )\)=—f'(tO + /-1 ).

f(to - /-1 A)f'(tO + /-1 1)

is real iff

f(t, - /-I}\)f'(to + /1)) = £(t, - /-_lk)f'(to + /=1 )).

But

f(t V-1 >\)f'(t0 + V=1 ))

f(to + V=1 >\)f'(t0 - /=1 ))

(- £(t, - V=1 A)) (- £ (t, + V=1 A\))

i

f(tO - /:TX)f'(to + /=1 )\).



On the other hand, for Im z > 0,

o0

£'(z) _ ;.M 1 1,
In gy —Im(z+2az+b+n£l (z—-)\n+ An,)

< 0.

Setting z = ty + /=1 \ then leads to a contradiction:

f'(t0 + /-1 1)) f'(tO + /:I'A)f(to + /=1 A)
= Im

Tm 2
£(ty + V-1 ) If(to + /-1 1)) |

_ 1
£, + T 0 |7

Im(f'(t0 + /:I'A)f(to - /=1 1))

= 0.
[Mote: This point is illustrated by 14.2 and 14.3.]
14.12 THEOREM If £ € L - P and if EXf =, then v X = 0,

Ll(fk)(t) >0 (t € R) (cf. 13.3).

14.13 REMARK Suppose that £ € A = L - P has the property that v A = 0,

Ll(fx)(t) >0 (t€R) (cf. 13.3).
Then EX. = g and it is an open question as to whether £ € L - P.

[Note: If specialized to the case when £ € * — [ - P, the stated condition
does indeed imply that £ € L — P. 1In passing, observe that the strict inequality

Ll(fx)(t) > 0 is necessary (cf. 14.10).]



§15. JENSEN CIRCLES [BIS]

Given a real polynomial £, denote by Zyreeer2, those zeros of f which lie

in the open upper half-plane.

15.1 NOTATION Given a real polynomial f and a real number A, for j =1,...,4,

put

2

€;0) = {z € Cilz - Re zj|2 < (Im zj)2 - A

[Note: Take €j(A) =g if |A| > |Im 24 .1

N.B. In particular:

Cj (0) = €j (cf. 9.2).

15.2 THEOREM For any A # 0, the nonreal zeros of the polynamial

f(z+ /T2 -vE(z-/~L AN (yecC, |y]=1
lie in the union of the €j(>\).

PROCF Take f monic of degree n, so

m, L m, _ m.
f(z) = T (z -z) = - T z-2.)7 (z-2.)7 (cf. 9.3).
Im z.=0 j=1 J J
i
Write
z=x+/—_lyandzj=xj+/;Tyj 3=1,...,2).
Then

o lz+/Ta-z|%~|z-/Tx-z/



. ]z+/—_1_)\—zj[2|z+/—_l_>\-5j|2

- |z = v-IT - zj[2|z - /<1 ) - Ejlz

= 8ylx - xj)2 + y2 + Az - y?]-

If now z is nonreal and lies outside all the Cj (A\), then
(x—x.)2+y2+A2—y2. > 0.
J J
Therefore every factor in the product representation of [f£(z + V-1 1) |2 is larger

than the corresponding factor in the product representation of |£(z - v=I }) l2

if Ay > 0 and vice-versa if Ay < 0. To recapitulate:
Ay >0 => |f(z + /L N | > [f(z = V=1 1) |

A < 0= |[f(z + /I N| < [f(z - /~T))

Accordingly, at such a z, the polynomial

f(z + /=1 2) - yf(z - /<1 )\)

cannot vanish.

N.B. If |[A| = |Im zj] = |yj|, then

CJ()\) = {Z S C:(X"Xj)z +y2 Sy§ - )\2 = 0}'

so in this situation, x = Xj and v = 0, thus

Cj(k) = {(xj,O)}.

15.3 COROLLARY For any A # 0, the nonreal zeros of the polynomial



fx(z) =f(z +/~L \) + f(z - /=1 2)
lie in the union of the Cj (A).
[Simply take y = -1.]
15.4 COROLIARY For any A # 0 and any £ € C (£ = 0), the nonreal zeros of the
polynomial

Ef(z + /=L )\) + Ef(z = /=1 ))

lie in the union of the é:j \).

[Simply take v = - 2 .]

oejend

15.5 REMARK One can recover 9.3 from 15.2. Thus let >‘n = ;L—l

and consider

f(z+v/~1L )) - f(z -v-1 X))
n n
fn(z) = .

2\
n

Then

lim £ (z) = £'(2)

n > o

uniformly on compact subsets of C. Moreover, the zeros of fn(z) are contained in
the union of the Cj O‘n) and the real line which is a subset of the union of the
Jensen circles of f and the real line.

15.6 LEMMA Let f be a real polynomial whose zeros lie in the strip

s@) = {z:]/mz| <A} (@>0).

Then V A # 0, the zeros of the polynomial

£z + /T2 -vE(z-7/T2 (yeC |y]=1



lie in S(WA% - %) if |A| < A and lie in S(0) = R if A < [A].
PROOF If z =x + /-1y € Cj(A) is a nonreal zero and if |A| < A, then

y2 < x - xj)2 + y2 < y? - Az < A? - xz,

hence z € S(Vé - AZ). Meanwhile, at the transition point A = |\|, there is no
nonreal zero in any of the €;(A) and on the other side A < [A], all the €5 () are

empty.

15.7 REMARK If A =0, hence if £ € L - P, then Vv A # 0, the zeros of the

polynomial
f(z+ /L)) -vyE(z-vy-I)N (e |y]=1

are real (cf. 14.9) and this persists to X = 0:

f(z) - vE(z) (1-vy)E(2).

15.8 THEOREM Iet f € A - L - P (cf. 10.31) -- then the zeros of fA lie in

S(/a% - A%) if |A| < A and lie in S(0) = R if A < |}
[Taking into account 15.6 and 15.7, apply 10.32.]

[Note: It is a corollary that

f.ea -L-P,

A A

where

A = max (a2 - 22,0)) 2.1



§16. STURM CHAINS

Given nonconstant real polynomials P and Q, put

F(z) = P(2) + V-1 Q(z).

16.1 LEMMA Suppose that F(z) has all its zeros in either the open upper
half-plane or the open lower half-plane -- then P and Q have real zeros only.
PROOF Working under the open lower half-plane supposition, write

F(z) = Cn(z - zl)...(z - zn) (Cn z 0).
Then for Im z > 0,

lz-z|>|z-2] (Imz_<0, k=1,...,n)

[F=)| > |[F(2)]

2/=1 (P(Z)Q(z) - P(2)0(z))

F(z)F(z) - F(2)F(z)

il

> 0.
Therefore P and Q have real zeros only (nonreal zeros of either P or Q would occur

in conjugate pairs).

[Note: P and Q have no common zero (otherwise F would have a real zero:

IFx) % = P2 +0x2).]

Here is an application. Let f be a nonconstant real polynomial with real



zeros only, so £ € L - P, thus taking A > 0, the zeros of £(z + V-1 \) lie in

the open lower half-plane. Define nonconstant real polynomials P and Q by writing

f(z + /-1 \) = P(z) + /-1 Q(z).

Then P,Q€ L - Pand vV x € R,

f(x + /=1L \) + f(x + /=1 )\) = 2P(x)

f}\ (x)

=> fA € L-P (cf. 14.9).

16.2 REMARK If u and v are real and if uz + v2 > 0, then the zeros of F and

(u = V-IVF= (WP + Q) + /-1 (uQ - vP)

are the same. Therefore

WP + vQ
o - VP
have real zeros only.
16.3 SUBLEMMA The zeros of
1+ /:IEAz)n O > 0)

lie in the open upper half-plane, hence the zeros of

n Azzz n A4z4
l'(z)_§+(4) T e
n n

are real (cf. 16.1).

16.4 IEFMMA Iet f be a real polynomial -- then fk has at least as many real

zeros as f does.



PROCF Take A > 0 —— then the polynomial

2 4

f) - QL@+ ) Aet@ -
n n

has at least as many real zeros as f(z) does (cf. 12.10). But there is an expansion

£.(2) 2 4
g =ﬂﬂ—%?%ﬂ+%{mww_””

so it remains only to let n -+ o,

16.5 LEMMA Assume:
® [(z) has n zeros in the closed lower half-plane
or
® F(z) has n zeros in the closed upper half-plane.
Then P and Q have n pairs of nonreal zeros at most.

[Note: The case n = 0 is 16.1.]

There is more to be said about (P,Q) and F but for this it will be best to

first introduce some machinery.

et

Pn(X)r Pn—l(x)’”" Pl(x)l PO(X)

be a sequence of real polynomials such that deg P, = k and Pék)(O) >0 (k =0,

k

R o) I
[Note: Therefore Po(x) is a positive constant.]

16.6 DEFINITION The P, are a Sturm chain if the following conditions are

satisfied.



® Two consecutive terms Pk’ cannot vanish simultaneously.

Pres1
® Whenever one of the Pn—-l’ .o ,Pl vanishes, the neighboring terms have

opposite signs.
16.7 EXAMPLE Consider the Legendre polynomials

P (x)

[
&
|
e

Then

_ _ _ 3 _1
Po(x) =1, Pl(x) = x, P2(x) = 35X 57

and for k > 2,

&
P (x) = —2 XX v 0 ()
k k! k=27
where Mo is a polynomial of degree (k-2) in x. Furthermore, there is a recurrence
relation

k + 1)Pk+1 (x) = (2k + 1)ka(x) - kPk_l (x) .

Thus, in consequence, the sequence
Pn(x) P P1 (X)yosey 12 (x), Py (x)
is a Sturm chain.
[Note: This setup is the tip of the iceberg: Consider a weight function
w({x) >0 (a < x <b) (a or b potentially infinite) and an associated sequence

{Pn (x) } of orthogonal real polynomials.]

16.8 EXAMPLE Fix A > -1 and let

P60 =5 - tH e+ AT oM (= 0,100,



Then the sequence
Px,n(x)’ P)\,n_l(X),---, Px,l(X)' PA,O(X)

is a Sturm chain.

16.9 STURM CRITERION Suppose that

Pn (%), Pn—l x),..., Pl (%), P0 (x)

is a Sturm chain -- then the zeros of the Py (k=1,...,n) are real and simple.

Return now to

F(z) = P(z) + V-1 0(z).

16.10 LEMMA Under the assumptions of 16.1, P and ) have real zeros only and,
in addition, these zeros are simple.

[Note: The new information is the assertion of simplicity.]

Tt suffices to work with P (since - V-1 F = Q - /=1 P), the idea being to
exhibit a Sturm chain
P(X) = Pn(x) ’ Pn_l(x) ressey Pl(x) I Po(X) ’
thereby enabling one to quote 16.9.
As before, write

F(z) = Cn(z - zl)...(z - zn) (Cn z 0),

take Cn =1, and let

z; =a; + /——fbl by <0)yeee, 2 =2 + /—_lbr1 (b, < 0).
Put
Fk(x) = (x—al- /-_-Tbl)...(x—ak— /:Tbk)

Pk(x) + /=T Qk(x) .



Then

P& = &-a)p & +bO &

Replacing k by k + 1 gives

P @) = (=3 )R () + By 10 (x)

from which (by elimination of Qk(x))

PP () = (B =3y ) + By (= 3)) P ()

] (b12< +lx - ak)z)Pk-l =) .

Setting PO (x) = 1 and noting that by construction, the Pk are monic, it thus

follows that

P(x) = Pn(X)r Pn_l(x)r-"r Pl(x)l PO(X)

is a Sturm chain, as desired.

At this juncture, return to the inequality
2/~1 (P(z)Q(z) - P(2)Q(z)) >0 (Imz > 0)

and divide it by - 2/-1 (z - z) to get

_PE) Q) -0@) 0@ ®@) -P@) (> o).

2 = 2

ILetting z approach the real axis, we conclude that

Q)P'(x) - P(x)Q'(x) = 0.

16.11 REMARK Recall that P and Q have no common zeros, so if P(xo) = 0,



then Q(xo) z 0. On the other hand, X is simple (cf, 16.10), hence P'(xo) z 0.

Therefore

Q(XO)P'(XO) - P(XO)Q'(XO) = Q(xo)p'(xo) > 0.
Accordingly,

QX)P'(x) - P(x)Q'(x) > 0O

whenever P(x) = 0 (and, analogously, whenever Q(x) = 0).

16.12 IEMMA Between any two consecutive zeros of Q there is one and only one
zero of P and between any two consecutive zeros of P there is one and only one

zero of Q, i.e., P and Q have interlacing zeros.

PROOF The rational function

_ P(x)
R = 55y

has a nonnegative derivative at all x except at the zeros of Q(x). Moreover,
between any two consecutive zeros of Q(x), R(x) climbs from - « to + « and, in

so doing, determines a unique zero of P(x).

16.13 REMARK This property of the data forces an after the fact restriction

on the degrees of P and Q, viz.

Il

deg P=deg O + 1

deg P = deg Q or

1l

deg O = deg P + 1.

The preceding considerations can be turned around. Spelled out, make the

following assumptions.

® The zeros of P and Q are real and simple.

® The zeros of P and Q are interlacing.



® There exists an x., such that

0

Q(XO)P' (XO) - P(XO)Q' (xo) > 0.

F(z) = P(z) + V-1 Q(=z)
has all its zeros in the open lower half-plane.
To begin with, it is clear that P and Q do not have a common zero (their

zeros being interlacing), thus F cannot have a real zero. Suppose, therefore,

that F(zo) = 0, where z; = x, + 1/—_lyo (yo z 0) —— then
P(zo)
9+ /T=o.
Q(z,)
Denoting by a; <a, < e <ay the zeros of Q, pass to the decomposition
A A
ZEZ;=A+z—la §2a+"+ —na’
2 1 Z 2 n
where A is a real constant and
P(a,)
Ak= K (k=1,2,...,n).
Q' (@)
Here
P(ak)P(ak+1) <0
Q' (3,)Q" (3,1 < 0,
e}

Al’ A2""’ An

have one and the same sign. But



n Ak

l=vy., I .
2

0 k=1 (xO—ak) + y(z)

There are then two possibilities: All the Ak are > 0, in which case Yo is positive,
or all the A are negative, in which case Yo is negative. 2And this means that

F(z) has all its zeros either in the open upper half-plane or the open lower
half-plane.
It remains to eliminate the first contingency. However, it it held, then,

arguing as before, we would have

Qx)P'(x) - P(x)Q'(x) < 0O,

contradicting the assumption that there exists an X such that
Qxy)P' (x5) - P(x))Q" (x4) > 0.
[Note:

vk,Ak<0=> (-g%g—'>o (x¢ak)

=> Q(x)P' (x) - P(x)Q'(x) > 0.]



10.

In sumary:
F(z) = P(z) + /-1 Q(z)

has all its zeros in the open lower half-plane.

16.14 REMARK The developments in this § are known collectively as Hermite-

Bieler theory.




§17. EXPONENTIAL TYPE

Given an entire function

£(z) 5 cZ,

put

T(f) = Tm 29 Mf)

r > o

17.1 DEFINITION f is of exponential type if T(f) < «, in which case T(f) is

called the exponential type of f.

N.B. £ is of exponential type iff there exists a positive constant K:

£(z) = o(eK,ZI),

the greatest lower bound of the set of K for which such a relation holds then

being the exponential type of f.
17.2 1EMMA If £ is of exponential type, then its order p(f) is < 1.

17.3 LEMMA If f is of exponential type and if T(f) > 0, then its order p(f)

is = 1 and T(f) = 1(f).

17.4 ILEMMA If f is of exponential type and if T(f) = 0, then there are two

possibilities: p(f) < 1 or p(f) = 1 and T(f) = 0.

17.5 SCHOLIUM The set of entire functions of exponential type is comprised
of the entire functions of order < 1 and the entire functions of order 1 and of

finite type.



17.6 EXAMPIE The entire function

sin /z

VZ

is of order %w It is of type 1 but of exponential type 0.

17.7 EXAMPIE The entire function

1
zl (2)

is of order 1 (cf. 5.13). However, it is of maximal type (cf. 5.22), hence is not

of exponential type.

17.8 LEMVA If f is of exponential type, then f' is of exponential type and

T(f) = T(f') (cf. 2.25 and 3.7).

£
17.9 ILEMMA If f,g are of exponential type and if g—is entire, then é-is of

exponential type.

PROOF On general grounds,

max (p (£f) ,p(9)) (cf. 2.37)

k]
o~
b
IN

IN

max(1,l) = 1.

There is nothing to prove if p(g) < 1, so assume that p(g) = 1 and distinguish
two cases.

Case 1: p(g) < 1 — then o(f) =1
and

£ £
T(f) = 1(g - 6) = T(§) (c£. 3.14),

thus g-is of finite type.



o, it would follow that

Case 2: plg) = 1 — then 0 < 1(g) < = and if r(-g—)

T(f) = 1(g - g-) = w (cf. 3.14),

contradicting 0 < T(f) < .
17.10 THEOREM Suppose that f is an entire function -—- then

s — 1
T(f) =< Tim nla | /m (et 3.6).

n > «

[Note: In terms of the Yo r

e = Tm [y |VR

n > <«

Proof:

DN s 1/n n
0 > o n! e(nne_n ) 1/n

1/mn

v, |

17.11 APPLICATION An entire function f is of exponential type iff

Iim nla [l/n<°°.
n - o n



17.12 NOTATION EO is the set of entire functions of exponential type.

17.13 LEMMA E0 is a vector space.

PROOF Let
- f(z) = ¥ a zn
n=0 n
gz) = £ b zZ"
. n=0 n
be elements of E0 -— then
1/n 1/n
la, + DI /m (2max (|a_|, [b|) /
< l/n | Il/n + Ib ll/n

. 1/n
Iim nla +b_|

A

llm 21/1"1 IanIl/n Ib ’l/n

n >

< lim 27 . T (n|a [l/n+n|b |)l/n
n > n > oo n n

< T@m nla |+ T afp |V
n > o n n > o n

< oo,

17.14 BEXAMPLE A trigonometric polynomial

V-1 kz



is an entire function of exponential type n.

17.15 LEMMA E0 is an algebra.

PROOF Given
fe E0
g€ EOI
choose positive constants
(K, M) 1£(z)] < e 2]
(L,N) lg(z)] < NeLlZ! .

Then
l£(z)g(z)]| < Nﬂ\le(K+L) =] .

17.16 IL¥EMMA EO is closed under translation: If f(z) is of exponential type

T(f) and if A,B are complex constants, then f(AZ + B) is of exponential type [A[T(f) .

Fmbedded in the theory are a variety of estimates, a sampling of the simplest

of these being given below.

17.17 18MMA Let £ € Ey, say

Kzl

£z |

5

Assume: V real x,

N
=

|£(x) |
Then Vv real y,

£ + /Ty | < 1YL,



[This is a standard application of Phragmén-LindelSf... .]

17.18 THEOREM Let f € EO' Assume: V real x,
|[f(x)| < M.

Then Vv real y,

£ + /Ty | < meT® ¥,

PROOF Given £ > 0, 3 C8 > 0:

|£(z) | < C_ exp((T(£) + €)|z]).

S0, V real vy,
Ifx + V-I y)| < Mexp((T() + €)|y]).

Now let ¢ » O:

£+ /Ty | < mel @ IY]
[Note: Accordingly, if T(f) = 0, then f is a constant. In particular: Every
entire function of order less than one which is bounded on the real axis must be

a constant.]

17.19 EXAMPLE Given ¢ € Ll[—A,A] (0 <A<, put

£(z) = = A peye’ T 2t ge,
—

27

Then £(z) is entire and

|£(2)] < #féA !¢(t)[e—yt dt (z=x+ V/=1y)
2T

< LAl 2w jae
V2m



=> T(f) < A,

thus £(z) is of exponential type. And:

A

£ | —;:ﬂfA 668 |at

21
= M,

thereby realizing the assumption of 17.18.

17.20 IEMMA Iet £ € EO' Suppose that

£(x) > 0 as |x| =+ o.
Then

fx+/~TIy) »0as |x|] >
uniformly in every horizontal strip.

[On the basis of the foregoing, this follows from Montel's theorem. ]

17.21 EXAMPLE Take the data as in 17.19 —- then by the Riemann-Iebesgue
lemma (cf. 21.6),

f(x) > 0 as |x| > .

17.22 IFMMA Iet f € E0 with T(f) > 0. Assume: V real x,

lf(x)| < M.

Then

AT (£)

'IT2k

(—l)k — 'l"' 2

—o0 (2k+1)

2k+1 ™
2T (f) !

f'(x) = fx +

™ 8

the convergence being uniform on compact subsets of R.

PROOF Suppose initially that T(f) = 1 and consider the meromorphic function



Iet T be the square contour with corners at (1 + v=I)m, (-1 + /=L)m, (-1 - v/=I)mm,

(1 - /~I)mn -- then F has no singularities on Iy but inside Fn it might have a

pole at the origin or at the points 2kz+l m (-n £ k < n-1). So, from residue theory,

/

r F(z)dz
2m/-1 n

n-1
k 4 -+
=£'0) - I (1% - &),
k=m=-n o (2k+1)

Next

vl
z€1ﬂ=>|cosz]>e4 v

Im 2).

Meanwhile (cf. 17.18),

i

|£(x + /T y) | <wel?l (e = 1).

Therefore

2 €T => ‘F(Z)l=—‘2l':g'ZLL“

|z cos z|

< 4M|z{_2

fI‘ F(z)dz -+ 0 (n > )
n

=>

(0F Lt r .
—® (2k+1)

4
£ =3
™ k

Il ™ 8

Working now with f£(z + xo) at a fixed X € R (the exponential type of this function

is still 1 (cf. 17.16)), we conclude that



* k 1 2k+1
X (-1) flx., + =—=m.
= —o 2kty2 0 2

Finally, to eliminate the restriction that T(f) = 1, consider the function f(-—-——T (zf))

of exponential type 1 (cf. 17.16) —~- then

2k+1

k 1 X
(=1) 2 tG@m t e

—o0 (2k+1)

I~ 8

5 (-n¥ ——1-—2— £(x + E?T%ln).

i k= —» (2k+1)

z and evaluate at x = 0:

!
E.

17.23 APPLICATION Take f(z) =

1
(2k+1) 2

:)]_:_42_
m k

™ 8

8

17.24 THEOREM lLet f € E0 with T(f) > 0. Assume: V real x,

[£(x)| <M.
Then
|£'(x) | < MT(f).
PROCF In fact,
@] T 5 = i ]
1k = —o (2k+1)
< MT(f) —%— % 1 5
m k = —» (2k+1)

Il

MT(£f).
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17.25 COROLIARY Let f € E0 with T(f) > 0. Assume: V real x,

|£(x)| < M.

Then (cf. 17.8)
™ )] < mr®® m=1,2,...).

17.26 EXAMPLE Take

n
£(z) = = cke":Tkz (cf. 17.14)
k= -n
and let M be the maximm of |f(x)] —— then
1£'(x) | < Mn.

17.27 REMARK Here is a suggestive way to write the assumption and the con-

clusion of 17.24:

1260 | < e’ T TEX o ey | < Jae’™ TOR)

Working on the real axis, let ||. Ip be the IP-norm:

[E] ] = Sl P MR ).

[Note: |].] |p is translation invariant: V £, Vv t, ||ft| ’p = ||£f] Ip, where

ft(x) =f(x +t).]

17.28 THEOREM Iet f € EO' Assume:
£ < o,
el
Then v real v,

718G+ AT ) Pax < [ [g] [ T v,
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PROOF It suffices to consider the case when y > 0. To this end, let

Fo(z) = /2, |£(z + ©)|Pat.

Then

IN

[Py | < /2 |EGx + v) [Pat

£]1P < o,
€112
In addition, |£(z) 'p is subharmonic, thus FA(z) is subharmonic. Using Phragmén-
Lindeldf in its subharmonic formulation, it follows that
Ey G+ AT | < |[£] B PO Y]

Finish by sending A to infinity.
17.29 LEMMA Let £ € EO' Assume:

f o,
€11, <
Then f is bounded on the real axis: V real x,

[£(x)]| < M.
PROOF Because |f(z) |P is subharmonic, we have

2T

I£x) |P < %IO |£(x + re'/:I 0

) |Fae

1£x) |P Ié rdr < % fgﬂ fé |£(x + re’ T % |Praras

IA

—2%; I |£(x + s + /T t) |Pasdt
sT+H” < 1

11 1 - P
s=J oy at SO [fx+ s+ /AT o) |Tds

N
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1

£ [P < 207

A

3|

Sooae /7 |fx+ s + /Tt |Ras

1
-1

S

foyat S5 E(s + /T v) |Fas

IA

el

1 f
7Ly 115D Ela:

!
STIN)

Hng fé PT (B tg

P,

11

17.30 REMARK If ||£| |p < o and if T(f) = 0, then arguing as above,

IN

1f£(x + /T ) |° %f}{fi at /° |£(s + /T ) |Pas

IA

1 g+l
ng_l Hng dt  (cf. 17.28)

[\

_ P,
=2 |I£]|B < =,

Therefore £ is a constant, hence f is identically zero (cf. 17.34).
17.31 THEOREM let f € EO with T(f) > 0. Assume:

fe1P(- ww.
Then f' € IP(- »,») and

€11, < 11l

PROOF Apply 17.22 in the obvious way (legal in view of 17.29).

17.32 SUBIEMMA If f € L:L (- ©,) and if £ is uniformly continuous, then the
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limit of f(x) as x approaches plus or minus infinity is zero.

PROOF Given € > 0, choose § > 0:
|x = y| < &6 = |fx) - £(y)] <—§—.

Choose R > O:

2L+ TR g < es
Claim:
x>R+8= [fx)]| <€

X<-R=-68= [fx)]| < e.

Consider the first of these assertions and to get a contradiction, assume instead

that |£(x)| 2 € —- then

X - 8Ky <x+86

= |f(y)] = [f&x) + £@¥) - £(x)]
> |E@)| - @) - £&)]
= £ ] - [f&) - £ ]

A\

m

I
1T

I
N| ™

+§ >
fiss 1€l >3 (28) = es.

But

s¢+6

£ JE] < T g < es.

17.33 LEMMA Let

=0 X0
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where ¢ € L:L (= o,0) and X1 1 is the characteristic function of [-1,1] —- then
o € Ll (- »,o) is uniformly continuous and

lim ®(x)
X > 4+

il
o

lim o (x)

X > = oo

il
o

[Note: The * stands, of course, for convolution.]

17.34 THEOREM Iet £ € EO’ Assume:

f o,
[H
Then

f(x) >0 as [x]| > =

PROOF Proceeding as in 17.29,

rleea [P < shoae st JEee+ s + /AT 0 [P
Let
s(s) = f1, £ + /T ©) |Pat.
Then
SZle(s)|as = 1T (ffl I£(s + /=T t) |Pat)ds
= ffl ac /7 |£(s + /=T t) |Fas
< oo,

T.e.: ¢ € L' (- w,®). And
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q) * X"'lll(X) = ffoo (i)(X - S)X"lll(s)ds

= fil o(x - s)ds

Il

fil ¢(x + s)ds
- 1 P,
=/ U] [fx+ s+ /1 t)[Fdt)ds

Loae h s+ s + /AT o) [Pas.

Now quote 17.33.

Iet {xn} be a real increasing sequence such that Ayl ~ A 2 2§ > 0.

[Note: The intervals ])‘n - &, >‘n + §[ are then pairwise disjoint:

x< A +86
n

=> )\n+6 > >\n+l -4 =>28 > >‘n+l - )\n.]

X > A -8

17.35 THEOREM Let £ € E,. Assume:

0
£ o,
THI
Then
SpT(£)
e
rzl £0) 1P < 2 —s— |I£] g-

PROOF We have

tlE0 )P <5z sr |£0 + 2) [Paxay
n



A

IN

I

IA

16.

1 $ S
—y-zgstéﬁun+x+ﬁiwﬁ@@
§°T n
1 s >\n+6 D
———62 )3 f—a fx -5 If(x + /-1 y) |Faxdy

m™ n n
l 6 00 p
— s /e |£(x + V=T y) |“dxdy
ST
Lo g R epT(fHYIdy (cf. 17.28)
621T =6 P

2 g T May) |11

621r 0
2eﬁpT(f) RENES
om p



§18. THE BOREL TRANSFORM

Iet K be a nonempty convex compact subset of C.

18.1 DEFINITION Put

(z) = sup Re(wz).
HK weK

Then

HK:C+C

is called the support function of X.

§;§;_HK is homogeneous of degree 1:
HK(tZ) = tHK(Z) (t >0).

Therefore

i (fz]e”1 % = |zfim T 9.

HK(Z)
[Note: Of course, HK(O) = 0.]
N.B. Hk is convex:
HK(AZl + (1 - K)zz) < AHK(zl) + (1 - X)H(zz) (0 < A<1).

[Note: It thus follows that HK is continuous. ]

18.2 EXAMPIE Take K

{xo + /:T'yo} (a singleton) — then

Hp(z) = |z|(x, cos 6 - Y, sin 6).

18.3 EXAMPLE Take K = {z:|z| < R} —- then

H.(z) = R|z].



18.4 EXAMPLE Take K = [-a,a] (a > 0) ——- then

He(z) = a|z|[cos 6.

18.5 EXAMPIE Take K = [~ /-1 a,v/-1 a] (a > 0) — then

H(z) = alz||sin o].

18.6 LEMMA V W € K,

(Re w)cos 6 — (Im w)sin 0

= Re(we

/—Te) < HK(e‘/__l 0 .

18.7 APPLICATION

e Take 6 = 0 to get

Re w < HK(l)'
e Take § = 1 to get
- Rewcs HK(-l) .
Therefore
- HK(—l) < ReWwWES HK(l).
18.3 APPLICATION
e Take § = %to get
- Imw< HK(/—T).
_ 37
e Take 6 = 5 to get
- Im w(-1) < HK(— V-1).
Therefore

- H (/=) < Inw < He (- /=I).



18.9 EXAMPIE Suppose that

- H (1) <0

HK(—-l) < 0,

Os—-HK(—l) sRewsHK(l)=0

=> Rew= 0.

Therefore K is contained in the imaginary axis.

18.10 DEFINITION Suppose that

is of exponential type — then its Borel transform B £ is defined by the prescription

B.(w) = ¥ 2
f =0 Wn+l

.

[Note: The series converges if |w| > T(f) and diverges if |[w| < T(f).]

18.11 EXAMPLE Take f(z) = e~ —- then
Bf(w) = vT-:E-l' .
18.12 EXAMPLE Take £(z) = ¢’ © Z — then
Bf(w) = .
w—/=1
18.13 ILEMMA Fix T' > T(f) and suppose that Re w > 2T' —— then

Be(w) = fcg £(t)e ik,



PROCF First of all,

o0}

| n k) k
f(z) - £ ¢z | < 2 le, ||
k=0 K jentl | K |
s k r.k
= I e, IRF)" (R >r)
k=n+1 k R

[oe]

r.k
M(R;£) I (ﬁ)

IA

k=n+1
- (%)n+l M(R;:£) 1 -
1 -L
R
r,n+l RT' R
<@ e =
Now take R = 2r to get
n [ ]
lf(z) - I ckzkl < (—21—n REE
k=0
Since
le%l = exp(- (Re W)t),
it then follows that
n
N £(t)e "at - Jo (I cktk)e_Wtdtl
k=0

INA

. n
5150 - £ otf|exp(- (Re wt)dt
k=0

A

(£2L—)n f(g exp((2T' - Re w)t)dt.

But

Rew?>2T"=> 2T' = Rew) <0



f‘(’; exp((2T' - Re w)t)dt < .

Therefore the infinite series

R s
~. n "0
n=0

-wt

is convergent and has sum fg f(t)e "dt. And finally

5 oc f2 e
n "0
n=0

oo

z

= B_(w).
n=0 £

I
n+1
W
[Note: The constant implicit in the asymptotics has been set equal to 1.
t
To proceed in general, break fO ... dt into foo ... dt + ft ... dt.]
0

Keeping still to the assumption that £ is of exponential type, let Kf denote

the intersection of all the convex compact subsets of C outside of which B £ is

holomorphic.

N.B. Therefore K. is the smallest convex compact subset of C outside of which

f
Bf is holomorphic.

18.14 DEFINITION Ke is the indicator diagram of f.

18.15 IEMMA The extreme points of K¢ are singular points of Bf.



PROCF If p € Kf were an extreme point of Kf which was not a singular point

of B8 £ then upon removing a certain neighborhood of p from K one would be led

to a smaller convex compact subset of C outside of which B. is holomorphic.

£

18.16 EXAMPLE lLet

n z
f(z) = = Pk(z)eck
k=1
be an exponential polynomial (meaning that the Pk are polynomials and the Cy are
c 2
complex numbers). Since the Borel transform of a monomial zPe equals
p!w - ck) —p—l, the poles at the C) are the only singularities of the Borel trans-

form of £, so the indicator diagram of f£ is the convex hull of the set {cl,. .. ,cn}.
18.17 NOTATION Write Hf in place of HK .
£

18.18 EXAMPIE Take f(z) = sin mz — then

1 1 1
Bf(w) = —
2/-1 | w-v-I1 w+/~I7m
and
Ke = [- /I mw, /~1 7].
Here
He(z) = m|z||sin 8]  (cf. 18.5),
SO

Hf(iﬁ) T =T(f).



Let T be a rectifiable Jordan curve containing Ke in its interior.

18.19 THEOREM We have

1
2m/=T

f(z) =

zw
IF B (w)e™"dw.
PROOF Take for I the circle |w| = T(f) + € (¢ > 0) —— then

1
2m/-1

Iy Bg () e™aw

0 1
1 nlc
Jp (2 Tﬁ%’ezwdw
2mv/-1 n=0 w

® 1 eZW
= L nl cn ' n+l
n=0 2m/~1 W

aw

r cC zn = f(z).
n
n=0

18.20 1EMMA Kf =g iff £ = 0.

PROOF If K = g, then B_. is everywhere holomorphic (including «), thus B

f

is a constant. But Bf(oo) =0, so B 0=>f =0 (cf. 18.19). Conversely, if

fE

£f = 0, then V n, yn=0, henceBFEO.

18.21 EXAMPLE Suppose that
He(V-1) <0

He (- /-1) < 0.

Then K. = #, implying thereby that £ = 0.



[From 18.8,
-Hf(/-T) >0=>Imw>0

Hf(—- V=1) < 0 =>Imw < 0.]

18.22 NOTATION Ho(oo) is the set of functions that are holomorphic near « and
vanish at .

[Note: If ¢ € HO (), then there is an expansion

o« An
°(z) = I n+l ’/
n=0
where
- 1 n -
An— fI‘ dwwdw (n=20,1,...),
2m/=1

T a suitable contour.]

E.g.:

fe E0 => Bf € Ho(oo).

18.23 ILFMMA The arrow

B:EO - HO(OO)

that sends f to Bf is a linear injection.

PROOF Using the inversion formula for the Laplace transform, if B £ = Bg,
then for u = Re w > > 0 (cf. 18.13),

ut/=Io
1 S eth £ (w)aw
2m/=1  u~v/—-1»

f(t) =




uty/=1e
S — e™B (wdw = g(t).
2m/~-I u-v/-le g
N.B. The inverse
-1
B .BEO > EO
is constructed via 18.19:

BBy () = —=— f. B, Gw)e™aw.

2mv—-1

18.24 IEMMA The arrow
B:E0 > H0 ()
that sends f to Bf is a linear surjection.
PROOF Fix ¢ € HO(oo) and let S(3) be the smallest convex compact subset of C
in whose complement ¢ is holomorphic. Put

N(S(®),r) = {w e C:dWw,S(d)) < r}
and let T be a rectifiable Jordan curve containing S(®) in its interior:
S(®) c int T < N(S(9),r).

Consider now the holomorphic function

f(z) = 1 fI‘ @(w)ezwdw.
2m/-1
Then
sup Re (zw) < sup (Re(zw) + r|z|)
weTl weS ()

= Hg () (z) + r|z]
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[£(2) | < C exp(Hy 4 (2) + rlz]),

where

=lenI‘

c 2m

sup |[o(w)|.
wel

Choose R > > 0:

S(®) < {z:|z| < R}

|£(2) | < C exp(R|z] + r|z]|) (cf. 18.3).

Therefore £ € E And Bf = ¢ (details below).

0
[Let T be the analytic functional defined by the rule

1
2m/-1

<F,T> =

fI‘ ® (w) F (w) Gw.

Then by definition its Fl~transform T is the function

¥ > = 1 fl" o (w)e™aw,
2m/=1
thus here
™, > = £(z).

On the other hand, the prescription

1
2mv/-1

F -~

fI“ Bf(w)F(w)dw

defines an analytic functional S whose FL~transform is also f(z) (cf. 18.19).

- zw 2 © o, T
<™, T> = 7} W2 L0
- n!
=0
f(z) =
Zw . ® R s
<e™",8> = 7% <wr'1'> 2
_— =O *

But
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|
A
g
B
97}
v
Cand
o
I
o
-
'.._I
hrd

Il
<w ,I> =

[Note: See 20.2 for the definition of "analytic functional".]



§19. THE INDICATOR FUNCTION

Iet f be an entire function of exponential type.

19.1 DEFINITION The indicator function

hf:C>< > C

of £ is defined by

hf(z) = Tim lo_gl%(iz_).l

r > ©
[Note: Sometimes
V=1 6
r &> o

is referred to as the exponential type of f in the direction 6. Obviously,

he(e” T %) < 7).
19.2 EXAMPLE Take f(z) = exp(a + v-1 b)z (a,b € R) —— then
/-1 6

hf(z) = |z|(a cos 8 -~ b sin 68) (z = |z]e ).

1
[en)
*

19.3 1EMMA If £ = O, thenth—ooandifth—oo,thenf

V-1

19.4 LEMYA If £ 7 0, then (e’ + %) > - = everyuhere.

19.5 LEMMA If f Z 0, then hf(z) is a continuous function of z € C if hf(O)

is defined to be 0.

N.B. hf (f Z 0) is homogeneous of degree 1:

hf(tz) = thf(z) (t > 0).



Therefore

V-1 6

L8 < g T 0.

he(z) = he(|z]e
19.6 REMARK It can be shown that hf (f Z 0) 1is subharmonic.

19.7 THEOREM If £ # 0, then H = h..

PROOF It will be enough to prove that v 6,

Hf(e/__l e) _ hf(e/:f e) .
To this end, we shall first show that
hf(e‘/—_l 6) fo(e‘/_T e)_
Thus write
AL
f(z) = IF Bf(w)e dw  (cf. 18.19),
2m/=1 e

choosing I, so as to remain within the e-neighborhood of Ke subject to Ke © int T e ™

then
— len T
[f(re‘/_l e)[ < —= £. sw [B.W) | - sup exp(rRe(we/_—f %)
wel wel
£ £
=>
hf (e‘/_—l e) < sup Re(we/:I e)
wel
£
< Hf(e‘/-T e) + €
=>
hf(e'/__:L e) < Hf(e‘/——l 6) .



As for the opposite direction, it suffices to work at 6 = 0, the claim being that
Hf(l) < hf (1).

But v £ > 0,

|£(t) ] < exp((hf(l) + €)t) (t >>0).
Therefore the integral
Iy £e " at
is a holomorphic function of w in the half-plane Re w > hf(l) . Since hf (1) < 7(f),
it follows from 18.13 that Bf has no singularities to the right of the line x =

hf(l), =lo) Hf(l) < hf(l) .

19.8 APPLICATION

Y Hf convex => hf convex

® hf subharmonic => Hf subharmonic.

19.9 REMARK Any complex valued function with domain C which is subharmonic

and homogeneous of degree 1 is necessarily convex.

19.10 LEMMA If T(f) > 0, then T(f) = t(f) (cf. 17.3) and

T(f) = sup hf(e‘/jLe

0<0<2m

).

19.11 ILEMMA Assume that £ Z 0 — then T(f) = 0 iff hf = 0.

PROOF If T(f) = 0, then B; is holomorphic in the region lw| > 0, so Ke = {0}

(cf. 18.20), hence Hf = (), hence hf = 0. Conversely, if hf = 0, then T(f) =0



(T(f) > 0 being ruled out by 19.10).

19.12 12MMA If f,g9 € E0 and if g is an exponential polynomial, then
hfg = hf + hg.

[Note: Recall that EO is an algebra (cf. 17.15), thus fg € EO']

19.13 COROLIARY If f,g € EO’ if g is an exponential volynomial, and if g— is

entire, then gi is of exponential type (cf. 17.9) and

19.14 THEOREM Suppose that f € E; has the property that h.(: /=1) < 7.
Assume further that f(n) = 0 forn=90, £1, # 2,... — then £ = 0.
PROCE Iet

f(z)
g(z)

o(z) =

14

where g(z) = sin 7z -- then ¢ € EO' But g is an exponential polynomial, so

hq) = hf - hg
=>
hcb(i V-1) = hf(i /-1) - hg(i V=1)

= hf(i v=1) - m  (cf. 18.5)

20 (cf. 18.21 (hy = H))



19.15 REMARK One cannot replace hf(i /1) < m by hf(i v-1) = m (consider

sin 7wz).

19.16 ILFMMA If £ € EO’ then Vv complex constant c, fc € EO (cf. 17.16) and

Ke = K

£ £ °
c
[Note: Here
fc(z) = f(z + ¢).]
N.B. Therefore
He = He
c
or still,
h.f = hf .
c

19.17 THEOREM Suppose that f € EO has the property that h(+ v-1) < 7. Assume

further that f(n) = 0 for n=0,1,2,... = then f = 0.

PROOF
0= fn) = —= Iy Bee™aw  (cf. 18.19)
2m/-1
=>
2mv/=1 1 - ze
=>
0= 1 S B (W) ———LV—de
2m/-L 1-ze
=>
0=-—L [ B.(We "dw (z + )
r s

2mv/-1



£(-1) = 0.
Now apply the same argument to f_l to see that
f_l(—l) = £(~2) = 0.
ETC. One may then quote 19.14.
[Note: In view of 19.16, V n, hf (+ /-1) <7, and so Y w € K

f 14
n n

- T < - He (V=I) < Im w < He (- /-1) < m,
n n
as follows from 18.8.]

19.18 v £ € EO’

IA
=

fl

[In fact,

Kf' cK.=>H_., <H

£ £'



§20. DUALITY

We shall provide here a description of the three standard realizations of

the dual of the entire functions.
20.1 NOTATTION E is the set of entire functions.

By definition, the Co—topology on E is the topology of uniform convergence
on compact subsets of C. Denote its dual by E*. Since E is a closed subspace of

C0 (R2) , every continuous linear functional A € E* extends to a continuous linear

functional on C0 ( RZ) . hence determines a compactly supported Radon measure.

20.2 DEFINITION The elements of E* are called analytic functionals.

20.3 EXAMPLE The compactly supported Radon measures

F > F(0)

and

restrict to the same analytic functional.

20.4 REMARK The Co—topology on E coincides with the Cm—topology on E.
Since E is a closed subspace of COO(RZ) , every continuous linear functional A € E*

extends to a continuous linear functional on C°°(R2) , hence determines a compactly
supported distribution.

[Note: Recall that if Fl’FZ"' . 1s a sequence in E and if F, > F uniformly

on compact subsets of C, then Fr'l -+ F' uniformly on compact subsets of C.]



20.5 NOTATION M0 is the set of compactly supported Radon measures on R2.

20.6 DEFINITION Given n € My, its FL~transform } is defined by

i(z) = 5 e™auw).
20.7 1EMMA ﬁ(z) is an entire function of exponential type.
PROCF To see that ﬁ is entire, simply observe that

L@ =71 me™aw.

Next choose R > > (O:spt u is contained in the circle of radius R centered at the

origin -- then

IA

@ | < ;€2 |apw) |

eR!ZI Jolauw) .

A

~

20.8 NOTATION Given y,v € MO’ write ¢t ~ v if 4 = v.

20.9 LEMMA u ~ v iff V F € E,

<F,u> = <F,v>,
Therefore ~ is an equivalence relation on MO‘
20.10 EXAMPLE Take du = dz|I', where T' is a circle —— then
ﬁ(z) = fI“ “aw = 0.
Sou~0but yu=0.

20.11 NOTATION Given u € MO, let [u] be its associated equivalence class.



20.12 IFMMA The arrow

Mo/~ > Eg

that sends [p] to {J\ is a linear bijection.

PROOF Injectivity is manifest while surjectivity is an application of 18.19.
20.13 RAPPEL The arrow
B:EO > HO(W)

that sends f to B. is a linear bijection (cf. 18.23 and 18.24).

£

20.14 NOTATION Iet F € E.

® Given f € EO’ put

© Y
<F,E> = 3 H?F(n) © (v, = £™ ().

n=0
® Given ¢ € Ho(w), put
<F,0> = —L Ip 2 (W) F () .
2nv/-1

® Given [u] € MO/~, put
<F,[ul>=J Fw)du(w) (= <F,u>).
20.15 1EMMA Each of these prescriptions defines an analytic functional.

20.16 LEMMA Suppose given a triple (£,9,[u]). Assume: @ = B_ and h=f —
then these three data points give rise to the same analytic functional.

PROOF By definition (cf. 20.6),

Hz) = £ e™auw)



<F,f> = <F,ﬁ> = 7 w 1511'1> F(n) (0)
n= :
[e's) (n)
<2 £ I(O) Wn;u>
-0 n!

= <F,p> = <F, [u]>.

On the other hand,

<F,B> = —=— [ B WFWdw
u 2m/-1 u

_ 1 -
= fI’ B (w) X

F(n) (0) .
2m/=1 u n=0 n!

dw

(n)
EO 1o wviaw
n=0 Dt o/ u

(n) N
=z IO ™) (er. 18.19)
n=0 :

w ~ o (n)
-y W fO) F(n)(o)
n=0 nlt

= <F,u> = <F,f>.

20.17 SCHOLIUM Fach of the spaces EO’ HO (=), MO/~ can be viewed as E*.



[Note: If A € E*, then there is a 1 € M,:

o8 VFE E,

<F,\> = <F,u>.
And if v € M0 has the same property, then p ~ v (cf. 20.9).]

1

”~ _ 2 _
-- then u(z) = e” and B, (w) = e

u

20.18 EXAMPLE Take u = § Here

1

<F,8.> = F(1)
while

o~ (n)
s () (0) F(n)(o)

F,u> = n!

n=0

F(n) (0)

=z n!

n=0

= F(1)

and

fl, B, (W)F (w)dw
2m/-1 u

- 1 r F(w) aw

om/sr T Wl

F(1).



§21. FOURTER TRANSFORMS

Working on the real axis, the sign convention of the Fourier transform of
1 3 " "
an £ € L' (- «,») is "plus":

V=1 xt

Fx) = == /2 £y’ Fat.

vV2m

[Note: From the point of view of harmonic analysis, the ambient Haar measure

is 1 times Lebesgue measure. ]

V2

21.1 IEMMA Iet f € L:L (= w,0} == then %(x) is a uniformly continuous function

of x.
PROCF Write
|£xty) = £00) |

S e frye’ T XTI YE 1)at|
V2T

<L g YE - 1jae
V2T

<L /7 Fw]@a - cos vyt
V21

< = /7 £ |2]sin@D) |at
V2

-2 _fR+f;+fR )



<2 R g |at
v2r 11— —
+ 2= R || |ytae
V2T
<2 Ry 2 |IEw lat
V21— —

+ 121-R fﬁR |£(t) |dt.
v2r

Given £ > 0, choose R large enough to render

€

_R o0
— I 7+ 7 5 -

e Jat <

This done, choose y small enough to render

|y| R £
Wlig R g |at < £ .
o -R 2
So, with these choices,

|%(x+y) - Fx)| < e.

21.2 EXAMPLE Take £(t) = e |t — then
A 1/2
fw =6 5.
1+x¢
1.2
-5t
21.3 EXAMPLE Take f(t) = e ~— then
1
2 2



t
21.4 EXAMPLE Take f(t) = e © et — then

f(x) =—l—1“(l + /-1 x).
V2m

21.5 NOTATION Iet
CO (- °°l°°)
stand for the set of continuous functions F on R such that

F(x) - 0 as [x]| » .

[Note: When equipped with the supremum norm, CO (= o,») is a Banach algebra

and Cc (- »=,0) is a dense subalgebra.]

21.6 RIEMANN-TEBESGUE LEMMA Let £ € Ll(- w,o) - then f € Co (= 1) .

N.B. The arrow
1
L (= @) > Cyl= )
that sends f to 3/% is a bounded linear transformation:

1

El_ = sw |Ex] <

[E] ]
=00 3¢ <L 00 l

N

21.7 REMARK Not every F € C0 (- »,») isg the Fourier transform of a function

. 1
in L7 (= o,x).

[Consider the function defined for x = 0 by the rule

F(x) =



and put

F{x) = - F(=x) (x < 0).]

21.8 RAPPEL Iet A be a subalgebra of C0 (= «,x). Assume:

® A is selfadjoint: F € A => F € A.
® A separates points: v x,y € Rwithx zy, 3 F € A: F(x) =z F(y).
® A vanishes at no point: vx e R, 3 F € A: F(x) = 0.

Then A is dense in CO(— 00, ),

21.9 NOTATION Let

A(" °°r°°)
stand for the set of all £ (f € L (= w,)).
21.10 ILEMMA A(- «,») is an algebra.

PROOF It is clear that A(- «,«) is a vector space. If now f,g € A(- «,x),

then

(f = g')A,

Hh>

Q>

I
B |
=

the * being convolution.

21.11 THEOREM A(- «,«) is dense in C0 {~ 0,0},
PROCF
® A(- »,0) is selfadjoint.

[Given £ € LY (= w,),

(£) (x) = /L xt

f‘fm £(t) e dt

Bl



L~ Fn oL Mty

/21

gx)  (gt) = E(=0)).]

® A(-~ «,») separates points.
[In fact,

(= =) < S(= =) € Al= ©,%).]

® A(~ «,») vanishes at no point (obvious).

21.12 THEOREM If £, £, € L' (- »,=) and if £ = £, everywhere, then £

17 =2 1 1

almost everywhere.
In general, the Fourier transform % of f need not belong to Ll(- 0, @) ,

21.13 EXAMPLE Take

1 (t] =1
f(t) =
0 (Jt] > 1).
Then
) 1/2 .
fa) = (O DX

is not in Ll (= ,),

=f

2

Accordingly, it cannot be expected that Fourier inversion will hold on the

nose. Still, there are summability results.

21.14 THEOREM If £ € Ll (- ®,»), then for almost all t,

£(t) = lim — A FmQA - '—;;be‘ VL g,

R+ o /21



[Note: This relation is also valid at every continuity point of f.]

21.15 REMARK If £ € L1(- w,), then as R + w,

= R Ema- xly o= T e, g

Vo R
. 1
in the L -nomm.
21.16 THEOREM If f € LY (- =) and if f € L1 (- w,®), then

£ (t) - /-1 =

i

7o Ee
almost everywhere.

21.17 THEOREM If £ € L (~ ®,) and if £ € L (- ®,»), then

£() = - /7 Fe L B

i

everywhere provided f is continuous everywhere.

21.18 EXAMPIE Take

1-|t]  (Jt] <1

f(t) =
_ 0 (lt] > 1).
Then
. 2
g = L sin (xéZ)
21 (x/2)

sO here the assumptions of 21.17 are met, thus v t,

o sinz(xéz) T g,
2 (%/2)

A
V2



= f%,ffm stzj;Téz) o T txg
To1-e] (e =D
= - 0 (lt] > 1.
In particular: At t = 0,

1~ sin’(/2) g4

2m (x/2)2
=>
oo sir12x
f_oo > dx = 7.
X
21.19 EXAMPIE Take
te (£ = 0)
f(t) =
_ 0 (t < 0).
Then f € Ll(— «,), Moreover,
~ 1 1

fx) = 5
21 (1 - /-1 %)

is also in Ll(— ©,»). Therefore at every t (cf. 21.17),

F(r) = 2 /2 Frye” T B
vam
_1 e 1 1 T g

T T /3 (L + /T x)2

1l

A
¢ (L),



1 1
S (L + /T x)°

d(x) =

21.20 THEOREM If f € Ll (- »,o) is continuously differentiable and if
f' € Ll(" ©,»), then v x,

€ %) = - /T xF(x).

PROCF Write

£f(x) - £(0) = f’o‘ £ (t)dt.

Then
lim £(x) = £(0) + f‘g £'(t)dt = 0
X >
lim f(x) = £(0) + f5°° £'(t)dt = 0,
X > =

f being Ll. But for x = 0,
2 £(ye’ T Xtae
: e/q xt t=R R e/—Txt
==  f(t) - f—R £'(t)dt.
V=1 x t = -R V-1 x
Therefore, upon letting R » «, we have
V-1 xt
fio f(t)e'/q Xl:dt =-/_ AN (t)dt
V-1 x

- /T xf(x) = (F') (x) (x=0).



This relation is also valid at x = 0. In fact, both sides are continuous and

the IHS is zero at x = 0 whereas the RHS at X = 0 equals

[ E(R)at = £(w) = £(= )

i

0-0=0.

[Note: By iteration, if f is continuously differentiable n times and if

k)

£5) c1l- w,0) (0 <k <n), then v x,

™) %) = (- /T 9.1

21.21 RAPPEL If 0 < A < o, then

12[- a,a] < L'[- A,A]
but this is false if A = »: The function

1
1+ |x|

f(x) =

is in L2 (= «,») but is not in Ll(— 0, 0) ,
We shall now turn to the L2—theoxy of the Fourier transform.

21.22 PLANCHEREL THEOREM If f € Ll(~— ®,0) r? (= ,x), then £ e1? (= ,)
and A[Ll(- 0,00} N L2 (= »,») extends uniquely to an isometric isomorphism
/\:L2 (= w,0) > L2 (= w,),
"It is of period 4 (i.e., A2 = id) and has pure point spectrum 1, v-1, -1, - /-1.

[Note: For the record, given fl’fZ S L2 (= »,%},

2 f O mat = /2 E, (x)dx.



10.

In partlcular: v £ e LZ(‘ °°l°°)r

£, = £,

N.B. Computationally, if f € L2 (= o,o), then as R » «,

V-1 xt

LR e at > £(x)

V2m

in the L2—norm and

in the Lz—norm.

21.23 REMARK let

2
h () = (2"n1)” 2 - 1/4 ~x7/2 H (%),

2 n 2
H(x) = ()P Lo~ ¥/2
n dxn

is the nth Hermite polynomial (cf. 8.17) (n 2 0) — then {hn} is an orthonormal
basis for L2(— w, o) and

A ) =h = (J—T)“hn.]

21.24 RAPPEL If f,g € L2 (= «,o), then their convolution f * g belongs to

g < qll, < 11E]1, gl



11.

[Note: The same cannot be said if f,g € Ll(— ©,o), For example, take

Tl 0<t<1 Tl 0<t<
v V1=t
f(t) = ,g(t)=
0 (t<0ortz=1) 0 (t <0ortz=1).
Then
(% ) (1) = /2 £g-vac = 7 &

is undefined.]

let £,g € L2 (- ©,0) — then f » g € L¥ (- ®,=) and

2ofwgwat = [0 F(x)g(=x)dx.

So, V XO’

o V=1 XOt
J_, ft)g(t)e dt

= f(:o J‘Af(x)cg(xo - x)dx = (% * </3\) (xo)

~

(£ -q)" = (F % g).

Sl

21.25 THEOREM A (- «,») consists precisely of the convolutions F * G, where

F,G € L2 (= o).



12.

PROCF Given F,G € L2 (= »,»), write

(£,9 € L? (= w,%)) .

Then
FxG=Ffxg=v21 (E+g) €A(- o).

Conversely, every ¢ € Ll (- »,) is a product £ . g with f,g € L2 (= o,»), thus

matters can be turned around.

[Note: Let £ = /[¢] and take g = ¢//[¢[| when £ is not zero but take g = 0

when £ = 0.]

21.26 THEOREM If f € L2 (= «,x), then for almost all t,

f) = lim 2 R FeQ - [‘1};"‘)9’— T gy

R~ » /21

21.27 APPLICATION If £, € 1l (- ®,e) and £, € 12 (- w,%) and if £

everywhere, then fl = f2 almost everywhere.

[Use the preceding result in conjunction with 21.14.]

= f2 almost

21.28 LEMMA Let £ € L2 (- ®,o) -- then the restriction of £ to [a,b] is LZ,

hence is Ll, and

L e s o Ibx - /Tax
—/_ fx) dx.
van - /T x

b -
J, fle)dt =



13.

[If X3 b is the characteristic function of [a,b], then
14

21.29 THEOREM If f € L2 (- ®,») is continuously differentiable and if
£' € 12 (= »,), then

(£ (%) = = /T xf(x)
almost everywhere (cf. 21.20).

PROOF Start by writing

S t+h f'(s)ds.

f(t + h) - £(t) c

Next apply 21.28 to the integral on the right (replacing f by f'):

t+h . /:T»hx-l

e
ft

£'(s)ds = =V g,

’2EN G ( e

-

- /-1 x

On the other hand,

f(t + h) - £(t)

=L 2 fee I Eye YL By
V2
in the Lz—sense. But
. 5 o /:I'hx_l
(f') (x) € L (- »,), € L (- »,)
- /I x
=>
- /T,

£ " x) & ) € L= w,).

- /-1 x



14.

Meanwhile
Fe) e Iy 120 w0,
Therefore (cf. 21.27)
~ /T hx .
()" (x) (C n A R
- /I x

almost everywhere. Take h = 1 and x = 2mn:

(£ (x) = - /~T x£(x)
almost everywhere.

[Note: It follows that x%(x) belongs to L2 (- »,x)

APPENDIX
. 1
Assuming that v >-— > take
£(8) =0 if |t] 21
and take
\) —
£ = -t Zif e
1
Then £ € L (= o,o) and
2 /2 1 2V %
f\)(X) = (;T-) f() (1 -t cos xt dt
_ (_2—)1/2 . (_l)nXZn fl a tz)\)
T =0 (Zn)! 0
1/2 o n 2n n - 1
R R
™ (2n)! 2°0

.1

| < 1.



15.

o n
1 -1)"% 1 1
1 1

_ 1 ;o (_l)nx2n I'n+ 3TV +3)

J3n n=0 2! T'h+v+1)
I B N O Dl S 2 T 1

/2T 2o Gt oy rngy o+ 1)

( 1)“(X)2n

=Lrp+d oz 2

V2 n=0 n!T(n +v + 1)

Ly ® s (f. 2.29
- L g, . 2.29).

EXAMPLE Take v = —12——— then

1/2

30 = & Sin/; :
s
£, ) = 'j} ra @ V2 3, /2 )
_ P sinx ,
- X

in agreement with 21.13.
LEMA If v > 0, then £ € L2 (= o,0) .

N.B.

2
fo E L™ (= w,»).



§22. PALEY-WIENER
Let
EO(A) = {f € EO:T(f) < A},

where 0 < A < o,

22.1 NOTATION PW(A) is the subset of EO(A) consisting of those f such that

f|IR € L2(- ®, o) ,

[Note: The elements of PW(A) are called Paley-Wiener functions.]

N.B. The elements of PW(A) are bounded on the real axis (cf. 17.29) and

f(x) »0as |x| »« (cf. 17.34).
22.2 LEMMA PW(A) is a vector space.
22.3 LEMMA PW(A) is an inner product space:

<f,9> = /7 f(x)gHdx.

22.4 LEMMA PW(A) is closed under differentiation (cf. 17.8 and 17.31).

[Note: If £ € PW(a), then
€11, < gl 76 < [1£]] A

Therefore

d

Iz PW(A) - PW(A)

is a bounded linear transformation (but it is not surjective).]

22.5 CONSTRUCTION Given ¢ € L2[- A,A] (0 < A < «), put



put

V-1 zt

fz) = — /2 slt)e dt.

V2r

Then £ € E,(A) (cf. 17.19). Taking z to be real and ¢ to be zero for [t| > A,
it follows that £|R = ¢, thus by Plancherel ||£[R]|, = ||¢]],, so £ € Pu(a).
Therefore this procedure determines an isometric injection

12[- A,A] - PH(A)  (cf. 21.11).

22.6 EXAMPLE Take

<1>(t)=——————l (-1<t<l).

Then ¢ € Ll[— 1,1] but ¢ & L2 [- 1,1]1. Moreover,
1 V-1 xt
e

f—l

dt

1 - 2

is not square integrable on the real axis.

22.7 THEOREM The arrow

12[- a,a] ~ PH(R)
that sends ¢ to

V-1 zt

f(z) = = /2 4()e dt

v21m
is an isometric isomorphism.
PROOF On the basis of what has been said above, it remains to establish

surjectivity. If T(f) = 0, then £ = 0 (cf. 17.30), so in this case we can take



¢ = 0. Assume now that T(f) > 0 -- then
HET], < |I€]], TE)  (cf. 17.31),

thus by iteration

n
D], < (g, o)
or still, passing to Fourier transforms (cf. 21.29),

(v0]

2R E ) [Pax < E2 TP (= 1,2,..0.

Fix ¢ > 0:

(T(£) + &)™ s £ (x) | %ax
|x| 2T (£) +e

A

s x| (%) | 2ax
|x|>T(£)+e

IA

18112 =6 >

— —|2n ~ ~
T(f)+e x [ £60) |%ax < ||£]13
T(E) |x| 2T (F)+e
=>
- —i12n ~ ~
14+ -E x s |£60 |%ax < | |£])2
() |x| 2T (£) +e

1£(x)|%dx = 0 (send n to =).
|x|2T(£f)+e

Therefore f(x) = 0 almost everywhere if |x| > T(f) + e, hence %(x) = 0 almost



everywhere if |x| > T(f). Consequently,

£ e 12~ T(6),TE)] < I°[- A,A].

And for almost all x (cf. 21.26),

1m = S Foa - I—’I%I—)e

R » o /271

£ (%) - V-l xtg,

lim 4= A fya - %—‘)e' V-1 xtg,

R »w /o7 B

=1 f‘}A f(t)e L xtge
vV2m

- LA f(-tye’ T Xtat
or

= A serye’ T g,
v2r

where ¢(t) = £(-t). But f(z) is entire as is

<2 s oL 2ty
V2T

Since they agree almost everywhere on the real line, they must agree everywhere

in the complex plane.

22.8 EXAMPLE Iet f € EO(A). Assume: V real x,

lf(x)]| <M.
Then the function

£(z) - £(0)

> (z = 0), £'(0) (z

0),



belongs to EO (A) and its restriction to the real axis is square integrable.

Therefore

£(z) = £(0) + 2= /2 s(ere’ T Ztar

V2T

for some ¢ € L2 [- A,A].

22.9 ADDENDUM Assume that ¢ (t) does not vanish almost everywhere in any
neighborhood of A (or -A) — then T(f) = A (hence f is of order 1 (cf. 17.3)).

[Suppose that T(f) < A, so £ &€ EO (B) with B < A —— then

£2) = = B yoe’™T Fa,

v2m

where | € L2[— B,B]. Extend Yy to [~ A,A] by taking it to be zero in

[-A, -B[ (~-A <t < ~B)

1B,A] (B<t<h).
Then still
£(z) = == /2, p(re’ T e,
V2T

Accordingly, by the uniqueness of Fourier transforms (cf. 21.12), ¢(t) = P(t)

almost everywhere in [- A,A)]. In particular: ¢(t) = 0 almost everywhere in
[-A, -B[ (-A <t < -B)
1B,A] (B<tc=sAh,

a contradiction.]

22.10 THEOREM Let £ € Ej (£ Z 0). Assume: f|R € 12 (- w,©). Put



p= Tm 29 ECAID] .y o

Y -+ o T

Tm g EEL D] -y .

~-a= 1
r > r

Then b > a and

£z) = 1 /2 o(t)e’ T Ztar
V21

for some ¢ € L2 [a,b].

[Note: Since f Z 0, both a and b are finite (cf. 19.4).]

As will be seen below, this result is a consequence of 22.6 once the pre-

liminaries are out of the way.

22.11 RAPPEL If A+ A, are nonempty sets of real numbers which are bounded
above and if
A +A = a+a alEAl,azeAz},
then

sup(Al + A2) = sup Al + sup A2

22.12 IEMMA Iet £ Z 0 be an entire function of exponential type -- then
he (AT Loy he(- ST L8 5.

PROCF Work instead with Hf (cf. 19.7). Put

Al—{Re (/_e‘/*el):leKf}

V-1 e'/—_ O ):w2 € Kf},

A, = {Re (-



so that by definition

Hf(/:I'e/:T—e) = sup Ay

He (- /AT I8 - aup a,.

Consider now Al + A2, a generic element of which has the form

Re(/:I'e/:I-ewi) + Re(- /:Te'/:I e'w2).

In particular: VvV w € Kf,

Re(/=T L %) + Re(- /°T &’ L O

=OEA1+A2.
Therefore

sup(A1 + A2) >0
sup A1 + sup A2 = su.p(A1 + A2) >0

(T e’ 1 8 4 (- /T L8 5o,

22.13 APPLICATION Take 6 = 0 -- then
he (/<1) + he(- /=1) 2 0,

i.e.,

he (- v-1) = - hf(/'—T)

or still, b > a.



22.14 P-1~P Let F be holomorphic in Im z > 0 and continuous in Im z = 0.

Assume:
log |F(z)| = o(lz]) (|z] > > 0)
and
[F(x)| M (= » < x < )
and

r +» o

= K.

Then for Im z = 0,

|F(z)| < M I 2

Turning to the proof of 22.10, we have

1£(z)] <Me@ T2 (12 > 0

|£(z)] < wP Tzl < o).
Put

g@) = e 1% (= 2.
Then

lg(z) | <M exp((1/2) (b-a) |Im z})

g€k, ((1/2) (b-a))

if b > a (cf. infra). Setting

C = (1/2) (b-a),



it then follows from 22.7 that 3 y € L[~ C,Cl:

g(z) = = ffc ptye’ T e
V2T
=>
£ =L sy’ T 2l g
V21
=>
flz) = -1 /P gye’ T 2,
V2T

where ¢(t) = Y(t-c).

[Note: If a = b, then g is bounded, hence is a constant, call it X:

o V-1 CZg (3

I
&
N

i
b
+
D
=
e

f (%)

| £(x) |

X,

an impossibility (£ Z 0 and £|R € L2 (- @,)).]

22.15 REMARK The indicator diagram K. of f is a subset of [v-1 a, /-1 b].

[Iet w € Kf -— then

- Hf (—l)

A
i
g
A

Hf (1) (cf. 18.7)
or still,

- hf ("']-)

in
i
g
IA

hf(l) (cf. 19.7).
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But
_ =T 0
h) - T 1o lEe0)
r
Y - o
V-1
he(-1) = Tim 19 [fwe’™ D1
r
_ r > ®
And
£’ L 0| = |£() | < m
|f(re/q M) = |f(-r)| <M
=>
he(1) < 0
he(-1) <0

0 < —hf(—l) <sRewsh.(1) <0 (cf£. 18.9).

£

Therefore w is necessarily pure imaginary. Finally

- Hf(/-?) < Imw < He(- V=1) (cf. 18.8)
or still,
- hf(/-T) <Imw < he(- V-1) (cf. 19.7)

a <Imw < b.]

[Note: If ¢(t) does not vanish in any neighborhood of a and does not vanish
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in any neighborhood of b, then

Ke = [V~ a, /-1 b].]

The functions

1

— (-

/2& A

constitute an orthonormal basis for L2 [- A,A]. Therefore the functions

1 1 ixA (- /—TAtmr)e/-T zZtq,
Y2m V2A

constitute an orthonormal basis for PW(A), i.e., the functions

22 sin(@z-nm)
i Az-nr

constitute an orthonormal basis for PW(a).

[Note: Matters simplify when A = m: The functions

sin 7(z-n)
T{2~-n)

constitute an orthonormal basis for PW(m). In this connection, observe that if

f(z) belongs to PW(A), then f(ﬂ—]f-) belongs to PW(m).]

22.16 THEOREM Iet f € PW(A) -- then there is an expansion

o & Y2 Sin(az—nm)

£(z) = n'm Az-nm

n

Mg

- 00

in PW (@A), where
i) 172 nm
c = (K) f(A)r
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2 [eo]
el = = e

n

I 8

nmw, ;2
legDIR.

N.B. Therefore

sin (Az-nm)
Az-n1

o8
=
=k

f(z) =

22.17 IEMMA The series

nm, sin(Az-nm)

—A—) Az-nT
n

converges uniformly on every horizontal strip |Im z| < h.

22.18 EXAMPIE Take A = m =— then

sin m(z-n)
T(z-n)

f(z) = f(n)

o8

- 0O

n

I+

Accordingly, if £(n) = 0 for n = 0, 1, +2,..., then £f = 0 (cf. 19.14).

22,19 NOTATION 1,2 is the set of sequences Cgr C4p7r Cipreee of complex numbers

such that
z lc |2 < o,
n
n = = O
22.20 LEMMA The arrow
2% > PH(m)

that sends {cn} to

_ > sin 1(z-n)

£lz) = n E — o n  w(z-n)

is an isometric isomorphism.
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22.21 EXAMPLE Put

and let

_ ® (—l)n sin mw(z-n)
f(z) = I 5 TE=a)  *

n=1
Then £ € PW(m), vet the product zf(z) does not belong to PW(m) (but, of course,

it does belong to EO(W) (cf. 17.15)).

[If zf(z) was a Paley-Wiener function, then it would be bounded on the real
axis (cf. 17.29), thus the same would be true of its derivative zf'(z) + f(z)
(cf. 17.24 (or quote 22.4)). But

® 1 ﬂz(z—n)cos mZ — Tsin 7z
f'(z) = ¢ =

n 1T2(Z_n)2

n=1

kK O 1 1
1 —_ — — . —
kf' (k) = (-1) E % -
n=1
nzk
=>
, _ 1 1, 2
|M(H|—ﬂ+§+”.+? I

|k£' (k) | » © as k =+ o.
However

f(k) ~0as k » «,
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Therefore
{kf*(k) + fk):k=1,2,...}

is not bounded.]

Moving on:

22.22 TEMMA V real x,y:

sin A(x-y) _ OZO sin (Ax-nm) = sin(Ay-nm)
A(x-y) n= - o Ax-nm Ay-nm

22.23 APPLICATION ILet £ € PW(A) —— then

sin A(x-y)

£ =207 £(y) A dy.
[Start with the RHS:
%f‘fm £(y) -———————Siz(i_(;y) dy
=2/ £y ) g ) sig)(i\;cl;nﬂ) . sigé{;g;—rnﬂ)
- T 27 e sy o sintem)
- 3BV s G2 siam ) sinihem)
DB e

- OO
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_ 2 A 1/2 _ sin(ax-nm)
- _Z_ (F) h T Ax-nm
n=-— o
- 3 nm, sin (Ax-nm)
n E_ _ f(A) Ax-nm

f(x).]

It

[Note: Consequently,

sin A(x-y)
AGy) | Y

26| <207 5w |

A, 2. ,1/2, % |sin A(x-y) |2 1/2
<= (U, [E@W|Tan ™ U, Ay | W)
S 2 e, L (7, Y a2
Sy My = U =2 dy
Y
A 1
== ||f]|], =— /T (cf. 21.18)
i 2 JA—
_ A Ll/2
= AV2 [lg],.
. . . _ _ sin 7z
Moreover, this estimate is sharp: Take A =7, n = 0, £(z) = — then for
real x,
60| < 1= |]£]],,
and £(0) = 1.1

22.24 REMARK The following result is of importance in sampling theory:

sin w(x-n) |2 < 2.
T (X~n

o1 8

-0



le.

[There is no loss of generality in imposing the restriction - %— <X < %,

hence

sin w(x—-n) |2 1

<l + ¥
m(x-n) nz0 Tr2|x—n]2

I~ 8

- 00

+
_ ()% (o) _

°°’“1 1

1.2
(n+§')

A
[
+
I
[ne]

(o0

1 1 -
gy L gz t2 2 1.2
(7) n=2 (n- 5 n=2 (n- 7)

1 2 00
<l+—7 2 +2fl-———-l—2—dt
T (t- =

=1+ % 2%+ 27
i

il

1+2(.72?)2<1+1=2.]

22.25 THEOREM Iet f € EO(A). Assume: V real x,

|[£(x)] < M.
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Then

sin Az
Az

sin Az

= + £(0)

f£(z) = £'(0)

oty Az, sin (Az-nm)

I f(A nm Az-nm

nz0

PROOF Apply 22.16 to the function figuring in 22.7, hence

£(z)-£(0) _ _, sin Az
=z -0 g
nm
. 1) -£00) o5 (az-nm)
n=z0 nm Az-nm
A
=>
£(z) = £'(0) Sig AZ | £(0)
nm, Az, sin(Az-nm)
RIS v e Ry v
nz0

1
Az-nm

+ (- £0) (sinaz) = (1" &
n=z0

But for w nonintegral,

oo n n
L= % (L _ Ll p D
sin mw _ ntw " -2 2
n=-—cw n=1 w -n
Therefore
n Az 1
LoD 6
n=z0
oo n
_ (-1)
20z T 5
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o n
bz I — (—lé >
n=1 7 ((Az/w) " -n

27z o -t
=— Z 72
1 n=1 (Az/7)°"-n

BN
I
=
=)
=
]

3|

And so

1
Az-n1w

£(0) + (- £(0)) (sin Az) ¥ (-1)P (‘2—5)
nz0 T

£(0) + (- £(0)) (sin Az) s—l-n_lﬁ-é

il

sin Az

£(0) - £(0) + £(0)

= £(0)

Take A = 1 —— then the functions

1 sin(z-nm)

/1? Z-NnTm

constitute an orthonormal basis for PW (1) (the canonical choice...).
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22.26 RAPPEL Let

n
r} d _ (t2—l)n
2'n! dt

P (t) =
th . .
be the n~" Legendre polynomial (cf. 8.17) -- then the functions
M+IP(t) m=0,1,...)
5 P, P P
constitute an orthonormal basis for L2[-l,l].

22.27 IEMMA We have

L e e e = D"
Vor n VX

22.28 EXAMPIE Take n = 0 — then Po(t) =1 and

J, (%)
1/2 1
1 1 V-1 xt _ 2 sinx 2
V2T VX
22.29 SCHOLIUM The functions
J l(Z)
1 n 2tz
Mo+ (DN —2—

vz

constitute an orthonormal basis for PW(1).

22.30 APPLICATION Let
cbn(t) =v/n + % Pn(t) .

Then in L2[—l,l],
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- - X — l }/:Ixt

n -1

Thus, by Parseval,

<e/:I'x - /Iy -—

<e , ¢n> = f—l e d)n(t)dt = V27 $n(x)

Ty T Y& (t)at = V2T §_(3).

n=0

27 z ¢ (x)¢ (=y).
n=0

But
-Ix— /ly-—

On the other hand,

2m z ¢ (x)cp (=y)

n=0
J 1(X)
P h+ 3 D —2— /a3 )"
n=0 /X
J (x) J (=y)
[o) l 2 n +% n +']2;
=21 I (n+3x DT

n=0 vx -y

{cf. 22.27)



Therefore

2m

21.

J l(x) J l(y)
® n+ = + =
1 2n n 2 2
I 0+ D7D
n= '3 vy
(/DD = ((FDHP D
= (-1 -n"
= (1P =1,
| o Thel™ 7
M =1 % (n + 7)
Y n=0 VX vy



§23. DISTRIBUTION FUNCTIONS

Suppose given a function F:R -+ R.

23.1 DEFINITION F is increasing if F(x) < F(y) whenever x <y and F is

strictly increasing if F(X) < F(y) whenever x < y.

Suppose given an increasing function F:R - R.

23.2 NOTATION Write

F(x') = 1lim F(x + h)
h->0
(h > 0)
F(x ) = lim F(x - h)
_ h-+20
or still
T Fx) = inf F(y)
y>x
F(x ) = sup F(y)
_ vV <X
and put

23.3 DEFINITION F is continuous from the right if v x,

F(x+) = F(x).



A distribution function is an increasing function F:R - R which is continuous

from the right subject to

F(o) =1, F(- «) = 0.

23.4 EXAMPLE The function

0 (x < 0)
I(x) =
1 (x =2 1)

is a distribution function, the unit step function.

23.5 DEFINITION Suppose that F is a distribution function.

e A point x such that F(x) (= F(x')) = F(x ) is called a continuity

point of F.

e A point x such that F(x) (= F(x')) # F(x) is called a discontinuity

point of F.

23.6 DEFINITION Suppose that F is a distribution function -- then the quantity

i, = FG&) - P&

is called the jump of F at x.

[Note: jx is positive at a discontinuity point and zero at a continuity point.]

23.7 LEMMA The set
{x:3. > 0}

is at most countable.

Therefore the set of continuity points of a distribution function is dense

in R.



23.8 REMARK There exist distribution functions whose set of discontinuity
points is dense in R.

[let {qn:n =1,2,...} be an enumeration of Q and consider

F(x) = ¢ 277,
q <x

noting that r 2 = 1.]
n=]1

23.9 NOTATION Bo(R) is the c-algebra of Borel subsets of R.

23.10 LEMMA If f is a Lebesgue measurable function, then there exists a

Borel measurable function g such that £ = g almost everywhere.

22.11 CONSTRUCTION Iet F be a distribution function —-- then there exists a

unique Borel measure Up on R characterized by the condition

uF(]a,b]) = F(b) - F(a)

for all a,b € R. Here
F(x) = up(l- «<,x])
and
I = UF({x}) .

Moreover,

1=F() = u(R),
SO Up, is a probability measure on the line.

[Note: We have



([a,b[) =F( ) - F(a )

YF
up(la,b]) = F(b) - Fa)
up(1a,bl) = F(b) ~ F(a).]

23.12 EXAMPIE Take F = T — then y = §.

23.13 ILEMMA Any bounded Borel measurable function on R is uF—integrable.

23.14 REMARK The considerations in 23.11 can be reversed. For suppose that

U is a probability measure on the line. Put

Fu(x) u(l=- «,x]).

Then I*"u is a distribution function and

bp = e
M
In fact,
Ja,b] = 1= «,b] - ]- »,al,
thus

iy (b)) = 7, ) - 7 @)

p(l= «<,b]) = u(l= «,al)

U(]- oolb] - ]_ oola])

I

u(la,bl).

[Note: In the other direction,



There are three kinds of "pure" distribution functions, viz.: discrete,

absolutely continuous, and singular.

23.15 DEFINITION A distribution function F is said to be discrete if there is

a sequence {xn} c R (possibly finite) and positive numbers jn such that I jn =1

n
and
F(x) = % jnI (x—xn) .
n
[Note: Accordingly,
Up = X jn(SX .l
n n

23.16 LEMMA Suppose that F is a discrete distribution function —- then a

Borel measurable function f is integrable with respect to Vg iff
T jnlf(xn)l < oo,
n

in which case

J fduF =X jnf (xn) .
n

23.17 RAPPEL An increasing function ¢:R -+ R is differentiable almost everywhere
and its derivative ¢' is Lebesgue measurable, nonnegative, and
291 0at < o) - ()
for all a and b.
23.18 APPLICATION Suppose that F is a distribution function -—— then F is

differentiable almost everywhere and its derivative F' is Lebesgue measurable,

nonnegative, and integrable:

[[Fr[]y = /2, F'(t)at < F(=) - F(- =) = 1.



23.19 DEFINITION A function F:R - R is absolutely continuous if v € > 0,

3 6§ > 0 such that for any finite set of disjoint intervals ]al,bl[,..., ]a.N,bN[,

: 3 |
T (b.-a.) <= % |[F(b.) -Fa,)| < ¢.
P e T j

[Note: An absolutely continuous function is necessarily uniformly continuous,

the converse being false.]

23.20 EXAMPIE If F is everywhere differentiable and if F' is bounded, then F

‘is absolutely continuous (use the mean value theorem) .

23.21 RAPPEL If f € L' (- =,») and if F(x) = /X £(t)at, then F is absolutely

continuous and F' = £ almost everywhere.

23.22 EXAMPLE The prescription

2
Fl) = X eV /2 gy
V21

defines an absolutely continuous distribution function.
23.23 CRITERION Suppose that F is a distribution function —— then F is
absolutely continuous iff Vg is absolutely continuous with respect to the restriction

of Lebesgue measure to Bo(R).

So, under the assumption that F is absolutely continuous, the Radon-Nikodym
theorem implies that Y admits a density f € Ll (= o,):
v S € Bo(R), pF(S) = /4.

Matters can then be made precise.



23.24 THEOREM If F is an absolutely continuous distribution function, then

v x, Fx) = /X F'(t)dt.

PROOF For h > 0,

F(x+h) - F(x)

uF(]XrX“"h]) =
+h
R
and
F(x) - F(x-h)
up (1x-h,x1) =
C xmf
But on general grounds,
Lim + 5 g = £
h-0" %
.1
lim & 2, f=f(x)
h s 0 h "x-h

almost everywhere. Therefore

h~->20
h->20

almost everywhere, hence F' (x) = f(x) almost everywhere. Finally, V X,

F(x) = 1p(1- =x]) = /5 £= % F'.



23.25 DEFINITION An increasing continuous function F:R > R is said to be

singular if F' = 0 almost everywhere.
Trivially, a constant function is singular.

23.26 EXAMPLE There exist singular distribution functions.
[Iet © denote the Cantor function on [0,1] and put 0(x) = 0 (x < 0), O(x) =1

(x > 1) —— then 0 is a singular distribution function. Therefore
fgetar =0<1=0() - 0(0) (cf. 23.17).]

[Note: The Cantor function is increasing on [0,1] but there are refined

versions of O that are strictly increasing on [0,1].]

23.27 LEMMA An absolutely continuous distribution function F cannot be singular.

PROOF For suppose F was singular -- then in view of 23.24, v x,
F(x) = /X _F'(t)dt = 0,
an impossibility.
Given a distribution function F, let {xn} be its set of discontinuity points

(which for this discussion we shall assume is not empty). Define ¢:R -+ R by the
prescription

P(x) = I jX I(x-xn) .
n “n

Then ¢ is increasing, continuous from the right, and
$(- ») =0, d(0) = a < 1.

IfF F =2 ¢, put

Vi(x) = F(x) - ¢(x).



Then ¥ is increasing, continuous, and

¥(~ o) =0, ¥(o) =b < 1.

23.28 NOTATION Let

_1
Fd (x) = 3 d(x)
_ 1
B FC(X) =B Y(x).
Fq
Therefore are distribution functions and

F
c

F=aFd+ch (@a+b=1).

[Note: F 3 is referred to as the discrete part of F while Fc is referred to

as the continuous part of F. Here 0 <a <1, 0 <b <1, with the understanding that

a=l<=>F=Fd
b=1<=F=F_.
c

N.B. More can be said about Fc (cf, infra).

Given a continuous distribution function F, there are two possibilities: Either
F' = 0 almost everywhere (in which case F is singular) or else F' z 0 almost every-
where. Assuming that the second possibility is in force, define ¢:R > R by the

prescription
o(x) = /X F'(t)at.
Then ¢ is increasing, absolutely continuous, and

®(= o) =0, O(») =Zu < 1.
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If F =2 ¢, put
¥(x) = F(x) - o(x).
Then ¥ is increasing, continuous, and

¥(= ©) = 0, ¥()

v < 1.
In addition, ¢' = F' almost everywhere, hence ¥' = 0 almost everywhere, hence V¥

is singular.

23.29 NOTATION lLet

_1
Fac x) = I & (x)
1
- F
ac
Therefore are distribution functions and
F
s

F=uFac+st (u+v=1).

[Note: Fac is referred to as the absolutely continuous part of F while Fs

is referred to as the singular part of F. Here 0 <u <1, 0 <v <1, with the

understanding that

1 <=>TF

o]
]

ac

1l <=>F

<
I
Il
tr

Now let F be an arbitrary distribution function, thus

F=aFd +ch.

Since Fc is a continuous distribution function, the preceding discussion is
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applicable to it. Write

Fac in place of (Fc) ac

Fs in place of (FC)S.

Then
Fc = uFac + VFS
=>
F = aFd + b(uFaC + st) .
And

at+bu+bvy=a+b=1.

23.30 SCHOLIUM Every distribution function F admits a (unique) decomposition
F = AFd + BFac + CFS,

where
A+B+C=1 aA=0,B=20,C=20),

and F 3 is a discrete distribution function, Fac is an absolutely continuous

distribution function, and FS is a singular distribution function.

23.31 DEFINITION Iet Fl’FZ be distribution functions ——- then their convolution

is the function

Pl Fy(0 = [T Cey) g ().

N.B. The integral defining Fl * F2 exists (cf. 23.13).

23.32 LEMWMA The convolution Fl * F2 is a distribution function.
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23.33 FORMALITIES We have

Fpxfy=F*R
and
Fl * (F2 * F3) = (Fl * F2) * F3.
Furthermore,
F=F*«I=1*%*F.
23.34 THEOREM Suppose that F = Fl * F2'

e If Fl,F2 are discrete, then F is discrete.

e If either Fl or F2 is continuous, then F is continuous.

e If either Fl or F, is absolutely continuous, then F is absolutely
continuous.

e If Fy is discrete and F2 is singular, then F is singular.

e If Fl,F2 are singular, then F is continuous.

[Note: F might be singular, or F might be absolutely continuous, or F might

be a mixture of both.]

APPENDTX

An integrator is an increasing function F:R - R which is continuous from the
right. A distribution function is therefore an integrator but not conversely.

Every integrator F gives rise to a unique Borel measure Up characterized by
the condition

up(la,b]) = F(b) - F(a).
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N.B. Given integrators F and G, Up = g iff F - G is a constant.

LEMMA If F is a contimuously differentiable integrator, then duF (x) = F' (x)dx.

DEFINITION The completion EF of 1 is called the Lebesgue-Stieltjes measure

associated with F.
EXAMPLE Take F(x) = x —— then ﬁF is Lebesgue measure.
Denote by A, =Bo(R) the domain of ﬁF
ILEMMA If X € AF’ then there is a Borel set S and a Z € AF of Lebesgue-Stieltjes

measure 0 such that X =S vy Z.

Technically, one should distinguish between / fdu, and S fdﬁF but this is

unnecessary if f is Borel measurable.

NOTATION Write fg in place of [ [a,b]"

INTEGRATION BY PARTS If F,G are integrators, then
+ -
/2 Gx)du, (x) + f: F(x )duG(x)

= FbGb) - F@)E@).

[Note: G is continuous from the right so G(x+) = G(x) and G(b+) = G(b).]



§24. CHARACTERISTIC FUNCTIONS

Iet F:R > R be a distribution function.

24.1 DEFINITION The characteristic function f of F is the Fourier transform

of U i.e.,

V-1 xt

f(x) =/ e du (t) .

F(
[Note: The integral defining [ exists (cf. 23.13).]

Obviously,

£0) =1, [fx®] <1, T = £(=x).

N.B. We have

Re £(x)

Il

J7, cos (xt) dyg, ()

il

Im £(x) = J_ sin(xt)dug(t).

24.2 LEMVA f(x) is a uniformly continuous function of x (cf. 21.1).

24,3 DEFINITION A distribution function F:R -+ R is symmetric if Vv x,
Hp(l- ©x]) = (= x,=[).

Therefore

i

1 (8) = pp (= 8)
for all S € Bo(R).
[Note: Write

1= o= %[ v [~ x,o] = ]- o,]



or still,
1= o= x] = {=x}) v [-x,0[ = 1= »,[,
Then
Hp(I= o= x] = {=x} + pa([= x,*0) = p (- =)
=>

uF(]— o, - x]) - uF({- x}) + uF([— x,»[) =1

F(-x) = (F(- %) = F(-x)) + p ([~ x,°[) =1

F(-x ) + Hp(l- x,°[) =1

up([= x,°0) = 1 - F(- x).
Accordingly, F is symmetric iff v x,

Fx) =1 -F(-x).]

Given any distribution function F, the assignment x + 1 - F(~ x ) is a

distribution function, call it (-1)F, thus

and the characteristic function (-1)f of (-1)F is f(-x) (= f{x)).

[Note: F is symmetric iff F = (-1)F.]
24.4 RFMARK Re T (x) is a characteristic function. Proof:

Re £(x) = 3(E(x) + F@)



and

1 1

is a distribution function.

24.5 LEMMA F is symmetric iff f is real.

PROOF If F is symmetric, then Mp = W )pr so

fo_ooo e/:l_ XtduF (t)

£ (%)

= e Ty o)

F

_ o = /I xt
=/ e du(-l)F(t)

-0

il

o /—“1‘xtdu (t)

00
—o0 F

S

f(x) = f(x).

Il

I.e.: f is real. Conversely, if f is real, then F and (-1}F have the same

characteristic function, hence F = (-1)F (cf. 24.16).

24.6 LEMMA We have

1 -R £f(2%x) <4(1 - Re T(0))

A

1/2.

In £) | s (3 (1 - Re E(2)))

A

PROOF Write

o0

S

-—00

1-Re f(2%)

cos (2xt) )du, (t)

(o24

/2,201 - (cos(xt))?)dug (0)

—00



IA

JZ, 4(L - cos(xt))duy, (t)

4(1 - Re £(x))

and

|m £(x) | = /7 sin(xt)du,(t)

(1, (sin(xt)) P (£) /2

IA

00

(17, % (1 = cos (2xt))duy (£)) /2

= & a-r
24.7 REMARK Elementary inequalities of this type (of which there are a nunber...)
can be used to preclude a function from being a characteristic function. E.g.: The
function
exp(- x[") (o> 2)
is not a characteristic function since the first inequality above is violated for

small x.

[Note: On the other hand, the function

exp(- [x|%) (0 <o <2)
is a characteristic function:
e 0<qa <l (apply 24.24)
e o =2 (immediate)

o < 2 (trickier).]

[ ]
=
A

24.8 ASYMIOTICS Iet F be a distribution function, T its characteristic function.



and

e Suppose that F is discrete -- then

F{x) = 7. jnI(x - xn)
n
=>
o = 2 3.6
F n nxn
=>
/:Txxn
Ix) =2 ie
n

Iim |fx)]| = 1.
MNEE

® Suppose that F is absolutely continuous -- then F' € Ll (- »,») (cf. 23.18)

F(x) = /X F'(t)dt (cf. 23.24)

2T % yae

-_00

£ (x)

1

var 9"

fe CO(— o0, 00) (cf. 21.6)

lim |[f(x)]| = 0.

|X|—>oo



® Suppose that F is singular — then as can be seen by example,

Tim |f(®)]

IXI—)—oo

might be 0 or it might be 1 or it might be between 0 and 1.

Put

S(a) =f235intdt @ > 0).

Then S(A) is bounded and

/AR gt = sgn e - s@ale)).
[Note: Recall that
© gin t _ T

24.9 INVERSION FORMUIA Iet F be a distribution function, T its characteristic

function -- then at any two continuity points a < b of F,

1 o~ VT ax_ - /-1 bx
Fib) - Fla) = lim - /5 £ (x) dx.
A+ : /-1 X

PROOF Denoting by IA the entity inside the limit, insert

teo = /7, ™ )
and write
- /-1 x(t-a) __/-1 x(t-b)
I, = S0 (5 8 e ax) Ay, (t)
V-1 x

or still,



T, =/ - —Sin—fr—t—'i)— s(@alt-al)

- SED) galeb)) | au o).

The integrand is bounded and converges as A > « to the function

0 (t < a)
1/2 (t = a)

by p(t) = 1 (a<t<b)
1/2 (t = b)

0 (b <t).

Therefore

Lim I, = /Z ¢, 1 (£)dug (t)

= 3 up(fah + up(la,bD) + 3 u (b}

= 3(F@) - F@)) + (F(b) - F@) + 3(F(b) - F())
=F(b) - F(a).

24,10 REMARK Using similar methods, V a,

. s 1 A - /-1 ax
iy = wplad) = Alfnm 7= I p © f(x)dx.

24.11 THEOREM If f € Ll (- «,o), then F is continuous and its derivative F'

exists. Moreover,

Pr(t) = 2/ o VT B ax,

27 7 =

hence is continuous.



PROOF Since f € Ll(— o,x), the same is true of

e—/—Tax_e—/:.L—bx
/-1 x

f(x),
sO per 24.9,

- /T ax - /I bx
Fb) - Fla) = o /7 8 -

L /T x

f (x)dx.

To confirm that F is continuous, fix t and let § be a positive parameter such that

a=t-3§, b=t + § are continuity points of F -~ then

F(t+d) - F(t-9)

_ 8§ o sin Sx - /-1 tx
__T?f—ooTe f(X)dX

|F (£45)

F(t-~§) |

o [sin &x

IA
SIS

-0

IA
F|o

528G ax.

Now let § - 0, thus
Fth) - P(tT) = 0,

so F is continuous at t. Next, for any h (positive or negative),

F(t+h) - F(t) o L tx e V=1 (t+h)x

1 o
==/ I (x)dx
h 2m /1 hx




F(t+h) - F(t)

F'(t) = lim

h -0 h
1 o o= V-l tx _ - /1 (tHh)x
= =7 lim £ (x)dx

h>0 /=T hx

- ZL 2 e L e Gy ax

'n' -0
[Note: V t,

1
o] s el <
Therefore F is absolutely continuous (cf. 23.20).]

24.12 THEOREM Suppose that Fl'FZ are distribution functions.

then

[v %,

8

e/—T xtdU t)

tlx) =/_, m

)

2
du, (t)du, (t,)
Fy 1 F, 2

(os] 00

=/_ [

V-1 x (tl+t
e

» VI xt w V-1 xt

_ 1 2
=/__e duFl(tl) - J_ e

dqu (t2)

= fl(x) . fz(x).]

PutF=Fl*F2——

24,13 EXAMPLE Given a distribution function F, consider the convolution

F % (-1)F.
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Then its characteristic function is

FX) (=) = tRTE = [T |
24.14 RAPPEL v t, V G > 0,

22 2
V2

Gx)i = vam (_t ).

2 o = 202

fioacp(—/—_l‘xt-

N.B. Given real variables u, v, let

1 v2
p(v) = — exp(- 5.

Vo 2

Then
o) = /7 p(v)av

is an absolutely continuous distribution function with density ¢(v) and character-

istic function
2

X
exp(- 3.
So, vo >0, <I>O (u) = @(%) is an absolutely continuous distribution function with

density q>0 (v) = %4)(%’—) and characteristic function

2.2
exp (~ %0 X ).
T F
24.15 LEMMA Two distribution functions that agree at all continuity
G
points common to both agree everywhere.
- s - F
PROCF Let be the set of discontinuity points of — then Sy T
T G

is at most countable, hence its complement D is dense. And on D, F = G. If Xq
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is arbitrary and if x €D approaches x, from the right, then

0

F(xo) = lim F(Xh) = lim G(Xh) = G(xO).

24.16 THEOREM Suppose that Fl’FZ are distribution functions. Assume: T, =

1
f, —- then F; = F,.
PROOF Write
- o /=T
£g,00 = /2T Ty, (s)
1
o /=T

£,60 = /7 e Xsdqu (s).

Then vV £, vo >0,
;7 £ exp(- /AT xt - 25)dx
. 2.2
=/, Tyx)exp(- /-1 xt - zx )dx
or still,
= 22 —
I [, ex(= /-1 x(t-s) - —5—)dx  |dug (s)
— R
o 1= o« 02x2 —
=f I exp(~ V=1 x(t-s) - —5—) dx du, (s)
—00 _ -0 _ 5
or still,
B2 e 9% (g
G Yo P 2 Hp
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or still,

or still,

21 7 ¢ (t-s)dug (s)
1

=27 ffm ¢U(t—s)duF2(s)

or still,

2m(® % P
g

l) = 21T(<I>G x* F

5)

;TR (-s)au, ()

=1, F(ts)duy (s)
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2
/2P (t-s)exp(- S5)as
20

2

- s
=J_ F2 (t-s)exp (- —z—)ds

20

2
/7, F, (t-ow)exp(- Sdu

2
=/_ F, (t—ou)exp (- 1%)cilu.

Now let 0 + 0 and use dominated convergence to see that Fl (t) = F2 (t) at all

continuity points t common to both, so F,=F, period (cf. 24.15).
24.17 REMARK The demand is that fl = f2 everywhere and this cannot be
weakened to equality on some finite interval (cf. 24.26).

24.18 LEMMA If fl’ fz,... is a sequence of characteristic functions that

converges uniformly on compact subsets of R to a function £, then £ = f is a

characteristic function.

24.19 EXAMPIE Let

0 (t < =)
_ n+t _
Fn(t)-— —25- (nSt<I1)
1 n<t).

Then Fn is a distribution function whose characteristic function fn is given by
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sin xn

fn(x) = n=1,2,...).
Therefore
lifx=0
nli.m00 fn(x) =
0 if x = 0,

which shows that 24.18 can fail under the weaker assumption of mere pointwise

convergence.

24.20 DEFINITION A continuous function f:R » C is said to be positive definite

if for any finite sequence Xy r¥gpeees X of real numbers and for any finite

sequence gl,gz,..., En of complex numbers,

n n -
LI flx —=x,)EE, 2 0.
R S A ¢

E.g.: BEvery characteristic function f is positive definite. Proof:

n n _
T I f(x-x,)&¢&
k1 gm1 K LK

n n - /:ilxk-xﬂ)t -
T I U__ e du, ())&, E
k=1 ¢=1 Pkt

. n n /:I'(xk—xz)t
2T 1 e £, € ,du (t)
™ k=1 £=1 k=t™'F

n J:I'xkt n - /-1 x,t_

CO

=/ (I e E)Y(L e £,)du, (t)
! K eE
- n /:I'xkt 2
= z e g, | du, ()
—00 =1 k uF

v

0.
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Conversely:

24.21 THEOREM A positive definite function f:R -~ C such that £(0) = 1 is

a characteristic function.
We shall preface the proof with a lewma.

24.22 LEMMA Suppose that ¢ € Ll[— A,A]. Assume: ¢ is bounded, say sup|¢| < M,

Then ¢ € Ll[- 0, 00] ,
PROOF Put
Gx) = 150

Then G is increasing, thus it need only be shown that G is bounded. To this end,
introduce

_1 2
F(X) = 3 fx G.
Then
G(X) 2X,_
F(X) 2 "——"-'X fX 1= G(X)r
so it will be enough to prove that F is bounded.
X

® G(X) =/ (0

= A 0B T manax

20X T R g ac



1e6.

X = X

V-1 xt
=fi\A(e
/-1t

Yo (t)dt

X ==X

_A e/—_lXt_e-./:TXt

-A

¢(t)dat
/-1 t

=2 /A SILXE ()t

N
e

F(X) = .G

b
s

_ 22X sin Yt
=2 2% B 2 s wanay

=22 e gy nat
Y = 2%
- cos Y
=2 /B (S )¢ (t)dt
t
Y = x
2 - cos 2
2 A o8 XE - co8 B g
t
, o 1-2si® X -2 sin’x)
t
2 Xt
2 sin” 5-
_4 sin Xt _4 2
=22 > p(r)at - /o > ¢ (t)dt.
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To bound the first term, write

. 2
' %féA s:n_nZXt o (t)dt
t

IA

. 2
M sin“Xt
—f‘_\A———-—dt

X t2
oo sinzt
<4 [ 5— dt < =,
t

Ditto for the second term.

Passing to the proof of 24.21, let

£, (x) = LA A e TR LW s o).

gara 070
The fact that f is positive definite then implies by approximation that fA (x) = 0.

Now make the change of variable u = u, v = u-t to get

_l__ijAeﬁTxt

1 - —Iz—l)f(t)dt.
V2m

fA(X) =

This done, in 24.22 take

s = @ - Ehe,

the conclusion being that fA € Ll [~ o,»]. But then 21.17 is applicable, so

a-lthew = L 7 g 0o T Bay,
/Z
i.e.,
a-Lhew = L 2 £ e’ B
/T



if |t| < A. 1In particular:

1=£0) =2 /7 £ (wax
v2r
Therefore
1
F,(x) = = /% £ (-y)dy

is a distribution function whose characteristic function is

t
X aa® - LEhew.

Finally, put
_ t| _
fn(t) = X[= n,n] (ty (@ - > )E(t) (mh=1,2,...).

Then fn -+ £ uniformly on compact subsets of R, thus, as the fn are characteristic

functions, the same is true of £ = £ (cf. 24.18).

-1

24.23 EXAMPIE If £ is a characteristic function, then e is a character-

istic function.

24.24 POLYA CRITERION Suppose that f:R - R is continuous. Assume: f£(0) =1,
f(=x) = £(x),

+X2
2

hY
) <

£ (xl) + f (x2)

%1
5 (xl,x2 > 0),

£(

and 1lim f(x) = 0 —— then f is the characteristic function of an absolutely con-

X > o

tinuous distribution function F.
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PROCF Because f is a continuous, convex function, its derivative D +f from

the right exists for x > 0. As such, it is increasing and here

D+f(x) <0 (x>0), lim D+f(x) = 0.

X = o

In addition,

£(x) = £(0) + fj D,£(¥)dy

0=f(o) = £(0) + lim f’é D, f(y)dy
X =+ ©
=>
1=£(0) = - lim f}é D, £ (y)dy-

X > ©
Therefore D +f is integrable on 0 to ». Put

V-1 tx

-1 -
oy (t) = 5 f)fx f(x)e dx.

b () -11? f{.‘ £ (x)cos tx dx

= ER X

XD, £(x)sin tx dx.

1
T "0

So for £t =2 O,

1l

B() = Lim ¢y (t)

X - oo

1l o .
- -’IT~t— fo D+f(x)sm t=x dx

__ 1 5 f(k+l)7r/t

D, f(xX)sin tx dx
Tt =0 kn/t +
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___l00 T/t
—-—-Zfo (-1

K
™ y=0

D+f (x + (kn/t))sin tx dx.

Since

e k
T (-1 D+f(x+ (km/t))
k=0

is an alternating series whose terms are decreasing in absolute value with

lim D+f(x + (kn/t)) = 0,

k >

it is boundedly convergent and since the first term is
D+f x) <0,
it follows that
o(t) =~ . fﬂ/t (Z (—l)k D f(x + (kn/t))sin tx dx
mt "0 +
k=0
> 0.

Now multiply ¢ (t) by cos xt and integrate with respect to t from 0 to T:
T
J 0 o (t)cos xt dt

__1 = T cos xt sin yt
=== fO D+f(y)dy fO E at.

Next, let T > oot

0 (|x] >y
Tlimoo f’(I)‘ cos xttsin yt dt = _} (x| = v)
g— (] < ¥)
=>
lim fg ¢ (t)cos xt dt

T >
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__1 o
= 7fx D £(y)dy

= - 2 (J3 D,E(y)dy - /3 D,E(y)dy)

-2 0- (@ -1)

= %-f(x).

In particular:

. T 1 1
lim [y ¢(t)at = 5 £(0) = 3,

T >
so, being nonnegative, ¢ is integrable on 0 to «, or still, being even, ¢ is

integrable on - « to «, And

/-1 xt

£x) = /7ot at,

thus to finish, let

F(x)

/X g(t)at.

24.25 EXAMPLE The function e || satisfies the assumptions of 24.24 but

2
||

the function e does not satisfy the assumptions of 24.24 (even though it is

a characteristic function).

24.26 EXAMPLE The functions

1-|x] (0sxz3) 1- |x| (x| < 1)
1
“TisT (x| >3 0 (Ix| = 1)
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satisfy the assumptions of 24.24.
[Note: This shows that distinct characteristic functions can coincide

on a finite interval.]



§25. HOLOMORPHIC CHARACTERISTIC FUNCTIONS
Let F:R » R be a distribution function.
25.1 DEFINITION let k = 0,1,2,... .
o o =/ a0
is the moment of order k of F.
o 8 =/ |effau )

is the absolute moment of order k of F.

[Note: O exists iff Bk exists.]
25.2 INEQUALITTES
Opp = By (g =By = 1)y oy o < Joy gl < By gy

2 1/2 1/k
By = PiByr By < By T = eee < BT
25.3 IEMMA-If T has a derivativeof order n at x = 0, then all the moments

of F up to order n or up to order n - 1 exist according to whether n is even or odd.

25.4 EXAMPLE Take n = 1 (odd) -- then it can happen that f£'(x) exists and is
continuous for all values of x, vet the first moment of F does not exist.

[Put

F(t) = C1 3 — i [T(t3) + I(t4))]

j=2 23” log j



is a distribution function whose characteristic function is

12 cos jx

f(X) = C- hX —2—'—— .
J=2 3~ log j
To see the claim per f'(x), note that
-1 © cos Jjx
C % -
=2 log j

is the Fourier series of an integrable function, hence on general grounds, the

series

¢t oz 3;5%%1425
522 3 10973

is uniformly convergent (or proceed directly via the uniform Dirichlet test). On

the other hand,

[e0]

S -1 1
SO ltlauL(t) =C T T e =
— [Elaug (®) 522 3 109 3

o, ]

25.5 REMARK A characteristic function may be nowhere differentiable.

[The function

® 1 e/:I'xsJ

X) = ¥ ——
T (x) i >3 1
is the characteristic function of
F(t) = ¥ —= I(t-57).
(t) i2o >3 y) ( ) .1

25.6 LEMMA If the moment o of order k of F exists, then f is k-times

differentiable and



is a continuous function of x.

[Note: In particular,
t%0) = D]

25.7 SCHOLIUM The existence of the derivatives of all orders at the origin

for ¥ is equivalent to the existence of the moments of all orders for F.

25.8 DEFINITION A characteristic function f is said to be a holomorphic

characteristic function if for some § > 0 it coincides with a function g which

is holomorphic in the disk |z| < §.

25.9 THEOREM If f is a holomorphic characteristic function, then f is holo-
morphic in a strip containing the origin of the form - oo < Im z < B (a > O,

B > 0 (either o or B or both might be «)) and in that strip,

e/:I thu (t) .

t(z) = /7 r

PROOF It is clear that f has derivatives of all orders at the origin (v n,
f(n) (0) = g(n) (0)), hence F has moments of all orders (cf. 25.7). Moreover,

(2k-1

(2k) = = =
|70 | = ay = Bys [E O] = Joy, 4]

Thus the series
= fo|
z —-—El— r
k=0 )

is convergent if 0 < r < §, thus the series

o0

z
k=0

Bok 2k
R T



is convergent if 0 <r < §. It is also true that the series

IA

[o0]

5
k=1

Bok-1 2k-1
TR=D)1

IA

is convergent if 0 < r < §. In fact, its radius of convergence R is

Lim Box-1 - 1/(2k-1)
kK > o (2k-1)! _ *
But
1/(2k-1) 1/2k
(Bopeq) < (By) (cf. 25.2).
So
R> lin (8,0 /2K [ e 1y 17 Y/ @k-1)
k >
= um @) Y (@0 @ (un @9/ <y
k » o k » o
lim | P | T/
K| TRT :

Applying now the monotone convergence theorem, we have

© n n
s erlt'duF(t) =/ 3?35:—_1_

n=0 )

-—C0

dup (t)

oo n
0 n r
EO (f_oo ltl dUF (t)) ot



And this implies that

o rt

S € Aup(t)
exists when - § < r < §. Put

o = sup{r > 0:f°_°00 ertduF(t) < o}

B = suplr > 0:/’?_0oo e rtduF(t) < w}

a =98
=>
_ B =24,
Then the integral
f(:)oo e/;T thUF(t)

is defined if - o < Im z < B, is a holomorphic function of z in this strip, and

agrees with f on the real axis.

25.10 RAPPEL Suppose that the power series f(z) = = anzr1 has a positive
n=0
radius of convergence R. Assume: V n 2 0, a, 2 0 —- then the point z = R is a

singularity for f£(z).

25.11 DEFINITION Iet f be a holomorphic characteristic function and take

o,B8 as in 25.9 —— then the strip - o < Im z < B is called the strip of analyticity

of F.

25.12 ADDENDUM - /-1 o (if o is finite) and /-1 B (if B is finite) are



singularities for £, hence - ¢ < Im z < B is the largest strip in which T is

holomorphic.
[Put
£ () = 12, ™ ()
_ &zt
~ f+(z) = fo e duF(t)-
Then
f:o ertduF(t) <o (~B<r<a)
=>
- e rt
fo e duF(t) < (r < 0)
f?w ertduF(t) <o (r>0).
Therefore
- f_ is holomorphic in Re z > - B
f+ is holomorphic in Re z < a.
And

t(-/-12) =£.(z) +£_(z2) (-B<Rez<a).

Working now with £ Lr we have

(n) _ o .n
f+ (0) —fotdpF(t) > 0.
Consider the power series

(n)
o f (0)
f+(z) = X =4 z".

1
n=0 ne



Its radius of convergence is > o but it cannot be > o since otherwise 3 € > 0:

— + n

° e(a+g)td (o4€)™ < o,
n=0

0 n!

contradicting the definition of a. But its coefficients are > 0, hence z = o

is a singularity for f+(z) (cf. 25.10). Since

t(-/~1z) =£(z) +£_(z) (-B<Rez<a)
and since £ is holomorphic in Re z > - B, it follows that o is a singularity for

f(- /-1 z) or still, - /-1 o is a singularity for f(z).]
[Note: To establish that v-1 B is a singularity for £, consider the

characteristic function (-1)f of (-1)F.]

25.13 REMARK There are characteristic functions which are not holomorphic
characteristic functions, yet can be continued into regions other than strips.

x|

[Consider f(x) = e — then it can be continued into the half-planes

Re z 2 0 and Re z < 0, yet there is no continuation into a disk centered at the
origin.]
Given a characteristic function f, put

I(xr) = ff; ertduF(t) (- < T <

and let
o= lin - 190 -FE®)
t -+
B = Llim _L'E_%L:E)_,
- t—-;_oo




N.B. Equivalently,

o=~ Tim log(l;F(t))
t >

B=- Tm HICE
- £ > o

25.14 1EMMA I(r) is defined for all points r € ]- B,al, where it is under-
stood that B (respectively o) is to be taken as infinite if F(-t) = 0 (respec-

tively 1 - F(t) = 0) for some t > 0.

PROOF Noting that o 2 0, B > 0, consider the interval [0,a[. Since I(0) =1,

take a > 0 and 0 < r < g. Choose rjir < ry < o and then choose T = T(r,) > 0:
= - ogd - F(t))
t2>2T=> s 2 I,
or still,
tzT=>1-F() e .

There is no loss of generality in assuming that T is a continuity point of F

(= F(T ) = F(T)), so if A> T,

A rt
fTe duF_l(t)

= A r@h-1) - ETEET)-1)

- rf? # ) -1) ae

= "2 (F@)-1) - T (F(T)-1)



- rffr\ (F(£)-1)e tat

IN

T (1-F(T)) + r/? &t (1-F (1)) at

- tr
ST 1-F(m) + rf;\ e O,

IA

hence sending A to «,
o rt
S € Aup (t)

_ & rt
= Jp e dup_y (t)

- (r-r.)t
ST (1-F(T)) + rfme 0" "at

IA

Meanwhile
f?m ertduF(t) < erTF(T) < o,

Consequently, I(r) is defined for all r € [0,a[. And, analogously, I(r) is defined

for all r € 1- B,0].

[Note: I(r) is defined for all r > 0 if 1 - F(t) = 0 for some t > 0 and for

all r < 0 if F(~t) = 0 for some t > 0.]
25.15 REMARK I(r) does not exist if r > g (g finite) or if r < - 8 (B8 finite).
E.g.: Suppose that for some r > 0O, fo_:o ersduF(s) =C< w=-=then VvV t >0,

St - F)) < Iy e (s) < C
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lim _ log(l - F(t)) _
t > o t =

r,
i.e., r <qa.

[Note: In general, nothing can be said about the existence of I(r) when

r=9corwhenr=-_8_.]

25.16 THEOREM If o > 0, B > 0, then f is a holomorphic characteristic function.

PROOF On the basis of 25.14, the integral

oo e/—T thu t)

I -

is defined and holomorphic in the region - o < Im z < § and coincides with f(z)

on the real axis.

25.17 REMARK If T is a holomorphic characteristic function, then

o =

1R

where, by definition (cf. 25.9),

sup{r 2 O:fo_ooo ertduF(t) < w}

Q
1l

B = sup{r = Ozfo_o e rtduF(t) < w}.

(o]

25.18 RATIKOV CRITERION Suppose there exists a positive constant R such that

vO0<r<R:

1 - F(t) = 0(e

(£ > )

F(-t) = O(e

Il
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Then f is a holomorphic characteristic function and its strip of analyticity
(cf. 25.11) contains the strip |Im z| < R.

[In view of the foregoing, this is immediate.]

25.19 IEMMA Iet T be a holomorphic characteristic function -—— then

|£(z)] < f(/~I Imz) (-a<Imz<B).

[In the strip — a < Im z < B,

£2) = 17 &L Py (t).]
25.20 APPLICATION A holomorphic characteristic function T has no zeros on
the segment of the imaginary axis inside its strip of analyticity.
[For such a zero would force f to vanish on a horizontal line within its

strip of analyticity which in turn would imply that £ = 0.]

25.21 LFMMA Let f be a holomorphic characteristic function —- then
log £(/-1 r) is convex as a function of the real variable - o < r < B.
PROOF Bearing in mind that £(/-1 r) > 0, consider the second derivative of

log f(/-1 r):

(6L - £ 6AL D) - (¢ (AT n)?
£(/ T r)°

Then

£/ Tr) - 'O r) - (£ (/T 1))°2

= 2 Tan ) - S0t M)

- U7 te” T en)?,
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which is nonnegative (Schwarz inequality applied to the measure e rtduF (t)).

25.22 APPLICATION For any holomprphic characteristic function T, the function

log £(/-1 r)
r

is an increasing function of the real variable 0 < r < B.
[In fact, log f(/-1 r) is convex in [0,B8[ and log f(v/-1 0) = log £(0) =

log 1 = 0.]



§26. ENTIRE CHARACTERISTIC FUNCTIONS

A holomorphic characteristic function T is said to be entire if its strip

of analyticity is the complex plane, i.e., if a = o, B = o,

26.1 RAPPEL

o= lim _ log(l - F(t))
£ > o t
8= lim _ log F(-t)
t > t :

26.2 SCHOLIUM A characteristic function f is entire iff g = o, § = ®

(cf. 25.17).

26.3 SUBLEMMA Suppose that f is an entire characteristic function -- then

M(r;t) = max(F(/~L r), £(- /1 1)).

PROCF For all real x and y,
Ifx+/~Iy)| < f(/~Ty) (cf. 25.19).

26.4 LEMMA Suppose that f is an entire characteristic function —— then V t > O,

rt

M(r;E) > %e (1 - F(t) + F(-t)).

PROOF

M(r; %) = max(£(/-1L r), £(- /-1 1))
> (E(/~L ) + (- /<L 1r))/2

3 U7 e au(e) + 17, Sau ()



il

fio oosh(rs)duF(s)

[\

J cosh (rs) duF (s)
[s|=t

v

(cosh rt) [ duF (s)

Is|zt
1 rt
> 5 e S du,(s)
2 Is|>t ©
But
S du,(s) = uL(lt,e) + u,(I- <~ t])
Is|st Hp oo Yp
= up(lt,eD) +F-t).
And
[tyof =R - 1= o, t [
=>
up (@) = 1 = u (1= =,tD)

\

1 - ([= =,t])

1-F(v).

26.5 THEOREM The order of an entire characteristic function f cannot be
less than one except for the case when £ = 1 (i.e., when F = I (cf. 23.4)).
PROOF If F =z I, then
1-F(@) +F(-a) >0

for some a > 0. Now take t = a in 26.4.



[Note: It can be shown that there exist entire characteristic functions

of any order > 1 (including «).]

26.6 TERMINOLOGY Iet F be a distribution function.

® F is bounded to the left if F(a) = 0 for some real a. When this is

SO, ohe puts
lext[F] = sup{a:F(a) = 0}

and calls lext[F] the left extremity of F.

® [ is bounded to the right if F(b) = 1 for some real b. When this is

so, one puts
rext[F] = inf{b:F(b) = 1}

and calls rext[F] the right extremity of F.

26.7 DEFINITION A distribution function F such that F(a) = 0 and F(b) = 1

for some real a and b is said to be finite.

26.8 THEOREM Iet f be an entire characteristic function. Assume: f is of

exponential type -- then its distribution function F is finite. Moreover,

rext[F] = lim

X >

r

lext[F] =-1im

Y - o©

log |£(/~1 )|
= .

PROOF It will be enough to deal with lext[F]. So choose M > 0, K > O:

180z | < meKl2l,



Then
log [f(/~I r)| < log M + Kr
=>
T log I:(/:I'r)l < K
r > o
or still,
Tm 20 L070) g (er. 25.19)
r > o
or still,
Tm 9 L0 ox s 25.22).
r > o
Denote this limit by -a, hence
log i(vci'r) < -a

for all r > 0. Given an arbitrary € > 0, let t, < t

1

- rt2

- rt2
e uF(]tl,tzl)

- rt2
e uF([tl,tZJ)

IA

_ 2
= e ftl duF(t)

t - rt
= [ 2 e 2duF(t)

IA
~—

e rtduF(t)

2

= a - ¢, thus



<f(/Tr) <e

F(tz) - F(t

Hv
IA
0

F(tz) - Ft 0 (let r » )

F(t2) =0 (let tl +> = ©)
=>
Fla-¢)=20
=>
lext[F] = a.
To reverse this, put
)‘F = lext[F].
Then
£/ Tr) =/ e Tau(v)
>‘F P
- A
<e F
=>
a = lim lng(/—_lr)Zx.
r F
r > o
Therefore

the contention.



N.B. It is a corollary that the distribution function of an entire char-

acteristic function of order 1 and of maximal type is not finite.
26.9 REMARK Compare the above result with that of 22.10.

A degenerate distribution function is, by definition, of the form

F(t) = I(t - Q),
C a real constant.

N.B. The associated characteristic function is
£x) = e/-_l Cx’

hence is entire of exponential type, hence further is of order 1 and type |C]|

provided C = 0.

26.10 LEMMA If F is degenerate, then F is finite and

rext[F] = lext[F].

PROOF
- Cr
rext[F] = lim logre = C
r > o
log e” &
lext[F] = - lim =2 =~ (-C) = C.
Y -> 00 r

26.11 CONSTRUCTION Suppose that F # I is a finite distribution function.

a = lext[F]

b

I

rext[F].

Iet



Then
b = 12 T ()
= j‘g e/_T XtduF (v).
But the integral
fl; e/—_l thuF(t)

represents an entire function, thus f{ is an entire function of exponential type

(cf. 17.19), thus is of order 1 (cf. 26.5).

N.B.

T(f) = max(- a,b).

For, by definition,

T(f):ﬁn‘w,
X > o r
On the other hand,
a= - lim log £(/-1 r)
Y = r
and
b= lim logf(—/:fr).
r - oo r
And

M(r;f) = max(f (V-1 r), £(- /-1 1)) (cf. 26.3)

T™(f) = max(- a,b).



In the other direction,

£(/-Ir) <e % and £(- /~I 1) < T

M(r;£) < max(e ar’ebr)

T(f) < max(~ a,b).]

26.12 EXAMPIE If
F(t) = I(t - C) (C = 0),

then

e a>0=>mx(-a,a) =a=C

e a<0=>mx(-a,a) =-a=-C= |C

I.e.: T(f) = |C| in agreement with what has been said earlier.

26.13 REMARK There is no entire characteristic function of order 1 and of

minimal type {(apply 17.18).

26.14 ILFMMA If F is a finite distribution function and if F is nondegenerate,
then its characteristic function T has an infinity of zeros (they need not be real).
PROOF Since f is bounded on the real axis, the conclusion that f has finitely

many zeros is untenable (cf. §7).

26.15 REMARK An infinitely divisible entire characteristic function has no

zeros.T

T E. Lukacs, Characternistic Functions, Griffin, 1970, pp. 258-259.



26.16 NOTATION Given a distribution function F, let

T(t) =1 = F(t) + F(-t) (t > 0).
Iet K and o be positive constants.

26.17 SUBLEMMA The integral

tl+oc

I(z) = f‘g exp (/=T zt - Kt %)dt

defines an entire function of order 1 + %i .

[Consider the expansion

(o]

I(z) = ¢ cnzn,

n=0

where

_ (¢=D" | o+l 1

(l+o¢)Km+l)/(l+°°) -]

cn n! r (l+<x)

[Note: To within a constant factor, I(z) is an entire characteristic

function. Accordingly,

M(r;I) = max(I(/~1 r), I(- /I 1)) (cf. 26.3)

Iy exp(rt - kel ae. ]

26.18 LEMMA Iet F be a distribution function. Assume: 3 A > 0 such that

1+o

t2A=>T() <exp(-Kt™ 7).

Then the associated characteristic function f is entire (cf. 25.18) and its

order is < 1 +

L
a
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PROOF Take A > 0 to be a continuity point of F and let R > A — then for

r > 0:
Iy etau ) = sy A (1)
= &REERNH-1) - P (FE@)-1)
-r [y FEH-DeTa
= EREER-1) - 2 E@)-1)
- r f3 (F()-De"at
<A -F@) +r fx e - Fle)at
=>
Iy &t () < A - F@) +r £ A - Fle)ae
< erA(l - Fa)) +r f: exp(rt - Ktl+°‘)dt
< erA(l -F@A)) +r fo(; exp(rt - Ktlm)dt.
But
A ) < ra).
Therefore

rA 1+

e ertduF(t) <+ r f‘g exp(rt — Kt %) dt.
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And analogously,

f:) e rtduF(t) < erA +r fz exp(rt - Ktl+0‘)dt.

These estimates then enable one to estimate M{r;f):

M(r;f) = max(£ (/=L r), £(- /-1 1)) (cf. 26.3)

&Py r Iy explrt - ke g

IA

I

M(r;e??) + M(r;zI(z)).

The order of eZA is 1 whereas the order of I(z) is 1 + é (cf. 26.17), hence the

order of zI(z) is also 1 +% (cf. 2.36), thus for any ¢ > 0,

ZA 1+ L + €
M(r;e™) + M(r;zI(z)) < exp(x & )

which implies that the order of £ is <1 + L .
26.19 THEOREM The characteristic function f of a distribution function F is
entire of order 1 and of maximal type iff

t>0=>T() >0
and

PROOF

® Necessity It is clear that the first condition

t>0=T() >0

holds (simply note that F is not finite). To see that the second condition holds,



let ¢ > 0 be given and choose R:

r 2 R => explr

But v t > O,

M(r;t)

Therefore

T(t) <

12.

l+€) > M(r;f).

> % Ert)  (of. 26.4).

l+e

2exp(~-rt +r ).

Choosing t > 2R and taking r = (%)1/5’ we have
() < 2ep(- (1T 9
=>
1
109 109 mey
lim Toa © > 1+ (1/¢g)
t—->—oo o9
=>
. °9 09 T
1lim Tog € o,
t > >
€ being arbitrary.
e Sufficiency Given € > 0,
log log _L_
T(t) 1
Tog € 1+ (t >>0)

T(t) < exp(-t ) (£ >>0).
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Therefore T is entire of order

<1+ =1+¢ {(cf. 26.18).

ot

But F # I, hence p(f) =1 (cf. 26.5). Now f cannot be of minimal type (cf. 26.13)
nor can ¥ be of intermediate type (cf. 26.8 (F is not finite due to the assumption

on T)), thus f must be of maximal type.

While a discussion of entire characteristic functions of order > 1 will be

omitted, there is an important result of a negative nature.

26.20 THEOREM If p is a polynomial of degree > 2, then e® is not a character-

istic function.

APPENDIX

Iet F:R - R =~ then F is an NBV function if F is of bounded variation, if F

is continuous from the right, and if F(- «) = 0.

NOTATION TF is the total variation function associated with an NBV function F.

° TF is increasing.

° T is continuous from the right.

) TF(— ©}y = 0, TF(oo) < oo,

RAPPEL The distribution functions F are in a one-to-one correspondence with

the probability measures on the line: F - Mpe

This can be generalized: The NBV functions F are in a one-to-one correspond-—

ence with the finite signed measures on the line: F - Hp-
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NOTATION |yun| is the total variation measure associated with an NBV function
F. 5o

° IuFI (R) < oo

i IUF’ = UTF'

N.B. For the record,

F(£) = up(l- =, t])

Tolt) = g (== th) = hup| (- =tD).

EXAMPLE

uTF/ uTF (R)

is a probability measure on the line.
IFMMA Any bounded Borel measurable function on R is uF—integrable (cf. 23.13).

DEFINITION Given an NBV function F, put

fe) = 17 &L Aty

00

U (t),

the Fourier transform of e

Obviously,

2G| < fupl R) < o

DEFINITION An NBV function F is constant outside a finite interval [T',T'!]
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if

Il

F(t) =0 (t<T")

F(t) C (t>T'")

for some real number C.

N.B. Under these circumstances,

V-1 zt oy /T ozt
e duF(t) = fT' e dpF

e (t)

and the integral on the right is defined for all complex z, thus f admits a

continuation as an entire function and, as such, is of exponential type.
[Put

@ =7 Ty @),

F

the "characteristic function" of TF -— then

M(r;@:f) = max(Ef(/-T r), Cf(—- V-1 r)) (cf. 26.3).

On the other hand,

IS e/—_l thu (t)

[£(x + /-T v)| - -

(o0}

2, e Yau, )

IN

—-C0

F
= T (/-1 y)
=>
M(r;f) < M(r;Ef) .
But
T se Ty ()
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and

T''r

Hrp

Ef(— V-1 r) <e
F

(R).

Therefore
M(r;:£) < exp(max(|T'|,|T''|)x),

so £ is of exponential type.]

THEOREM Suppose that F is an NBV function. Assume: f can be extended into

the complex plane as an entire function of exponential type. Iet

a= - mlog[f(/qr)l
r > o t
b = mloglf(-/-_lr)!.

Then a and b are finite (sic). Moreover, F is constant outside a finite interval
and in fact [a,b] is the smallest finite interval outside of which F is constant.
PROOF We shall work initially with b and show that F is constant to the right

of b. To this end, note that for any pair tl <t, of continuity points of F:

o /;Ttlx - /-thx

F(t,) - F(t)) = lim /o = f(x)ax (cf. 24.9).
r > 2m/-1 x
Now specialize and take b < tl < t2 (t2 arbitrary) and let 2¢e = ty - b>0
(=>b<b+e=t -€<t). Put

- /-1 (t, - t,)z - /-1 (b+¢e)z

£(z) = (1 - e 2 T iee
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Then
e f is entire of exponential type.
e f is bounded on the real axis.
@ f(-vV/-1r) (0 <r < =) is bounded.

Therefore (...) £ is bounded in the lower half-plane: |f| <M. And

L r f(x) - /-1 ¢
2m/~L (F(t,) - F(ty)) = rlilnoo S =5 e

X ax.

Since the integrand is entire (£(0) = 0), the integration interval can be replaced
by a semi—circular arc of radius r centered at the origin and situated in the

lower half-plane, hence

f (%) - V=1 €x
ffr < e ax
< f72rﬂ If(re‘/:r N 5T sin O30
stﬂ e er sin ede

0

< oM f'g/2 o~ € sin ede

oM fg/z o (2€r8)/ﬂde

IA

¥

0 (r —>oo)
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il
o

F(t,)) - F(ty)

Fb + 2¢),

il

F(t2) = F(tl)
proving that F is constant to the right of b. By a similar argument, one finds
that F is constant to the left of a, thus equals F(- «) = 0 there. Finally, if

[T',T''] is a finite interval outside of which F is constant, then T' <a, b < T''

E.g.:

A

[£(/~I )| < Ef(/-T r)

- T'r
<e Um (R)
Tp

—i_.m— lOg li(/:l.r)l > T,



§27. ZERO THEORY: BERNSTEIN FUNCTIONS

Iet BO (A) be the subset of E0 () consisting of those f which are bounded on

the real axis.

[Note: The elements of BO-(A) are called Bernstein functions.]

N.B. If £ € BO(A) and if T(f) = 0, then f is a constant (cf. 17.18).
[Note: Accordingly, if f € BO (A) is not a constant, then T(f) > 0 and

p(f) =1 (with T(f) = t(f)) (cf. 17.3).]

27.1 EXAMPIE Take A = 1 — then e’ T 2 ¢ B, (1).
27.2 EXAMPIFE, Suppose that F = I is a finite distribution function -- then
its characteristic function T € BO (a), where A = max(~ a,b) (cf. 26.11).
[Note: Take
F(t) = I(t-1).

Then £(z) = 1 21

27.3 IEMMA PW(A) is a subset of B0 (A) (cf. 17.29).

27.4 LEMMA BO (3) is a vector space (under pointwise addition and scalar

multiplication) and, when equipped with the supremuan norm, is a Banach space

(cf. 17.17).
27.5 LEMMA BO (A) is closed under differentiation (cf. 17.24).

n(r)
r

27.6 LEMMA If f € BO(A) is not a constant, then n(r) = O(r), i.e.,



remains bounded as r + » (cf. 4.31).

/=10
27.7 NOTATION Given f € BO(A), let z, =r.e n n=1,2,...) be the

nonzero zeros of f repeated according to multiplicity with

0<|zg] < fzof <.

[Note:
1 e‘ /:I'en cos 8 sin 8
z . = r -1 -
n n n n

27.8 IEMMA If £ € BO(A) is not a constant, then

S(r) = I 1

|z |<r %n
remains bounded as r - «.
[One can extract a proof from the material in §6. To proceed directly,
assume for convenience that |£(0)| = 1 and choose K > 0:n(r) < Kr (cf. 27.6) —-
then

|IS(x) -S(R)| <2k (R<r <2R)

2R g (r)rdr = 3 RPS(R) + O(RD).

fR 2

Under the supposition that f(z) is zero free on |z| = r, write

str) = —— s B La - D)

om/<T © £@) "z

V=10 £'(0)

_ 1
£(0)

T 2m

21 3 d
1y Gz - /T 5log |f(re )|de -



3 Rsm) = fﬁR S(r)rdr + O(R?)

= I G- T 2log |£(2) |axdy + O

R<|z|<2R ox
=L 2" R 1og |£@re’ T %] - R1og |’ O e T fap + o)
=>
3 R IS(R) |
R 27 /-1 8 V-1 @

<5 Jy (2|log |f(2re )| + |log |f(Re Y[ Dhae + o(R%).

Estimating the integral in the usual way gives rise to another O(R2) , SO in the end

3 R IS(R) | <0(R%)

[S(R)| <0(1) ([R~>=).]

27.9 CARLEMAN FORMULA Suppose that f(z) is holomorphic for Im z 2 0 and let

/—Tek
z, =1 e (k =1,...,n) be its zeros in the region
{zzImz 2 0, 1 < |z| < R}.
Then
n r
I (- —3)sin 6
k<1 "k R
1 V=1 9
= % /o 1og |£(Re )| sin 6 a6



)

1 R 1 _
2m 2

iz_)log |£(x)£(-x) |dx + A(R),
R

where A(R) is a bounded function of R.
[Note: Replace 1 by p > 0 — then A(R) depends on p and

/-1 8 -/-16

_ 1 . /-1 8,, pe e
thus if £(0) = 1,
: _1 .
lim A(er) = —Z-ITH f (O)I
p->0
SO
r
I (G- —S)sin 6o
rsR "k R
k
1 V-1 0, ( .
=75 /o 1og | (Re ) |sin 6 46
1 R,1 1 1
+ 2= /3 (;2—— —Rj)log |£(x)£(=x) |ax + 5 Im £'(0).]

27.10 THFOREM If f € B0 (A) is not a constant, then the series
o sin en
z r
n=1 n

is absolutely convergent.

PROOF Apply 27.9 to f£(z), £(-z) and add the results. In this way we are

led to
n r
Z(I—Tl—-—%)sinek (OSGkSTr)
k=1 "k R
mo1 Ty
+ I (—-———2—)sm(6£+w)(-7r£9£50)-

=1 %2 R



But sin 6, = [sin 6, |, sin(6, + m) = - sin 0, = |sin 8|, hence
ri |sin e_|
z (l——2— ——<C (R>>0)
r <R R L

for some constant C > 0. And this implies that

Now send R to <.

[Note: The zeros on the real axis do not figure in the calculation.]

N.B. Restated, 27.10 says that

Z |Im —Zl—| < w,
n=1 n

[Note: In traditional terminology, an entire function f of exponential type

is said to be class A if

£ |Im Zil <,
=1 n

Characterization: f is class A iff

p R 100 LEWIEC | g )

R1 X

27.11 APPLICATION Given € > 0, let Q(e) be the sector

larg z| < e v |larg z - 7| < e.

(o]

1

% < o,
k=1 lanl



where z_  runs through the zeros of f which are not in Q(g).

27.12 THEOREM If f € B0 (A) is not a constant, then

. on) hf(/:T)+hf(— v/-1)

[This is a substantial reinforcement of 27.6. For a proof, consult B. LeVJ'_n1L

Tt

(see also P. Koosis ).]

27.13 REMARK One can say more. Thus let n+(r) be the number of zeros of f

with real part > 0 and modulus < r and let n_(r) be the number of zeros of f with

real part < 0 and modulus < r — then
n(r) =n (r) +n_(r).

Moreover, it can be shown that

n, (r) hf(/q) + hf(- V-1)

1lim =
X = oo 2T|'
and

n_(r) he(/-I) +he(- /D)

lim = 5 .

r > co ™

/=l z -
27.14 EXAMPLE Take f(z) = e —— then n(r) = 0. On the other hand,
vV=1(/-1 r) -r
n (D) = Tm lgle |- g lge -,

r > r T > o r

¥ Lectunes on Entine Functions, AM.S., 1996, pp. 127-130.

T The Loganithmic Integral I, Cambridge University Press, 1988, pp. 69-76.



and
— 1 Ie/:f(—/—_lr)l - l er
he(- /1) = Tim o9 = Tm =& _ 1.
r r
r > co Yy > o
Therefore
he(/7) + he(- /<) = -1+ 1 = 0.
27.15 LEMAT Tf £ € B,(2) is not a constant, then
He(1) = 0 and He(-1) = 0
or still,
he(1) = Tin log (@) | _
Y - o r
and

hf(—l) = Tim E‘i@:o

Y > o©

[Note: This result is a consequence of "Ahlfors-Heins theory" and is valid

for any entire function f of exponential type in the Cartwright class, i.e., such

that

+
s, 200 L2 gy <

1+x

27.16 COROLLARY The indicator diagram Ke of £ is a segment of the imaginary

axis (or a point) (cf. 18.9).

T R. Boas, Entire Functions, Academic Press, 1954, p. 116.



27.17 1EMMA Iet K = [/-1 A, /-1 B] (A < B) — then
) = a|sin 6] + b sin 6,

where

-B-A

27.18 EXaMPIE Take A = B, call it C -- then

c-C

a:.._z._:o’b=__..—.__2 = -
and
HK(ef_T %y = - cCsing (cf. 18.2).
27.19 EXAMPIE Take A= ~ ¢, B=c with ¢ > 0 - then
_c = (=c) _ _~c+c_
as=-—— =c b= — = 0
and
HK(e‘/:I %) = alsin 8]  (cf. 18.5).

27.20 RAPPEL If f € BOCA) is not a constant, then

T(f) = T(F) = sup hf(e“CT %  (cf. 19.10).

0<0<2m

Recalling that H_(= HK {(cf. 18.17)) = h_ (cf. 19.7), we have
£ . £

sip b (&L

0<6<27

= sup (alsin 8| + b sin 6)
0<6<2T



= max (a+b,a-b) = a + |b].
But
T a+bs= hf(/—T)
a=-b=he(-/-1).

Therefore

T(f) =max(hf(/——l—), hf(- v-1)).

27.21 SCHOLIWM If hf(f—T) = he(- V/=1), then

ni) _ Pe0"D + b= D

r i

lim (cf. 27.12)

r > o
T(£)
- .

=2

27.22 LEMVA
Ke = /=1 (- he(F1), /=1 he(= /=1).]

PROOF Writing K.

But

a+b=hf(/-7)
a-b=h(- /-1).

And

= [V-1I A, /-1 B], it is a question of explicating A and B.
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- A= hf(/-T)
B = hf(— /=1)

Ke = /L= he (D), /T he(= /).]

27.23 APPLICATION Kf reduces to a point iff

hf(/:f) + he (- /~1) = 0,

hence Kf reduces to a point iff

lim
r -

27.24 EXAMPIE Suppose that ¢ = 0 is real and let f(z) = e/:I-CZ —-— then

/-1 6

h (e ) ==-csin © (cf. 19.2)

£

hf(/:I) =-C
=> K = {/-I c}.
he (- /1) = ¢

and T(£) = |c].

27.25 EXAMPLE Suppose that F # I is a finite distribution function, f its

characteristic function (cf. 27.2) -— then
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rext[F] = hf(—- V-1)
(cf. 26.8)

lext[F] = - hf(/q)

- hf(/-T) < hf(- /-1)

in agreement with 27.22 (cf. 22.13).

[Note: Recall too that

T(f) = max(~ lext[F], rext[F]) (cf. 26.11).]

27.26 EXAMPIE Given ¢ € Ll[— A,A] (0 < A< ), put

V-1 ztd

£(z) = = /& o(te t.

vam
Then f € BO (a) (cf. 17.19). Assume further that ¢(t) does not vanish almost

everywhere in any neighborhood of A (or -A) —- then

A= hf(— V=1)
=> T(f) = A
-a=- he (/<D)
=>
1im &) _ 5 TE) e 2701
224,
il

27.27 NOTATION Put

hf(/:I) + hf(- V—1)

™
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27.28 DEFINTTION The zeros of f have a density if D > 0.

27.29 RAPPEL Take o > 0 — then the series

converges 1ff the integral

o n(t)
fO toc+l dt

converges.

27.30 IrMMA If the zeros of f have a density, then the series

(o0}

Do
n=1 "n
is divergent.
[In 27.29, take o = 1:
e n(t) g - onlt)  dt
7o 2 dt = Jo =% - %

_ o (n(t)/t) dt
=lo—p D¥F

is divergent (cf. 27.12).]
[Note: The convergence exponent is equal to 1 (cf. 4.10). Therefore f is of

divergence class (cf. 4.24).]

27.31 THEOREM If f € BO(A) is not a constant and if the zeros of f have a

density, then the series

© Ccos B
n

n=1 r

is convergent.
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27.32 REMARK According to 27.10, the series

o gin 8
% nn
n=1 r

is absolutely convergent. On the other hand, in view of 27.30, the series

o cos B
L r
n=1 n

is not absolutely convergent.
Before tackling the proof, we shall first set up the relevant generalities.

27.33 RAPPEL Given a sequence A1r8yreeey put

4 cen
_ al a2 + + an
g = .
n n
Assume: lim a =0 — then lim o = 0.
n—*OO n—)-OO

27.34 APPLICATION If an - L, then on - L.
[In fact, ;n -L~>0, so

(al—L)+(a2—-L)+---+(an-—L)
n

+ 0

or still, o, = L~ 0.]

o]

27.35 RAPPEL Given an infinite series I a s let S, denote its nth partial
1
sun and put
S; + Sy + ett S,

a_ = .
n n

Assume: {On} converges to S and a = O(%) -— then {sn} converges to S.
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[o]

[Note: In other words, if I a, is (C,1) sunmable to S and if a = O(%),
1

oo}

then ¥ a, is convergent to S.]

1
N.B.
cos 6
D - oody.
r n
n
[For
n{r )
n = -..n_ -> D.]
r r
n n

27.36 JENSEN FORMULA Suppose that f(z) is holomorphic in |z| < R with £(0) = 1 —

then

ARl g o L 2T e 7T 0

0t = /4 )|de (0 < r < R).

27.37 CARLEMAN FORMULA (bis) Suppose that f(z) is holamorphic for Re z = 0

/—Tek
and let z, = re (k=1,...,n) be its zeros in the region
{z:Re z > 0, 1 < |z| <R}
Then
n r
z (—I:]Z—-—%) cos Gk
k=1 "k R
is
_1 2 /-1 6
=& /109 £ (Re ) [cos 6 d8
2
1 R ,1 1
+ 5=/ (5 - ) log [£(/-L x)E(- /-1 x) [dx + A(R),

X R
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where A(R) is a bounded function of R.

[Note: If £(0) = 1, then

1 Tk
I (=~ —=) cos 8
r, <R e g k
LR
- _l§ j'2 - log ]f(Re/_ %) |cos 6 ae
2
1 R,1 1 — 1
+ 5= /g (}?— ;27) log |£(/-I x)f(- /-1 x) |dx - 5 Re £'(0).]

Proceeding to the proof of 27.31, it will be assumed that £(0) =

[Note: Zeros of f£(z) on the imaginary axis do not participate (cos(* -275) = 0).

Step 1: In the formula

“x 1
b3 (————-—) sek+§Ref'(0)=---,
ksR x R
replace f(z) by £(-z) to get
r
z (_1____£_) cos(6£+1r) —LRef (0)
rp<R e R
UK
=—l§f2 log |£(- Re” L 8 |cos 6 a6
2
1 R ,1 1 —
+ 5= [y (5 - =) log (- /-1 x)£(/-1 x) |dx
X R
or still,
T2 1
- I (r—- 2) cos 6, - —Ref(O) = eee,

K_RK R
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Therefore

Ty
) cos 8
R? k

l

5 Re

(__..

5
r, <R Tx

I'

——) cos 6
R2

+ X

KSR e

(.__

£

[=

/*"e

[\

1

TR f

log |f(Re ) [cos 6 @6

N3

N =

/

g 109 [£(- Re
2

1
mR

Step 2:

=]

v”__e

N

I

x 109 |£(-
)

1
mR

T
2

s V=1(

- log |£(Re
'2

-1
TR

3r

1 2 /-1 6

N3

()

T

N

il

1
=/

N =3

Step 3: Therefore
T
z (——-— ——9 cos ek

ksR k R

1
2

+ =

/"’ 16

£'(0)

1
5 Re £'(0)

) |cos 6 a@s.

) |cos 6 de

e+Tr))[cos 6 de

) |cos (6-m)de

log |£@®e” L ©)|cos o db.

Re £'(0)
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r
+ I - —5) cos o, + 3 Re £(0)
r,sR T2 R
Te
r T
_ 1 2 -1 6
_%_R_f_l[ log |f(Re ) |cos 6 de
2
3r T
1 .2 -16
+ o= flT_ log |f(Re ) |cos 6 @9
2
1,0 V-1 0
—ﬁf_l log |f(Re ) |cos & de
2
s T
1 2 5]
+ == [y log |£ (Re ) |cos 6 d6
3w
1 2 V=1 8
+ == fl log |f(Re ) |cos 6 @s
2
1 2m V=1 (8-2m) _
= ,”—R-f:;_Tr log |f(Re ) |cos (6-2m)d6
2
3m T
1 .2 10
+ %/, log |[f(Re ) |cos 6 de
_ 1 p2m g /_6
==/, log [f(Re ) |cos 6 dse.

1 rn
e or— ¥
(r 2) cos 6+ Re £'(0)

z
r<sr n r
n

_ 1 .27 V-1 6
==/ log |£ (re ) |cos 6 as.
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Step 4:
f](; n(t) 4 -1 l f27r log [f(re/:— N |do
=>
1 r n(t) _ 1 V-1 6
o p At = o fo log |£(xe" ™ °)|as
=>
.1l rn(t) o _ o _ i 1 27 V-1 6
lim E 0 t dt = D= lim z?];-ffo lOg If(re )lde.
Y > o r > o
[Given € > 0, choose tO:
_ n(t)
t>t0—>D e < = <D+ e.
Write
t
1 rn(t) 1 .70 n(t) 1 n(t)
Then
(r-to) (D-¢) ) 1 fr n(t) a < (r to) (D+e)
r r tO Tt r
=> (r—>00)
D-¢ < lim lff_' E%El-dt D+ e.]
r>ot 0
Step 5: We have
hf(e‘/:T ®) = alsin 6] + b sin 6
h.(/=1) + h.(- /=-1) h.(/-I) - h.(- /-1)
_f £ . £ £ .
= 3 |sin 8| + 5 sin 6
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=——|sm6l+bsme

1 27 n

1 (e/:T 8
2T °0 f

)de

1 27 wD

= 5=/ |sin 0|ds

D21r
4

|sin 6|d®6

I
%

Step 6: Given € > 0, choose r:

- 2 < f(z) (he (e —%log ]f(re‘/? %) yde < 2e.

But for r, > > 0,

0

L 1og 1€’ O < hf(e/:l_ O 1 ¢

uniformly in 6 (inspect the first part of the proof of 19.7), thus

- 2 < fg“ (hf(e‘/_T % +¢ - log !f(re‘/* %) |ycos 6 do < 2¢
and so
lim % féﬁ log |f(re'/_—l % lcos 6 a6
r » r
_ /=1 6
= IO he(e )cos 6 deé.
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Step 7:

° fg |sin6|cos9d9=fgsinecosede

1 7 .
—-z—fosm2ede
-1 _ T
-2 cos 28 =£(-—cos27r+cosO)
2 4
0
= 0.
° fzﬂsinecosede=£f2ﬂsin2ed6
T 2°7
2m
_1 _cos 20| _1
=5 - > —-4—( cos 4n + cos 2m)
i
= 0.
Consequently,

1 .27 V=1 6 _
’ﬁfo hf(e ) cos 68 d8 = 0,

which implies that

lim = /2" log e’ T ®)|cos 6 do = 0.
mr "0
r o> ®
Summary:
. 1 ]'_"n — '
1lim LI (=--=5) cos 8 = - Re F'(0).
r 2 n
r+>or < n r
n
Step 8: Let r take the values m/D, where m is an integer -- then
m-n@|=o0m m>e
=>
m cos en 1:2D2
lim = (1 - 2)=—Ref'(0).

r
m > o n=1 n m
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Step 9: Iet
m ¢Cos en rleZ
= B - 2.
n=1 n m
Then
(mel) %y o -
Ym+1 mn Ym
m cos 9§
= (2m+l) I
r
n=1 n
oS By 2 22
+———-—-———r ( (mr+1) -Drm+l).
m+l
[Starting from the IHS,
2 2
(m+1) Y1 ~ ™ Y
m+l cos §
= 7 = (m2 + 2+l - Dzrrzl)
n=1 n
m cos ©
- (m2 - D2r2)
n
n=1 n

_chosenz mcosenz oosem'_l2
= I = m - I T m +——r—————m
n=1 n =] n m+l

m+1 cos en 5 2
+ 7 (2m+l - D rn)
n= n
m cos 0
+ Z n D2r2
r n
n= n
m cos o, cos § cos 6
= (@) I ——2+— L omHl) + L

=1 Tn Ll Tl

2
m



22,

m+

m cos 6 m cos 0 cos 9
- X = D2rr21 + ¥ = n DZrIZ1 - —T-I-I—H-—l- D2r2
n=1 n n=1 n m+1
m cos 6
= (2mtl) X
n=1 n
cos 6
+ _-f-_“l*_l- m® + 2mil - Dzri).]
k1l
Step 10: Write
2 2
m cos en_ (1) Yol W Y
z r - 2m+1 + Am’
n=1 n
where
2 2.2
cos em-l-l ((m+l)” - Drm—l—l)
r
_ _ m+l
A, = 2m+1 )
Claim:
lim A = 0.
m —» «
[Take absolute values:
cos O 1 2 22
]Am|= = i (m+l)” - Dr
e+l
1 | 1 2 2 2
< —=— | == @m" + 2m+l - D°r" )|
rm-l-l 2mt1 m+l
2
w1 1 Prun
2m+l rm_l_l L) 2l
®
m2 1 - m2 1 m+l N 9_ (m ~> )
2m+l r 2mFl m+l ro. 2 :

o+l 1
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°
1 1 mHl
Tl T Tpag
> OD = (m—>oo).
®
D2r r
- ml D2 mt+l mtl
2m+1 m+L 1
211 _ -
T-Dgz=-3 @)
Step 11: Form
P m cos 6
1 n
5 I (z = )

1 m
== ( + A )
P =1 2m+1 m
Y p 2 2 P
= l-(— T%'+ )} 2? Yo, * é%;%%—-yp+l + I Am)
P m=2 4m -1 m=l
P 2 2 P
1 2m (p+l)
== (-v, + I Y 4+ at—a— Y + ¥ A).
P 1 =1 4m2—l m 2ptl p+l w1 D
Step 12: The series
®© COoS en
L r
n=1 n

is (C,1) summable to - Re £'(0), hence the series

o Cos 6
2 r
n=1 n

is convergent to - Re f'(0) (c£. 27.35).
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Y
[Llet p » ©» in the expression above and see what happens. First, - _pl >0

(p > ). Second,

Y, > - Re £'(0) (@)

2
_ 4mT-1
=>
P 2
Ly Ay »-LR£(0) (pow (cf. 27.34).
P =l am®-1
Third,
1 (pt1)2 1
- ' s
:62p+l Yp—l—l+ ZREf(O) (P'* ).
Fourth,
1 &
= L A >0 (p~» (cf. 27.33).1]
P m
m=1

This campletes the proof of 27.31 which, as a bonus, serves to establish that

©  COS en
z = =~-Re £'(0) (£(0) =1).
n=1 n

On the other hand, the series

o sin en
2 r
n=1 n

is absolutely convergent {(cf. 27.10), thus is convergent, the only new wrinkle

being that

2T V-1 6

1
—-fO hf(e

i

)sin 6 ds8



L /2™ (a]sin 6] + b sin 6)sin 6 a8

is equal to

. hf(/-—_l—) - hf(— v=1)

2 bf

and this might not vanish (cf. 27.25). The upshot, therefore, is that

© gin 8
z
n=1 n

D tm£'0) +b

e (£(0) =1).

27.38 sCHOLIUM If £(0) = 1 and b, = 0, then

£

© Ccos B o sin 6
1-3 -/~T z o
Z r

n=1"n n=1 n n= n

™ 8

il

- Re £'(0) - /=1 £'(0)
= - £'(0).
[Note: When £(0) = 1 (but £(0) = 0), the formula becomes

Z _Zi.z_.
n=1 "n

27.39 REMARK Write

0 z/z
£(z) = £(0)e” T @ - De "
=1 n

Then

_ £Y(0)
CE T oy
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and

£(z) = £00 lim T -2,
R+ |zn|<R n

the convergence of the product being conditional.

27.40 EXAMPLE Take

f(z) =
V-1 z
Then
£0) = /T +1, £1) = L2220 oy
LEO 1
" £(0) 2
and the theory predicts that
;o cos en _ _l_
n=1 rn 2

To establish this, note that the zeros of f(z) are at

+ 2w, + 4m,...

and at

Those of the first kind make no contribution (since the corresponding terms of
the series cancel in pairs) but there is a contribution from those of the second
kind, viz.

(1 -

3
Wi+
+
(&2 Do
]
~|
+
il
N ]
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[Note: As regards
o sin 8
P
n=1 n

itisclearthatsi.nen 0 v n. To see that here b

f

1 (-1 <t <0

¢ (t) =
_ /I (0<t<l).
Then
£(z) = ffl se)e’ T e,
hence
- 1=hc(- V=1)
(cf. 27.26)
- 1=~ hf(VCE)
=>
b, = 1L = 0.]

= 0, work on [~ 1,1] and let



§28. ZERO THEORY: PALEY-WIENER FUNCTIONS

Recall that PW(A) is the subset of E0 (A) consisting of those f such that

£|R € L2 (- %) (cf. 22.1).

28.1 EXAMPIE Take A = 171 — then

(1 - ST/ (12)2 € PU(m)

has no real zeros.

28.2 EXAMPLE Take A = m - then

(1 - Sil;zﬂz)/ﬂz € PW (1)

has exactly one real zero.

28.3 EXAMPLE Take A = 1 — then

e/—‘l” z_;
€ PW(1)

and has infinitely many real zeros.

28.4 RAPPEL The elements £ € PW(A) have the form

f(z) = —L-féA cb(t)e/:I ZL3e(0 < A < o)
v2m

for some ¢ € L2[— A,A] (cf. 22.7).

[Note: The prescription

pt) = lim = /R fae T By 1)

R » » /21

computes ¢ in terms of f.]



28.5 DEFINITION Suppose that £ € PW(A) — then f is called a band-pass

function if there exists an interval [~ B,B] (0 < B < A) in which ¢ = 0 almost

everywhere.

28.6 LEMMA If £ Z 0 is a real integrable band-pass function, then f has at

least one real zero.

PROOF Take ¢

0 in [~ B,B], hence f:) f(x)dx = 0, so £ must change sign

somewhere in R.
More is true.

28.7 THEOREM If £ Z 0 is a real band-pass function, then f has infinitely
many real zeros.
[The point of departure is the following observation: Vv g € PW(B) (c PW(a)),
<g,£> = <P, 9>,
where

V-1 zt

1 B
glz) = — /_, U(tle dt.
PR

27 B
With this in mind, assume that f has but finitely many real zeros. One then
arrives at a contradiction by exhibiting a real g € PW(B) such that <g,f> = 0.

® f(x) is of constant sign: Take

g(@) = G sin€2)%

® f(x) is not of constant sign, thus has zeros of odd order, say

XypeeerXy (these are the zeros at which f changes sign). Now construct a real

g € PW(B) whose real zeros are precisely the % (k=1,...,n), each X being of



order 1 (per g). Therefore g(x)f(x) 2 0V xor g(x)f(x) <0V x, so <g,f> = 0.]

28.8 RAPPEL Let f be a continuously differentiable complex valued function
on [a,b]. Assume: f(a) = £(b) = 0 — then
P 6o fPax < €37 P e 6o 2
a m a
with equality iff
£(x) = C sin(r £2).

[This is known as Wirtinger's inequalityT.]

28.9 THEOREM Let £ € PW(A) be nonzero —- then |f] > 0 on at least one open

i

interval of the real axis of length > X -

PROOF One need only consider the situation when £ has infinitely many real

zeros. So suppose that a < b are two consecutive zeros of £ and that, moreover,

b-acx Since f is not a sine function on any interval,

T
T

2
2 o Ci2
P re Pax < B3R e o Pax

P () [Pax,
a
which implies by addition that

€11, < 5 HE ],

[1£4]], < [IE]], T(B)  (cf. 17.31).

¥ G. Folland, Real Analysis, Wiley-Interscience, 1984, p. 247.



Therefore

.F
el < BEL e,

A < T(f),
a contradiction.
28.10 EXAMPLE The Paley-Wiener function

sin Ax
Ax

has just one zero free open interval of length > T

7 namely ]-

e

r

=



§29. INTERMEZZ0

Given ¢ € Ll {a,b], let

£(z) = fg s)e’ L Par,

Then f(z) is a Bernoulli function and subject to suitable restrictions on ¢, the
overall program is to study the position of the zeros of f(z).
N.B. It is sometimes convenient to "normalize" the interval and take [a,b] =

[0,1] or [a,b] = [- 1,b1].

e Thus

fl; q>(t)e‘/:r Zt g

= (bea)e’ L 32 f(l) bo(a + (b-a)t)e’ Lh-a)zty,

e Thus

f: q>(t)e‘/:l_ ztg,

1
(b-a) e2

1

/Z) ¢G (bra) + 5 (b-a)t)e dt.

(a+b) V-1 =z

N

The theory developed in §27 is applicable under the following conditions.
e Assume: £(0) = 0.

[Note: Nothing of substance is lost in so doing. For if £(0) = 0, then

f(zz) =~ /T /g pore’ T Zat,

where

V(e) = S5 £(s)ds.]



® Assume: There is no o > a such that

il
o

QL
Iy |o(t)|at

and there is no 8 < b such that

it
[en)

/]é’ |$(t) |at
[Note: Accordingly,
a=- hf(‘/q), b = hg(~ v-1),
and
T(f) = maX(hf(/q) ’ hf(°' /=-1)).]
Therefore in review:

1. lim 2B _bma - 5.,

Y - oo r il
© gin en
2. I = is absolutely convergent and has sum
n= n
£'(0) _ (atb)
o £70) 7 -
©  COoS en
3. b = is conditionally convergent and has sum
n= n
_ £'(0)
Re 0) °
N.B. Matters simplify if a= - A, b = A.

29.1 EXAMPLE The zeros of f(z) which lie on the imaginary axis constitute
a "thin" set (if there are any at all) (cf. 27.11). Still, their number may be
infinite.

[Working on [0,1], choose constants 0 < y < %, v > 2, and put o = v/u.



Define ¢ € L [0,1] by letting

k
st = (¥ eV (F Tt ®=1,2,..0

and taking ¢(t) = 0 elsewhere on [0,1]. Given any positive integer n, we have

n+l -ant
fy o ee™ Tat
n+l
U
</y e ]at
oo _\)k
= 3 e
k=n+t+l
ntl o _\)j
< e r e
3=0
__Vn+l 1
= I lo () fat
and
1 —ant
/ n-1 -n+l ¢(t)e dc
U T=a
_an( n—l_a—n+l) 1
<e ™ Ty 1ot |at
n
=V /i fé 6 (t) |at
and
un —unt
i n -n p(t)e dt
v =0

n
= (1) e-1)e™?V .



Therefore

123 n
7 oee™ tat - (e-l)(-l)n%

n n
< (& V) v (21, fé | (t) |dt.

So forn > > 0,

1 —oant n
sgn [y ¢(t)e ™ "dt = sgn (-1)7,
thus at same Xg: OLn+l < X < - ocn,
x .t
f:é d(t)e 0 dt =0
or still,
b4
f(——_-—_) = 0.]
V-1

29.2 NOTATION let

F(z) = fg cb(t)etht.

Then

f(z) = F(/-1 z).

29.3 LEMMA Take [a,b] = [- 1,1] -- then

/—Te)

_ O(erlcos 6})

F(re = (r > «)

uniformly with respect to 6.



PROOF Assume first that 6 =

IF() | = ]ffl ¢(t)ertdt|

= l 116 o(t)e tat + fl 5 0

(l Sr l 6|¢>(t) ldt + e

Given ¢ > 0, choose § > 0:

1
fls 1¢

and then choose r, > > 0:

0

e-—cSr 16 l¢(t),dt<

Therefore

IF(r)] < ee”

I.e.: F(r) =o(e") (cos 0 = 1). Next

F(/~I x)

(t) |at < S

0 and write

(t)ertdtl

l 5 [o () |dt.

2

(>

5 (r>r0).

(r > ro) .

= f_l_l ¢ (t)cos xt dt

+ /7T 1) o(0)sin xt at

and the two integrals on the right approach 0 as x -+ « (Riemann-Lebesque lemma).

These facts, in conjunction with Phragmén-Lindel&f, then imply that the function

e %F(z) tends uniformly to zero in the sector 0 < 8 <

in this range. And so on... .

< I which gives the result

[z



29.4 RAPPEL If ¢ is absolutely continuous on [a,b], then its derivative ¢'

exists almost everywhere. Moreover, ¢' € Ll [a,b] and

It

o(t) = d(a) + f§ o'(s)ds (a <t <b).

29.5 THEOREM Take [a,b] = [- 1,1] and assume that ¢ is absolutely contin-
wous with ¢(1) = ¢(~1) = 1 —- then the zeros of f(z) are determined asymptotically
by the formula

z=+mw + €_,
m
where m is a positive integer and €n ™ 0 (m ~ «).

PROOF We shall work instead with F(z), thereby shifting the claim to

+mr /-1 + €, S0V z =0, integrate by parts and write

V4 -2
Fz) === -2/ ¢ (0e*tat
or still,
2F(z) = % - e % - ffl o' (t)e?tat,

a relation that is valid v z. Since ¢' is integrable, 29.3 is applicable (replace

the ¢ there by ¢'), hence

erlcos el)

rh e metar = o (r + =)

uniformly with respect to 6. If generically, €. is a function of r and 6 which
tends to 0 uniformly in 6 as r - », then at a zero of F(z),

pA _ -z
e(l+€r)—e (l+er)



e =l+e:r
=>

22=i2nm/:f+€m
=>

z=imﬂ/—T+€m.

To reverse this, note that sinh z has exactly one zero at each point * mr v-1.
Choosing § > 0 small, surround each of these points by a circle of radius §,
thus on the circle

|sinh z| > RK(S) > 0
and

zF(z) = sinh z (1 + em),
where €1 >0 (m > ). So for large m, zF(z) has the same number of zeros inside

the circle as sinh z, i.e., oOne.

29.6 REMARK The supposition that ¢(1l) = ¢(~1) = 1 is not unduly restrictive

at least if ¢ (1), ¢(~1) are real and positive: Consider

t/2

o) = Y o (t)
LY e —
v (1) ¢(-1)

and define w by the relation

- 1 $(-1)
Z—W+—2—logm—)—.

Then

£2) = AOEED S vivea



= Vo (1) ¢ (-1) g(w)

and { is absolutely continuous with (1) = ¢(-1) = 1.

29.7 EXAMPLE The situation can be different if ¢(-1) = 0 and ¢(1) = 0. To

see this, let

l-t (0 <t <1
o(t) =
1+t (-1 <t <0).

Then
- &
p(t) = f—l ¢'(s)ds
is absolutely continuous and
4 sinh® %)

P .
V4

F(z)

However, the zeros are at the points + 2mm V-1, hence the pattern has changed.

29.8 THEOREM Take [a,b] = [~ 1,1] and assume that ¢ is of bounded variation
and continuous at 1 and -1 with ¢(1) = ¢(-1) = 1 -— then the zeros of f(z) lie
within a horizontal strip |Im z| < C.

PROOF An equivalent assertion is that the zeros of F(z) lie within a vertical

strip |Re z| < C. Thus let Re z = x > 0, and for § > 0 small, write

z —-Z

ZF(z) = &% - & % = ff—é zt zt

1
1 € 4 - Ji_ 5 e 9.

Then

‘IE']'-‘(S eth¢l



< 070 10 ||

< Kex(l—é)
and

1 zt
lfl-*s e d¢‘
X
<e max [cb(tz) - qS(tl)]
1-8<t,<t, <1
1 72

= &M(8).

Therefore

12F(z) | = €@ - % - xe™ - m(9)).

1, choose § so small that M(S§) < %— .

Bearing in mind that ¢(t) is continuous at t

This done, choose x so large that

e—2x + Ke—ch <

| =

Then

(1L - %X _ g% | y(8)) > &1 - %)

eX
=—2—>O.

Consequently, for x > > 0, F(z) has no zeros. 2nd, analogously, for x < < 0,

F(z) has no zeros.

29.9 REMARK The result goes through if the assumption on ¢ at the endpoints

is weakened to ¢(17) = 0, ¢(-1") = 0.

29.10 EXAMPLE Iet ¢ be defined on ]0,1[. Suppose that ¢ is positive and
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increasing and

d)(l—) < o

6(0") > 0.

Then ¢ can be extended to a function of bounded variation on [0,1].

[0,1], write

f% q>(t)e'/__l ztg,
1 1
13 V-1 z fl 1+, o V-1 zt
= 76 . -1 ¢(-—2——) e dt

Taking [a,b] =

to conclude that the zeros of f(z) lie within a horizontal strip |Im z| < C.

29.11 RAPPEL Suppose that ¢ € Cla,b]. Given § > 0, let w{(d) be the supremum

of [¢(t,) - ¢(t;)| computed over all points t,,t, in [a,b] such that |t, - t,|

< § = then w(§) is called the modulus of continuity of ¢. As a function of §,

w is continuous and increasing and lim w(S§) = 0. In addition, w(§) = AS for

§—+0

same A > 0 provided ¢ is not a constant.

29.12 THEOREM Take [a,b] = [- 1,1] and let ¢ € C[- 1,1], where ¢(¢x 1) =1 —

then all the zeros of
F(z) = /1) o)™t
which are sufficiently large in modulus lie in the set

| x| sKrw(%) (x=Rez r=|z|]).

PROOF It can be assumed that ¢ is not a constant (since otherwise F(z) is
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sinh z and there is nothing to prove). Proceeding, subdivide

proportional to

[- 1,1] into 2m equal parts and write

o) = o) - vy <

~—
.

in
=

INCIHEMCY

There are now two cases: X > 0 or x < 0, and it will be enocugh to consider the

first of these. To begin with,

m j/m Jj zt
F(z) = j=§m+l f(j—l)/m (¢(fﬁ) - ll)j (t))e™ dt

= I; ¢(j-) fj/m “tat - I;ll fj/m b (t)etht
Sl T (3-1) /m Sl (3-1)/m 3

= Il + I2.

m .
j/m xt 1
1,1 = T Gym e R

1 1 xt
w(a) f_le dt

X -x
w(}—) e -~ e .

m X

2m-1 . 2-/m) _ z(1-(3+1) /m)
I, = L 6@ - o)
j=0 "

z
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pA z 2m-1 . . . Z
=S +S 3 g - O/ e e/
j= m Z
b4 z 2m-1 . . . -7
e , & _dy - 3Ly 2i/mo 2 Ly e s
st 2 0o - ea-Tone $(-1+ 2 =
2 &% 1, e 2
szt I3 ool A D
[ J
|I3| < E w(%)e J%/m
j__.
1 —x/m
=w(ﬁ -x/m
1 e
1. m
el %

[Note: For o > 0,

A
(0]
|
fa

l4+o<ce =>q

Il
\
Q
IA

Setting m = [r], we have

w([]l_,—]) < 2w(—i§) r > >0).
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Therefore

zF(z) = le + zI2

e?  &° 1, e?
Z(?""—Z—I3 - (b(‘l +—[E]—) —Z—) + ZIZ

(1L + Iy - ¢(-1 + -[—i-]—) %%y 4 21

i

2

E‘*’—‘l/-r—)—) 1+ o(L))e 2?) 4 21

e(l+0( 27

where o(l) ~ 0 (r » «). Next

_ 2z -z
zI, = e"e “zL,.

And

IA

Ie_zzlz| —Xr|12|

X -X
e er( e —e
[r]

IA

1 - e—2x

IA

er(%a

_ O(:cm(l/r))_
P
So in summary: V r > > 0,

rw(l/r))

2F(z) = % (1 + O( (1 + o(1))e %%,

If K> 0 and if x > Krw(%), then x > AK (cf. 29.11), thus if K is sufficiently
large

rw(l/r))

ot - @ +o@eP s > > 0.
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But this implies that

1+ o)) gy o

is bounded away from 0, hence F(z) does not vanish in the region x > Krw(%).

29.13 REMARK The condition ¢(+ 1) = 1 can be replaced by the condition

o(+ 1) = 0.

29.14 DEFINITION A step function ¢ on [0,1] of the form

OE) =y (b5 < E <t ),

where

O=t0<tl<---<tn<tn+l=l

and

0<c¢c, <c

< e <
0 1 n'

is said to be exceptional if the tj are rational numbers.

29.15 NOTATION Write E(1,0) for the set of exceptional step functions on [0,1].

29.16 THEOREM If ¢ € LY[0,1] is positive and increasing on 10,1[ and if
¢ £ E(1,0), then the zeros of f£(z) lie in the open upper half-plane.
[We shall postpone the proof until later (cf. 34.2).]
[Note: In terms of F(z), the conclusion is that its zeros lie in the open

left half-plane.]

29.17 EXAMPLE The zeros of the real entire function

2

z > fg e“t dt
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with the exception of z = 0 lie inside the region Re 22

complex plane).
[Write

-t

S e —dt

i
N N
'\‘

1
Nf N
—

2
2

[Note: The error function is defined by

2
orf z = -2 fg et at
vy

and the complementary error function is defined by

2
erfc z = 2 S ewt ac.

%

N 8

Therefore

erfz+erfcz=l.

The Fresnel integrals are defined by

C(z) = /% cos(y £2)at

S(z) = /% sin(} £2)at.

Accordingly, in terms of the error function,

1+ /-1

C(z) + /=1 S(z) = 5

< 0 (a spiral in the

er£ (L (1 - /D2).]
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Consider a step function ¢ per 29.14 —— then

n t.+1
fz2) = I c; s’ T2ty (= £(0) > 0)
=0 1
=>
e zt) V-1 zt,) V=1 zt., V-1 zty
/-1 zf(z) =co(e -e ) +cl(e - e )
V=1 zt +1 /:I'ztn
+ «ee + (e -e )
n
ST 2 V-1 zt V-1 zt
=c e —cy-e (cl-co)----—e (cn Cnl)
=>
V=1 xf(x)| = o, =cy- (e —¢p) = --- = (e, ~c 1) =0.
29.18 1EMMA If for some x = O,
/-1 xf(x)| = 0,
then ¢ € E(1,0).
PROOF The assumption implies that
V-1 xt V-1 xt
e‘/:IX=l,e l=l,...,e n=l,

from which the existence of integers q, Pyre-s Py such that
x = 2mq, xtl = 271pl,...,xtn = 21Tpn,

SO
P
£, = —
J g

And this shows that ¢ € E(1,0).
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[Note: If x is positive, then g and the pj are positive but if x is negative,

then g and the pj are negative and we write

—p.
t. = —.—J .]
J

If ¢ is a step function and if ¢ ¢ E(1,0), then

x=z 0= |[/ITxf®]| >0,

thus f£(z) has no real zeros. Now fix y < 0 and consider

£(z) = £(x + /T y) L+ ALY g

fé p(t)e

oS (o) YHe" T Xt

Since y is negative, the function <1>(t)e_yt is positive and increasing on ]0,1[

and it is obviously not in E(1,0). Therefore, on the basis of 29.16,

fé (¢(t)e—yt)e/:I—th

does not vanish on the real axis, so f£(z) does not vanish on the line Im z = vy.

29.19 SCHOLIUM If ¢ is a step function and if ¢ ¢ E(1,0), then the zeros of
f(z) lie in the open upper half-plane.

[Note: This is an important point of principle: If ¢ is a step function,
then it either is in E(1,0) or it isn't and if it isn't, then the truth of 29.16
for those ¢ which are not step functions implies the truth of 29.16 for those

step functions ¢ € E(1,0).]

29.20 IEMMA If ¢ € E(1,0), then f£(z) has a real zero.
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PROCE Let
p P p
=1 _ 2 _'n
tl—‘q (ql > 0), t2 —qz (q2 >0),e00, tn—q (qn > 0).
Put
ij aj _
qg= ql'°-an a] = _(ij—' (=> tj = ‘EI— (j =1,...,n))
and set x = 2mq —— then
e/—_lx=e/—l 2nq _ 4
and
V-1 xt V=1 2mnqt.. V=1 2ma.
e = e J=e j=l(j=l,...,n).
Therefore
/=1 (2mq) £ (21q)
y=1 2mq V=1 2mqt, /=1 2mqt,
=ce -cy-e (cl —co) - e - @ (cn -—cn_l)
=Sy TG T (e ) e ooy o)
=0

=> f(x) = £{27q) = 0.

29.21 THEOREM If ¢ € E(1,0), then f(z) has an infinity of real zeros.

PROOF Write

/T 2£(z) = pe’ T ?/9),

where P is a polynomial of degree q —— then P(1) = 0 (set z = 0), hence

VT 2£(z) = ('L %9 _
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Therefore
+ 21q, * 4nq,...

are zeros of f(z).

~lz/9 __ en

Ietu=-e
al a2 al a
/L z(z) =cylu™ - 1) +c@-u™) + -0+ cn(uq -u

al—l a

= (u-1) (cy + cqu + ==+ + cju PR T TR <,

q-l )
0 0 1

(u—l)Pl(u).

Thanks to wellknown generalities (explicated in §30 (cf. 30.13)), the structure

of the coefficients of P. confines the zeros of P; to the closed unit disk |u| <1,

1

thus, in terms of z:

le/:I'z/ql <1 => [e/:I(x + /:I'y)/q[ <1

(Lx =9/ (1 o ¥4

A
-

=> Ie

= -y/qg<0=>y <0.

[Note: Any zero of P. on the unit circle |u| = 1 is necessarily simple, so

1

the real zeros of f£(z) are simple.]

29.22 IFMMA If ¢ € E(1,0), then the zeros of f(z) lie on a finite set of

v

horizontal straight lines Im z = bk (bk 0, 1l <k <s, s<q.

[In terms of the distinct roots Wy = 1, Wopeoo Wy of P,

b, = - q log |wk ]
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[Note: These lines are not necessarily distinct. E.g., if w_= V-1, the
associated horizontal straight line is the real axis and the zeros are situated at

a5 A +2m, g * 4m,... .]
Here is an application of 29.16.

29.23 THEOREM If ¢ € L'[0,1] is positive and differentiable on ]0,1[ with

o < - %%é%l <B (0 <t<l)

and if
ot) = ce o, ce Bt

7

then the zeros of
F(z) = fé ¢ (t)e?tat

are confined to the open strip ¢ < Re z < B.
PROCOF Write
F(z) = f% eBt¢(t)e(Z_B)td .
Then
d B

£ o) = o) EF+ 8 > 0.

Therefore the zeros of F(z) are restricted by the relation

Re(z-B) < O (cE. 29.16).

Write

F(z2) = &% /5 & *Epa-t)e P tar.
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Then

¢' (1-t)
¢ (1-t)

d, —-at

e (1-0) = e ha-) ( - - a) = 0.

Therefore the zeros of F(z) are resticted by the relation

Re(o-2z) < 0 (cf. 29.16).

But
Re(z-R) < 0
=> g < Re 2z < B.
Re(o—2) < O
29.24 EXAMPLE Take ¢(t) = exp(- e') — then
_o'(v) _ _t
@ °
and
t

Consequently, ve > 0, the zeros of

F(z) = f% exp (- et)etht
are confined to the open strip

l-ege<Rz<e+c¢

or still, to the closed strip

29.25 EXAMPIE Given a complex parameter u, let

an entire function of z. In particular:

e = E(z;1), ze? = E(z;0)
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and
2TV = Bz (u= -1, =2,...).
Differential Equations:
°
(L=LYE(z;p) + zE'(z;u) = E(z;u-1)
°®
E(z;u) - E'(z;u) = (u-1)E(z;u+l)
Suppose now that y > 1 — then
E(zi) = [g o(0)e”dt,
where
~2
_ ap*
Cb(t) - F(U"l) 4
thus
¢'(t) _ p-2
—d)(t) _FE' (0<t<l)
=>
et
) sp=2 (L <u<2)
_9' (&) -

So, the zeros of E(z;u) lie in the region Re z < y=2 if 1 < u < 2 and in the region
Re z > p=2 if u >2.
1 <y < 2: The zeros of E(z;u) are simple. In fact, if E(z;y) had a multiple

Zero z then

0’
E(Zo;u+l) = (.

But

u+1l>2=Re ZO > (utl) -2 =u=-1>0
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in contradiction to

Re z, <u-2<0.

z
E(z:2) = e -l

and its zeros are simple and lie on the imaginary axis. Assume, therefore, that
2 <y £ 3 = then the zeros of E(z;u) are also simple. For at a multiple zero Zqy
we would have

E(zo;u—l) =0

from which

Re zZg < U - 1-2<3-3=020,

contradicting

Rez,>nu-2>0.

0

29.26 EXAMPLE The incomplete gamma function is defined by the rule

Yio,2) = /2 et gt (re o > 0).

As a function of z, y(o,z) is holomorphic with the potential exception of a branch
point at the origin, the principal branch being determined by introducing a cut

along the negative real t axis and requiring ta—l to have its principal value.

Expanding et and integrating gives

n

_ o _ n ¥4
Y(OLIZ) =z nzo ( l) n—‘_“"! (n+'_oc) r

the right hand side providing an extension of the left hand side to all o # 0,
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-1, -2,... . Put

Y*(OLIZ) = _‘_Y(OL'Z) .

z°T (o)

Then v*(o,z) is entire and

o n
T oz
=0 T (on+1)

Y*(a,z) = e 2

or still,

Y*(0,2z) = e E(z;1+q).

Specializing what has been said in 29.25, we can thus say the following.
@ For 0 < a < 1, all the zeros of y*(o,z) lie in the region Re z < o - 1.
e For o > 1, all the zeros of yY*(0,2z) lie in the region Re z > o - 1.

® For 0 < o < 2, all the zeros of vy*(o,z) are simple.
[Note:

y*(0,2z) = 1 and v*(- n,z) = 2°(n = 1,2,...).]

29.27 EXAMPLE Consider the error function

2 2z —t2
erf z = —-fo e dt (cf. 29.17).

/T

Then erf z has a simple zero at z = 0 and no other real zeros. Since

1 ,2

eer= Y(ilt)r

1
v

1, zz), these lying in

the nonreal zeros of erf z coincide with the zeros of y* 5

the region Re 22 < = %-(which, when explicated, is seen to consist of two curvi-

linear sectors placed symmetrically with respect to the real axis and bounded by
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the components of the hyperbola y2 - x2 =

N =

(z=x+/~1y).
[Note: It can be shown that the zeros of erf z are simple. In addition, the

nonreal zeros of erf z are comprised of two sequences z:;, z; m==+1, +2,...)

which are symmetric with respect to the real axis and contained in the region

y2 - x2 > % And asymptotically,

(zril)2 = 2my/-1 - % log|n| - /—_l%sgn n - log(m/2) + o(%g?ll_r’ll) (M > ).]



§30. TRANSFORM THEORY: JUNTOR GRADE

If ¢ € Ll[O,l], then by definition

/=1 zt

f(z) dt

f% p(t)e

or still,

il

f(z) = C(z) + V-1 S(z),

where

C(z) = fé o (t)cos zt dt, S(z) = fé 6(t)sin zt dt.

30.1 EXAMPIE Take ¢(t) = —=— (0 < t < 1) — then
/12
2 .1 cos zt _
E'IO . dt = Jo(z).
vY1-t

Extend ¢ to an even function ¢ on [~ 1,1] and let

C(z) = fil $(t)cos zt dt,

thus

© 2n

~ -1 1
Cw = 3 EHE
n=0 °

3 (6) £t

30.2 RAPPEL The nth Appell polynomial JK associated with a real entire function

f is defined by

n
n n
J*(£;2) = L ()y,2
n k=0 k" Kk

K (cf. 12.4).



30.3 LEMMA We have

3*Cz) = I §0) (2 + /T 6"t

PROOF Expand the RHS:

/L Ew e+ AT % = s Fo 0T e+ )

n
: O ADRuL Fodfan
=0

[n/2] K, A1 =, 2k
= I () (LU, swttat)z
k=0 2k -1

n-2k

On the other hand, fram the definitions,

l T —_—
f_l o (t)dt, Yl =0,

YO =
1 - 2
YZ = - f__l ¢ (t)t7at, Y3 =0,
1l ~ 4
Y4 = f—l ¢ (t)tdt, Y5 = 0,

30.4 RAPPEL The nth Jensen polynomial Jh associated with a real entire
function f is defined by
2 k

n
L (Q)v,z (cf. 12.1).
k=0 k™K

Jn(f;z)

30.5 LEMMA We have

3 C2) = f1) §0) @ + /AT zt) .



PROCF In fact,

Cs Nyx 3.1
J, (C;z) = Z2°JX(C;7)

2 /1§ &+ /AT ol

It fil g(t)(l;i;ﬁéi;zfqnat

Il

il

ffl $(t) (1 + /=T zt)"at.

30.6 EXAMPLE Take ¢(t) = (1 ~ tZP)X, where p = 1,2,..., and A > -1 ~— then

the real polynomial
f%l (r - t2p)k(l + /:I'zt)ndt (n > 1)

has real zeros only, hence the real entire function

3@ - ) cos zt ac
has real zeros only (being in L - P (cf. 12.14)).

[Note: It is known that for v > - % '

1

\)—._
2 ZyV ol 2 cos zt dt.

2
J(z) = ————— (5 [, (1 -t
v /T T(v + %J 2 0

But then v - %—> -1, so the zeros of Jv(z) are real {cf. 12.33) (matters there

require only that v > -1).]

30.7 REMARK Let A = k = 1,2,..., and replace z by zk'/°P:

f% 1 - t2P)% cos zk1/?Py at.



Then make the change of variable t = <& L/2p,

_ 1/2p 2p
kl/ZPflg (l——XY—)kcos zx dx.

Now replace x by t and form

jkl/ 2p t2p K

lim 0 1 - ——k——) cos zt dt

k »> «

to see that the real entire function

- _ 2P
<1>2p(z) = fO exp(- t™)cos zt dt

has real zeros only (cf. 12.34).
30.8 THEOREM Suppose that ¢(t) is positive, strictly increasing, and con-
tinuous on [0,1[ and

fé b(t)dt = lim fé—€¢(t)dt
e >0

exists -- then the real entire function
_ A
C(z) = fO ¢ (t)cos zt dt

has real zeros only.

N.B. Accordingly,

1 2 n~-1
¢(r—1) + ¢(’ﬁ)+ see + ¢(—ﬁ—)
n

1lim
n > o

1
= J plo)at.

[The expression on the left (sans the limit) is bounded from below by

1-1

I Dy (e)dt



and from above by

1
fl o(t)dt.]

n

30.9 REMARK The assumptions on ¢ can be weakened (cf. 31.1) but the methods
utilized in arriving at 30.8 are instructive and can be employed in other situ-

ations as well.

30.10 LEMMA Suppose given polynomials

P(z) an(z - zl) (z - 22)---(2 - zn)

0(z) = an(l - Elz)(l - Ezz)...(l - znz).

Assume: The zeros of P(z) lie in the region |z| 2 1 —- then the zeros of

k .
P(z) + vz Q(z) (]y| =1, k=1,2,...)
lie on the unit circle |z| = 1.
PROOF' There are two points.

e If |w| > 1, then

_ > <
2=V =1 for |z] =1
1-wz|< >

e If |u| =1, then
_ - <
R z_;) for |z| = 1.
l-owz w >

Therefore the equality is possible only when |z| = 1.



30.11 REMARK If |zi| >1 (1=1,...,n), then the zeros of

P(z) + y2°Q(z)

are simple.

[Let p(z) = P(z), q(z)=-—ysz(z) and suppose that z, is a multiple zero of

0
p(z) - g(z) —- then

p(z) = q(zo)

p' (Zo) = q' (Zo) .

Since p(z) and q(z) do not vanish on |z| = 1, it follows that

p' -
or still,
n n
zzfz—z 1 -+Ek—
i=1 “0 i i=1 Zg = l/zi 0
or still,
n n
£ 1—i —= 1 ik
i=]1 i’°0 =11 - l/ziz0
But
- _ 1 1
IWI<1——>R€T:‘;>-2—
_ 1 1
B |W|>l—>ReE<§-.
Therefore

n

1 n
Re(‘Z 1 - zi7zo) <3

i=1



while
n
Re(s —L s
i=1 1 - l/ziz0

N[ 13

from which the evident contradiction.]

Iet

P(z) = a, + + eee +azZt

z) =ay + a2 a_z
. .. . _ /-1 z
be a real polynomial whose zeros lie in the region |z| 21, Putzg=c¢e -— then

P(C) =a, +a,f + --- +ar
C 0 16 e
(2) = a.gt + =l L +a

Q(z 0% ;g n

and
P(z) + 20(z) =0

=> || = 1 (cf. 30.10) => z € R.

30.12 LEMMA The trigonometric polynomial

n
7 a cos kz
k=0 n-k

has real zeros only.

PROCF Write

P + 20(D)

— _l e & & n -n
= 2an + an_l(c +z7) + + aO(C +z7)

seoe 4
2(a, +a, cosz+ a, cos nz)

n
2 ¥ a

cos kz.
n-k
k=0

Il



30.13 ENESTROM-KAKEYA CRITERION Let

n
p(z) = aj + a,z + + az,

where

> eee >a > 0.

a, > a
1 n

0
Then the zeros of p lie in the region |z| > 1.

PROOF Assuming that |z| <1 (z = 1), we have

+ eee +azZt

(1 - z)(ao + a2 " )|

n n+l1
lagy - @y -aj)z -+ - (a,_;-a)z -az |

v

n n+l
ag - [(aO —a)z + -+ (@ g-a)z +az |

\4

ag - ((a0 - al) + see + (an—l - an) + an) = 0.

[Note: If instead

v

.

.

L]
[\
Q)
\Y4
o

-~

then the zeros of p lie in the region |z]| = 1.]

30.14 APPLICATION If

0 < a0 < al < wee < an
and if

n

P(z) = X an_kzk,
k=0

then the zeros of P lie in the region |z| > 1, thus the zeros of the trigonametric



polynomial
n
z cos kz
oo A

are real (and simple (cf. 30.11)).

30.15 FACT For any continuous function f(t) on [0,1],

1 1 2 2 n-1 n-1
eOES +6DEDA + --- + o EhH e
lim B ™n n_n DD o2 af(tat.

n > o

PROOF Given € > 0, choose § > 0:

1
Ji-s ¢(B)At < e,
Then
.1 [@=8nl o 6
lim = J— M%ﬂ% ¢ ()£ (t)dt.

n->w k=1

On the other hand, with M = sup |f|, we have
[0,1]

n-1
Z:I::ZZ:Z:: ¢(H)f(—o
% g=[(1-8)n]+1

M n-1 k
= — )
k=[ (1~8)n]+1

IN

1
M s ¢(t)dt <

IA

With these preliminaries established, the proof of 30.8 is straightforward.



10.

Indeed, for n=1,2,...,

n-1
n

),

0 < ¢(0) < ¢(%) < e < i

so a specialization of the preceding generalities implies that the zeros of the

trigonometric polynomial
¢(0) + ¢(%1—)cos Z + oeer + ¢(EI—:—l—)cos(n-1)z

are real, as are the zeros of the trigonometric polynomial

But (cf. 30.15)

n-1
1lim % X ¢(§-) cos g-
n - = k=0

z = [T 9(t)cos zt dt,
the convergence being uniform on compact subsets of C, thereby terminating the
proof of 30.8.
[Note: The zeros of
n-1
z ¢(§)cos(§— z)

k=0

are not only real but they are also simple (cf. 30.14). Still, additional argu-

ment is needed in order to conclude that the zeros of
C(z) = f(l) ¢ (t)cos zt dt
are simple (cf. 31.1).]

30.16 REMARK Work instead with

ceE) - )



11.

to see that the trigonometric polynomial

n
2/~1 % a sin kz
k=0 K

has real zeros only. Pass now to
$@)sin z + +++ + 6D sin(-1)z

and proceed as above, the bottom line being that the zeros of the real entire

function
1 .
S(z) = fO ¢(t)sin zt dt

are real.
30.17 EXAMPLE The zeros of

9287%(tanz—z)=fétsinztdt

pA
are real.

[Note: Consequently, tan z - z has real zeros only.]
16.18 EXAMPLE The zeros of

sin zt dt

3, (2) = - 33 (2) = % fé

Y1-t
are real (cf. 12.33).

16.19 EXAMPLE Consider
f:é(l - t2)cos zt dt.

Then its zeros are real (cf. 30.6).
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[Since 1 - t2 is decreasing, this is not a special case of 30.8. But

fé(l - t%)cos zt dt = -i— f(l) t sin zt dt,

so it is a special case of 30.16.]
[Note: In detail,

f% t sin zt dt = - % fé sin zt d(1-t2)

1
- %-(sin zt)(l—tz) + §~fé cos zt(l—tz)dt
0

fé cos zt(l—tz)dt.]

N N

30.20 REMARK If in 30.8, the assumption that ¢(t) is positive, strictly
increasing, and continuous on [0,1[ is replaced by the assumption that ¢(t) is
positive, strictly decreasing, and continuous on [0,1], then C(z) may have nonreal
Zeros.

[Consider

(zsinz -cos z) +1

e-t cos zt dt = >
e(z™+1)

1
fO

.1



§31. TRANSFORM THEORY: SENTOR GRADE

The following result supercedes 30.8.

31.1 THEOREM If ¢ € Ll[O,l] is positive and increasing on ]0,1[, then the

zeros of
C(z) = fé ¢ (t)cos zt dt

are real and simple., Furthermore, the positive zeros of C(z) lie in the intervals

T 3w 37 5m 50 I
]7! "2—[ 14 ]_2“1 7‘[ ’ ]'2—1 '—2_[ [

and only in these intervals. Finally, each of these intervals contains exactly

one zero of C(z).

[Note: C(z) is even, hence C(zo) = 0 iff C(~ zo) = 0.]
The proof is spelled out in the lines below.
Step 1:
M _ A1 Ll

C(i) = fo d (t)cos 5 t dt > 0.

Step 2:
e Clz+2m) >0 (n=1,2,...).

[We have

fé ¢ (t)cos(2m + g)t dat

4k+5
n Bt
= AU g cosant) T £ at + 2 A G cos(ane) T & at
0 3 Ak+1 3
0 T

> fé/(4n+l)¢(t)cos(4n+l)g-t dt > 0.]



° c(%§.+ 2m) <0 (m=0,1,2..).

[We have
fé ¢ (t)cos (4n+3)% t dt
= 2/ g () cos (an43) ] € at + f%ﬁéiﬁiﬁi p(t)cos (4n+3)T t at
ak+7
In+3 ™
.3 Ses ¢ (t)cos (4nt3) 7 t dt
Y 4n+3
< fgjgigigg $ () cos (4n+3)] £ dt < 0.]
So far then

m 37 5w Vil
C(i) > 0, C(T) <0, C(—z—) > 0, C(—2—) <0 ...,

which implies that each of the intervals

T 37 3t 5w 50 7w
]2‘! "2_[ ’ ]“2"‘1 _2‘[ r ]‘2“1 —2_[ 7 e

contains at least one zero of C(z), as do the intervals symmetric to them. The

objective now is to show that any such interval contains but one zero of C(z),

that said zero is simple, and that there are no other zeros.

To move forward, assume without loss of generality that C(0) = 1.

31.2 RAPPEL

fg Bit;tl at = _21? f(2)7T ]_oglc(re‘/-T e) Id@ (ct. 27.36).

Iet n*(t) denote the number of points # (E-+ m) (n=1,2,...) in the interval
2



I- t,t[ (£ > 0), thus n*(t) = 0 for |t| < ——-and

n*(t) = 2k if 7+ vk <t < 3+ wlktl) (k= 1,2,...).
To derive a contradiction, suppose that C(zo) =0 (= C(- zO) = (), where
Z is either not in one of the intervals above or is a multiple zero of one
thereof. Choose K > 0:

n(t) 2 n*(t) (0 < t <K), n(t) 2 n*(t) + 2 (t > K).

Step 3: Take r = 1n + 2T — then

2
n T 4w (k+1)
A0 g s 1@ P & 4o
bl -2- +T|'k.
n
=2 ¥ (k+l)log(l + ‘—) + o)
1 k+—
n 1 1
=2 I ()1 + = - T2 * o)
k=1 kg 20a3)
n n n
o 3 14 3 _ll__ 5 }il_f+o(1)
el kel el o)

= 2n + O(1) =2%r.+0(1).

Step 4: Since

Cx) *0asx >t

and since the exponential type of C(z) is < 1,



V-1 6
|C(re )| 0 ()
e[r sin 8|
uniformly in 6. Therefore
V=1 9
2W fo log|C(re ) |ae
AN .
=L 21 g |cke ) . olr sinel|yg
2t 0 .
|r sin 6]
e
y-1 8
= L 27 log 95551—————L a6 + = ZWIr sin 6]de
21 °0 27
|r sin 8]
e
slogo(1)+2§.
Step 5: Combine the data:
r 1 27 /-1 6
log o(1) +2 = > == fi© log|C(re ) |ao
_ n(t) r,
_ﬂ(-”).__t 22 =+ 0(1)
=>
lOg O(l) 2 O(l)r

an impossibility.
31.3 THEOREM If ¢ € Ll[O,l] is positive and increasing on 10,1[ and is not
exceptional (cf. 29.14), then the zeros of
1 .
S(z) = fO ¢ (t)sin zt dt

are real and simple. Furthermore, the positive zeros of S(z) lie in the intervals



im, 2nl , 127w, 3wl , 13w, 4nl , ...
and only in these intervals. Finally, each of these intervals contains exactly
one zero of S(z).

[Note: S{(z) is odd, hence S(zo) = 0 iff s(- zO) = 0.]

The proof is spelled out in the lines below.

Step 1:
S(0) = Iy ¢(t)sin Ot at = 0.
And
S'(z) = f% o{t)t cos zt dt
=>
s'(0) = fé o(t)t cos Ot dt

fé o (£) dt > 0.

Therefore 0 is a simple zero of S5(z).

Step 2:
A .
s(m = fo ¢(t)sin mt dt > 0.

Step 3:

e S(m+2m) >0 (n=1,2,...).
[We have

fé ¢ (t) sin (2n+1) Tt dt



2k+3

nel 263
p(t)sin(ntl)t dt + T SonT ¢(t)sin(n+l)me de

_ 1/(2n+1)
= fo
k=0 2n+l

2 1/ @) 4 (t)sin(antlynt at > 0.]

e S(2m) <0 (nh=12,...).

[We have
1 .
fo ¢ (t)sin 2mt dt
= X fk‘ ¢(t)sin 2mt dt
k=0 =
n
n-1
= 3 fé/n o(t + Nsin 2mt at
k=0 n
n-1
=z fé/zn it +5 - oL - ¢))sin 2mt at
k=0 n n

< 0.]
[Note: The function sin 2mnt is positive on 10, —zln-[ and

k k+1 1
plE+D - oE= 1) (0 <t <)

is nonpositive and increasing, thus a priori

n-1
¥ j-é/zn (o (t + ]ril) - ¢(]E%]; - t))sin 2mnt dt

k=0

<0,



with equality only if v k

K ktl _
Gle+ ) = 9(E=-1t) =0

almost everywhere and this means zero on ]0, 5%{ (if negative anywhere on

10, f%{, then it is negative from there to the left giving a negative integral),

hence ¢(t) would be a constant in each of the intervals = < t < 1 k= 0,...,0-1),

a scenario excluded by the assumption ¢ £ E(1,0).]
So far then
S(m) > 0, s(2m) < 0, s(37) > 0, S(4m) < 0,...
which implies that each of the intervals
mw, 2¢[ , 12w, 3wl , 13w, 47l , ...
contains at least one zero of S(z), as do the intervals symmetric to them (recall
too that 0 is a simple zero of S(z)). The remaining details are similar to those

figuring in 31.1 and will be omitted.

31.4 IEMMA If ¢ € Ll[O,l] is positive and increasing on ]0,1[ and if
¢ € E(1,0), then C(z) and S(z) have no common zeros.

PROOF The zeros of

V-1 zt g

f(z) t

Ig b(t)e

= C(z) + /-1 S(z)
lie in the open upper half-plane (cf. 29.16). On the other hand, as has been seen

above, the zeros of C(z) and S(z) are real, so

L
o

C (xo)

1l
(=]

which cannot be.]



§32. APPLICATION OF INTERPOLATION

Iet £ € B0 (A) and assume that f is not a constant, hence T(f) > 0.

32.1 RAPPEL (cf. 17.22) V real x,

_4T(f) = k 1
T2 L (-1) 2

T k= ~w (2k+1)

2k+1

£'(x) _Z-—T—(ijT)’

fix +
the convergence being uniform on compact subsets of R.

32.2 THEOREM V x,a € R, there is an expansion

sing « £'(xX) -~ A cos a * f(x)

[ee]

= A sinzoc z
k=

(-1) k-1

; £(x + k1T'-OL),

A

% (a~km)

the convergence being uniform on compact subsets of R.
[Note: Replace k by k + 1 and take a = -T2r—, A = T(f) to recover 31.1.]
PROCF Write

V=1 zt

£(z) = £(0) + 2= /2 g(t)e at

T
for same ¢ € L2[— A,A] {cf. 22.8), so
sin g ¢« £f'(xX) - A cos o « £(x)

= -Acos o - £'(0)

V-1 xt

— féA ¢ (t) 5%;(6 (t sin o + /=1 A cos 0))dt.
V2T



Now develop

into a Fourier series:

- V=1 km N
Asiny ¥ (pF_L1 _¢ A
k= —~o {o=km)
=>
sing * £'(xX) - A cos g » f(x)
= - Acos o - £(0)
/=T A sin’a 3, (-1 K-
$I2 RSO A b0 (2 ——L et + K5Y))at
V27T k= - (o-km)
= - A cos o « £(0)
2 ® (-—l)k km=a
- A sin“g = — (E(x + A) - £(0))
k= ~o (a=km)
B k-1
= A sinzoc T (—-]:-)———2— f(x + kﬂ?),
k= — (a~km)
since
_f_ a4 1 _owsa
k= "°°(OL—kTT)v2 do sin o sinzoc
32.3 APPLICATION V B € R,
sin A(x-B) - £'(x) - A cos A(x-B) . f(x)
co k-1
= A sin®A(x-B) I (=1) 3 f(]%l + B).

k= ~ (A(x-B) - km)



[Replace o by A(x-B) in 32.2.]

N.B. If f(—}%+ B) = 0 v k, then
f(x) = C sin A(x-B) (C = 0)
km

and its zeros are at the points = + B.

32.4 NOTATION RBO (A) is the subset of BO (A) consisting of those nonconstant

f which are real on the real axis.

32.5 DEFINITION Iet f € RBO (A) — then f is standard of level B if 3 n=20
or 1 and B € R such that v k € Z,

(~1)e (]Eg— +B) 2

o
.

[Note: If f is standard of level B, then -f is standard of level B.]

32.6 EXAMPLE Take A= 1, B= 0 — then if n = 0,

ees £(=2m) 20, £(~m <0, £(0) 20, £(r) <0, £(2m) = 0...,
with a reversal of signs if n = 1.
32.7 EXAMPIE Take A = 1, B = » ~ then if n = 0,
57 37 m m 3m 5m
ee. £(- 7) <0, f(- —2—) =2 0, £(- 2—) < 0, f(j) > 0, f(—i—) < 0, f(—2—) 2 0O...,

with a reversal of signs if n = 1.

32.8 LEMMA If f € RBO(A) is standard of level B, then Vv x € R,

sin A(x-B) « f'(x) - A cos A(x-B) - £(x%)



= (1) A sin®Ax-B) 1 e+ 3.

k= =0 (A(x-B) - k)

32.9 THEOREM If f € RBO(A) is standard of level B, then v p € Z, the ambient

interval

(=Lim | 5, BT 4 ]

I =1 A

P A

contains at most one zero of f and if there is one, then it must be simple.

PROOF Suppose that for same p € 7, f(xo) =0 (xO € Ip) — then 3 k € Z such
that £ + B) » 0, hence

sin A(XOHB) . f‘(xo)

= (1)1 sinzA(xo—-B)M(XO) (Mx,) > 0)

£' (x,) (~-1)™ A sin A(x,~B)M(x,)

]

1" 1P A sin Ax,B) ix,)

D"PEre) > 0,
which implies that X is simple. If now f(xl) = 0, f(x2) = (0 with x < X, and
f(x) =0 (xl < x < xz) , then we shall arrive at a contradiction by showing that
there would be another zero of f£f between X and Xye To see this, choose a small
h > 0 with the property that £(x) and f'(x) have the same sign in ]xl,xl+h[ and

opposite signs in ]xz—‘h,xz[ (=> Xl+h < xz-h) .



® n + p even: Therefore f'(xl) >0, £ (x2) > 0 and it can be assumed

that f'(x) is positive in ]xl,xl+h[ and ]Xz—h,xz[. But then

B xl<x<xl+h=>f(x)>0

X, ~h<x<x,=£(x) <O0.

2 2

e n + p odd: Therefore f!' (xl) <0, £'(x,) < 0 and it can be assumed that

f'(x) is negative in ]xl,xl+h[ and ]x2—h,x2[. But then

X, <X<X,+h=Ffx) <0

1 1

X2—-h<x<x2=>f(x)>0.

32.10 IEMMA If £ € RBO (3) is standard of level B, then

sup x2|f(x) | = o,
x€R

PROCF Assuming this is false, let
(2) = £(z) (zx)° (x, € I, = 1B, & + BD)
g(z) = 0 X, 1= 1B 3 .
Then g € RBO(A) is standard of lewvel B. But X is a zero of g of multiplicity
> 2, an impossibility (cf. 32.9).
32.11 THEOREM If f € RB0 (A) is standard of level B, then all the zeros of

f are real.

PROOF Suppose that f(zO) = 0 for some z € C - R. S8ince f is real, f(EO) =0

and the function




belongs to RB0 (d). As such, it is standard of level B and
2
sup X" |g(x)| < o,
x€ER
which contradicts 32.10.

32.12 EXAMPLE Given ¢ € Ll[O,l] real Z 0, let

C(z) = f% $(t)cos zt dt.

Then C € RBO(l). Assume: VY k € Z,

(-)Xc®m) > o.
Then all the zeros of C are real and each ambient interval Ip contains a single

zero and it is simple.

We have yet to examine what happens at the endpoints of an Ip.

32.13 THEOREM If £ € RB0 () is standard of level B and if for some p € Z,

pm —
f(i—+ B) =0,

then

K

pr
xp_A+B

is a zero of multiplicity < 2 and f cannot have zeros in both ambient intervals

Ip and I o+1* Moreover, if xp is a zero of multiplicity 2, then
-1)™Perrx ) <0
P
and

n+p
(~1) f(x) <0 (XEIpUIp-I-l)'



while if Xp—l (or Xp+l) is a zero, then Xp_l {or xp+l) must be simple.

PROOF This is elementary, albeit detailed.
e Iff =0, f! =0
(xp) (xp) '
then

D™ Perix ) <o,
P
hence in particular, x.p is a zero of multiplicity < 2. Thus let

g(Z) = - f(Z)2 -

(z-xp)

Then g € RBO(AQ and we claim that g is standard of level B if
(°l)n+pf"(x ) = 0.
P
For it is clear that
(—l)n+kg (]% +B) 20

v k # p, so take k = p and consider

_yhtp P
(-1 PgEL + B)

or still,
np
-1 X
(-1)" “g( p)
or still,
lim (-1)™Pg(x_ + h)
h -0 P
or still,

: f(xp+h)

lim (-1)PP 5
h->0 (x +h - x)
P b



or still,
£ (x_+h)
lim (-1)7*P 5
h->20 h
or still,
f'(x +h)
lim (-1)™P __%__
h-+20
or still,
£'' (x _+h)
lim (-1)™P __-Z_E___
h->0
or still,

1 n+p
5 (-1) f"(xp) > 0.

Therefore g is standard of level B. But

sup ¥°|g@) | < =,
xeR

contradicting 32.10. Accordingly, the supposition
-1)™Perrx ) > 0
p
is untenable, leaving
(-1™PE () < 0.

® To see that £ cannot have zeros in both intervals Ip and I ol assume

the opposite:

i
(]

(xl € Ip)

il
<o

(x2 € Ip+l) .



Then %y is the only zero of £ in Ip and it is simple, whereas X, is the only

zeroof £ in I and it is simple (cf. 32.9). Now form

P+l

2
f(z) (z—xp)
(z—xl) (z-x2)

g(z) =

-

Then g € RBO(A) and g is standard of level B: Vv k € Z,

(1) gL+ B).

Here the point is slightly subtle and explains the presence of two factors in the

denominator rather than just one factor. For

@1y oy

1 < %o

km km

_A_+B—xl<0’_A-+B_X2<O
=>

km km

El+p-x)E +B-x) >o0.

What remains is obvious and one then comes to a contradiction, xp being a zero of
g of multiplicity > 2.

® Suppose that xp is a zero of multiplicity 2 -- then f has no zeros in

I vl

5 ol E.g.: Let xlEIpbeazero of £ and put

- £(z2)
g(z) = (z=x,) (Z—Xp)




10.

Then g € RBO (A) is standard of level B. On the other hand,

sup x°|g(x) | < @
xeR

which is incompatible with 32,10. Bearing in mind that
(—1)n+Pf”(xp) <0,

it then follows that
1y DHR
(-1) f(x) <0 (xEIpu Ip+l)‘

Thus choose a small h > 0 with the property that

f (%) T (%)
(-1) P and (<1)™P
£1 (x) £ (x)

have the same sign in ]xp,xp+h[ and opposite signs in ]xp—h,xp[. Working first

with ]xp,xp+h[ and assuming, as we may, that

+
x € ], % [ => -1 Perr () < 0,
thence

x € Ix % thl => -1)™MPer(x) < 0

= (-1)™Prx) < o.

But f has no zeros in I 17 SO

pt
-1)""Pex) <0 keI o) -

As for ]xp—-h,xp[, it can be assumed that

x € lx hyx [ = -1)¥Per (%) < 0,
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thence

+
x € Ik hyx [ => 1) Prrx) >0

=> (-1)™Pe(x) < 0.
But f£ has no zeros in Ip, =le}
-D™PE) <0 xeT).
e That X, and X5 cannot both be zeros of multiplicity 2 is ruled out
by consideration of

f(z)
(z—xp_l) (z-xp)

g(z) =

The zero theory for f' can be reduced to that for f. To begin with, matters
are trivial if

f(x) = C sin A(x-B) (C = 0),

so this case can be ignored. Suppose, therefore, that f(k—;} + B) = 0 for some k

and in 32.8 take

x=E04, T 4.5 (p € 1).

A 2A
Then
pr, T -
cosA(A+2A+B B)
T ™ . LT
=cos(pﬁ+§-)=cosprrcos-2——smprrsm§
= 0
and
i pro, 1T -
smA(A+2A+B B)
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=sin(pﬂ+12T-) = sin pmw cos—zTL+ sin-g—cos P
= (-1P
=>
1P BT 4 T
(-1)*f (A+2A+B)

= (D" ME) ME > o)

(-1)™"1 (-1)Pee El+ 4B >0

m

D)™ -DPe @+ 1+ B) >0,
where
 n'=0ifn=1
n'=1if n = 0.

I.e.: f' is standard of level %T—A- + B.
N.B. The ambient interval per f' is

il

2A+B[.

1! =]—(E_Kl—)—7-r-+§%+B,PA1+

32.14 LEMMA The zeros of f' are real (cf. 32.11).

32.15 LEMMA The zeros of f' are simple.
PROOF The only possibility for a nonsimple zero is at an endpoint of an

ambient interval (cf. 32.9) and at such an endpoint, f' does not vanish.

32.16 LEMMA V p € Z, £' has a zero in the ambient interval IE'D (it being
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necessarily unique).

PROOF We have

SILNEILard =D LAY

2A
and
1
-1)" (—1)pf'(%“+ %+ B) > 0.
e p even: Then
T
EIE LISl L R
while
1
1" £ E+ 2+ B) > 0.
e p odd: Then
' (p-1)m m
-1 £ t oz +B) >0
while
yn'opr o oow
(-1 £+ 5+ B) < 0.

But this means that f' has a zero in I£'>'

32.17 EXAMPLE Take C per 32.12 (=> A =1, B= 0) - then C' is standard of

level%andn=0=>n'=l

11 n¥e ®r + 5 > 0.

And all the zeros of C' are real, each ambient interval IF.I> contains a single zero

and this zero is simple.
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There is another situation which arises in the applications.

32.18 DEFINITION Iet f € RBO(A) —— then f is semi-standard of lewvel B if

In=0or 1 and B € R such that v k € Z,

(1™ ET 1 )

IN
o
Py
o
\
Lo

(nl)n+kf(%§-+ B) >0 (k< 0).

[Note: A fundamental class of examples is dealt with in the next §.]

Suppose that £ is semi-standard of level B. Fix X, € Il = 1B, %+ B[ and let

gl(z) = (XO—Z)f(Z).
Impose the condition

sup |xf(x)]| < .
xeR

Then g is standard of level B. But g(xo) = 0, thus g has a unique zero in Il,

viz. x.. Therefore

0
X € Il => f(x) = 0.
In addition, however,
DG (k) >0 (cf. 32.9).
So
£(x5) = g' (%)

DPE(xy) = D™D ()

(—l)n+lg' (XO)

> 0.
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Therefore

x €T, = (-1)Pf(x) > O.

1

32.19 THEOREM Suppose that f is semi-standard of level B and

sup |xf(x)]| < .

xR

Then all the zeros of £ are real (cf. 32.11). Furthermore, the ambient interval

=](p;l)W+B,P_“+B[ e, p=l)

I, A

contains at most one zero of f and if there is one, then it must be simple. Finally,

x €1, = -1 (x) > 0.
Picture:
Ty 4 I,
o— @ —— o s
~Tr om T 2m
+ *B 5+ B z+B 5 +B

32.30 THEOREM Suppose that £ is semi-standard of level B and

sup |xf(x)| < .
xXER

e If £f(B) = 0, then its multiplicity is equal to 1 and there are no zeros

of £ in IO U Il'

[Apply 32.13 to
g(z) = (B-z)f(z).

Then per g, B is a zero of multiplicity 2, hence (p = 0)

(—-l)ng(x) <0 (x¢€ Iy u Il)
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CDPExER) <0 (x€ I,)
=>
-1)f(x) <0 (x€ I,
On the other hand, a priori,
D7 >0 (x€1).

e If f(% + B) = 0, then its multiplicity is equal to 1 and there are no
zeros of £ in Il u 12.
[2pply 32.13 to

g(z) = (3 +B - 2)£(2).

Then per g, %+ B is a zero of multiplicity 2, hence (p = 1)

n+l

(-1)" g(x) <0 (x €I v IZ)

n+l ,m

(-1) (K +B-x)f(x) <0 (x € Iz)

-7 (x - }lg -B)f® <0 (x€L,)
- x <0 (xe€ I).

On the other hand, a priori,

-DPEx) >0 (x € TI).]
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32.21 REMARK The condition

sup |xf(x)]| < =
x€R

is not automatic (consider sin A(x~B)).



§33. ZEROS OF W
A0

Working on ]10,A[ (A > 0), suppose that ¢ is defined on 10,A[ and is

integrable on [0,A]. Assume further that ¢ is positive and increasing on 10,A[.

33.1 NOTATION Given o € [0,n[, let

=
~~
N
A
I

fzg ¢ (t)sin(zt + o)dt,

thus

=
D
|

= (sin oc)CA(z) + {cos oc)SA(z),
where

C,(2) = /5 d(t)cos zt at, S,(z) = S5 ¢(z)sin zt dt.
It is clear that WA,oc € RB0 (a).

33.2 IEMMA WA o is semi-standard of level - % .
7

PROOF In 32.18, take n = 0, the issue being V k € Z the inequalities

- (—1)kwA OL(k”“") <0 (k1)

A
km—a
) (‘1)kWA,a(T) >0 (k<0).
e k=0: Here
oy _ .0 (A-t)
Wy B = fﬁ‘ ¢ (t)sin (X8 at > 0

and

Oy
WA,oc(" K) =0

iff o = 0.



km—o, _ A fkw (s—u)

WA, ( 70 T ki )sin s ds
and
kﬂéd >0,
e —>:k odd Split the interval of integration [a,kr] into the closed
subintervals [o,m], [7,37),..., [kr=2m, kn] -- then the integral over each of

these subintervals is nonnegative, hence
km-o,
(“l)kWA,a°‘7§4 < 0.

® —>:k even Split the interval of integration [o,km] into the closed
subintervals [o,27], [27,47],..., [km-2m, kn] -- then the integral over each of

these subintervals is nonpositive, hence

~1f%7 LE= <o

e k=-1, -2,...: Here

km-c, _ A k7 A(s+a)
WA,a( A’ km-a f—a ¢y )sin s ds
and
A
Ko - O
® —>:k odd Split the interval of integration [- o, - km] into the closed
subintervals [~ o,m), [m,37),..., [- k7m - 2w, - kn] — then the integral over each

of these subintervals is nonpositive, hence

-1)kw (K Kmoy - 0.



e —>:k even Split the interval of integration [- o, - km] into the
closed subintervals [- «,0}, [0, 2m},..., [- k7 - 27w, - k7] -- then the integral
over each of these subintervals is nonpositive, hence

km—a

(-l)kWA,OL(T) = 0.

33.3 APPLICATION If ¢ is bounded on ]0,A[, then all the zeros of WA g e

real. Furthermore, the ambient interval

I = ](p-l)n—oc Islme )

b T R (p€Z p=1l)

contains at most one zero of WA a and if there is one, then it must be simple.
14

Finally,

x €1y = (—1)“WA,a(x) >0

=> OL(X) >0 (n = 0).

WA,
[In fact,

sup IXWA OL(x)l < 2 lim ¢(t) < o,
x€R r t4A
SO one can quote 32.19.]

A finer analysis will lead to more precise results.

e k>1 (kodd): Suppose that

km-a, _
L

|
o
*

WA,OL

Then there exist canstants

IA

0<cosc:L SC(k-—l)/Z



and points
_ _ A 23+ -
t =0 b = ATT—
such that
. k-1
t) = c. (t. <t <t} < < —=).
o) = ey (&5 0 <3 <5
Therefore
(k-1)/2
2 Anx . 2JT=0
A, (x) = —-s (k'n oc) jEO Cj sin( - AxX + o).
e k =21 (k even): Suppose that
ko,
WA,oc( ) = 0.
Then there exist constants
0 < c0 < Cl € vee < C(k—2)/2
and points
_ _ (2]+2)1T—OL
b =0y = A= m—
such that
. k-2
t) = c. (L. <t < t, 0 < < 22y,
B = oy (b5 P 0359
Therefore
(k-2)/2
= 2 ATX (23+1) T-a
A,oc(x) X Sln(k’ﬂ' oc) j—EO cj sin( km—a

e k < -1 (k odd): Suppose that

kKm0, _
WA,oc( = ) = 0.



Then there exist constants

0<cy=scy ... C(k-1)/2

and points
_ _ (23+1) T+a
b =0 Y = AT
such that
. k-1
t) = c. (t. < t < t, 0 < < =Ty,
b = oy (k5 P 03559
Therefore
(~k-1)/2 .
_ 2 .. ,Amx . 27T
WA,OL(X) = ¢ sin (m) jEO cj sin (—‘—oc—kﬂ' Ax + a).
e k < -1 (k even): Suppose that
km-oy, _
WA,oe( = ) = 0.
Then there exist constants
0<coscls sc_k/z
and points
- _ p 2jmo,
t—l 0, tj A o—km
such that
d(t) = c. (t. , <t <tl) (Osjs—]i).
j -1 ] 2
Therefore
-k/2 .
=2 . Amx . (23-1)m+a
WA,oc(X) T x Sm(oc—kTr) a cj sin( o=k Ax + ).

3=0



33.4 NOTATION Write

E(A,d,K)
for the set of those ¢ such that
km—o,
WA,OL(-—T) =90

for some k € Z - {0} and put

E@A,a) = U EA,0,k).
k

[Note: In general,

E(Asa,ky) n E@A,ak)) # f.]

33.5 RECONCILIATION Take A =1, a = 0, hence

W o) = fé ¢ (t)sin zt dt.

Recall now the definition of "exceptional" from 29.14 and the notation E(1,0)
from 29.15 — then the claim is that the two possible meanings of E(1,0) are one

and the same. To see this, consider

km—a
Wl,o(- A )

= Wl,o(k“) k=1, £2,...),
there being no loss of generality in assuming that k = 1,2,... .
e k odd: Here

W, k) >0 (k=1,3,...) (cf. 31.3).
1,0

Therefore
E(1,0, k odd) = #.
® X even: Suppose that

W, ~(@2nm) = 0 for some n = 1,2,... .
1,0



fé ¢(t)sin 2nmt dt = 0.

But this implies that ¢ is exceptional (look at the proof of 31.3). Therefore
E(1,0, k even)
is comprised of exceptional ¢, so
:JO E(1,0,2n)
n=1

is contained in the E(1,0) per 29.15. To turn matters around, take an exceptional

¢ and write

£(z) = Iy seye’ T Far
= C(z) + /-1 S(z)
where, of course,
S(z) = Wl,()(z) .
Then in the notation of 29.20,
f2mg) = 0

c@2mg) + /<1 s(2rq) = 0

S(2rg) = 0 => Wl,O(ZTTq) =0

¢ € E(1,0,29).

Conclusion:

E(1,0) < U E(1,0,2n) < E(1,0).
n=1



33.6 REMARK If ¢ € E(A,a), then

sup |xW, (x)| < o,
x€R Ao

[Note: Accordingly, all the particulars of the semi-standard theory

developed at the end of §32 are in force but the detailed explication thereof
will be left to the reader.]

33.7 IEMA If ¢ £ E(A,a), then

v

1)

- kr—o,
(—l)kWA,oc( M <0 &

', EEH >0 ko< -y

and at k = 0,

ol
WA,oc(—X) >0 (0 < g < m).

33.8 ILEMMA If ¢ £ E(A,a) and if

>S{LEIE IXWA,OL(X)' < %

then all the zeros of WA o are real (cf. 32.11) and simple (cf. infra).
14

PROOF The ambient interval

o
K[ (pe€e Z, p=0,1)

contains exactly one zero of Wa o and it is simple (cf. 32.19).
r

[. If 0 <o < 7 then

e
P e



(D, E-% >0
=>
"a,0¢" % - %) < 0.
Meanwhile,
WA,OL(_ %) > 0.

So W, has a (unique) zero in I, and it is simple (cf. 32.19). If o = 0, then
14

WA O(— %) = 0 and its multiplicity is equal to 1 and there are no zeros of WA 0
14 ’

in IO U Il (cf. 32.20).

e p=1: Il =]- %, g—— %[. In this situation,
XEIl => WA,OL(X) >0 n=0),
thus in Il’ WA,OL is zero free.
[Note: 1—%—& is a zero of WA,oc only when k = 0, o = 0.]

33.9 THEOREM If ¢ € E(A,a), then all the zeros of WA o 2re real and simple.
r

PROOF The idea is to reduce things to the bounded case, i.e., to 33.8. To

this end, for n > 1, let
o (8) = o)) (O<ts<hA-3
n B n

and

l a-%

ot <
5 nst A).

b0 =¢@a-D +t-n+

Then ¢_ £ E(A,0) and
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IS et - ¢ (t)|at

= fi 1 6@ - g (0]
n

o () |dt + 1

2n2

i
S

>0 (n > ».
Put

W (z) = fﬁ ¢ (B)sin(zt + a)dt.

Then W. + W. uniformly on compact subsets of C. On the other hand, ¢
A,q,n A0 n

is bounded on ]0,A[, hence

sup [sd, ()| <= (cf. 33.3).

xR Ascy
Therefore all the zeros of WA o,n 3T real and simple (cf. 33.8), so all the
ALK S

zeros of WA o are real and it remains to establish their simplicity.
14

® 0<qg<mw: Givenp € Z, let DDbe the rectangle

] (p-L)1m _« pr _ o
{z:|Im z| <1, % x SRz <5 z—\}.
'IhenforzEBDpandn>>O,
IWA,oa,n(Z) - WA,OL(Z) |
< min |W < lw z)|.

wn Wy, ol < 1y (2]
But this implies by Rouché that W and W. have the same number of zeros

A0 A,amn

inside D .
&
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u D, rather than D, and D

e 0= qg: At level 0,1, work with DO 1 0 1

separately.

Implicit in the foregoing is a description of the position of the zeros of

Wy o (what was said in the proof of 33.8 is valid in general).
r

33.10 EXAMPLE By definition,

W (2) = fé ¢ (t)cos zt dt.

1,5

Assuming that ¢ ¢ E(1,0) (a restriction that is actually unnecessary...), the

theory predicts that all the zeros of W g are real. As for their position, W .
1,5 1,5
2 r2

has a zero in each of the ambient intervals

_ .7 3T _ 43m 5w _ .5 Um
I2. - ]2“‘7 _2“[ 4 I3 - ]_2'1 "2_'[ 4 I4 - ]7-[ T[r s

and this zero is unique and simple. Moreover,

c@) >0, P <0, ¢ >0, e <o ...

and Il = J- g, 12[[ is zero free. All the positive zeros of W o &re thereby
1,5
2
accounted for so 3l.1 has been recovered.
33.11 ILEMMA We have
- WA N (Os.oc<12T—)
r O 7
fzg ¢ (t)cos (zt + a)dt =
- W (g <o <.
A,O{, - '2‘




§34. ZEROS OF £\

34.1 NOTATION Given ¢ € Ll[O,A] ¢, put

£,(z) = J‘Zg otye’ T Ztap,
thus

fA(z) = CA(z) + V-1 SA(z) ,
where

C,(2) = fz‘ d(t)cos zt dt, S, (z) = fzg ¢(t)sin zt dt.
[Note: To be in agreement with 8§30, drop the "A" if A = 1.]

34.2 THEOREM If ¢ € L'[0,A] is positive and increasing on ]10,A[ and if ¢ is

not a step function, then the zeros of fA(z) lie in the open upper half-plane.

N.B. Since ¢ is not a step function, it follows that Vv o,

¢ £ E(A,0).

Therefore all the zeros of WA o 2xe real and simple (cf. 33.9) and this persists
f

to all o € R (elementary verification),
34.3 REMARK Take A = 1 -— then this result implies 29.16 (granted 29.19).
Iet P and Q be nonconstant real entire functions.

34.4 CHEBOTAREV CRITERION Assume:

e P and Q have no camon zeros.

e VYV yu,v ER, 112 + \)2 z 0, the combination pP + vQ has no zeros in C - R.



® EIXOERsuchthat

P(xO)Q' (XO) - Q(XO)P‘ (xo) > 0.

Then
F(z) = P(z) + /=1 Q(=z)
has all its zeros in the open upper half-plane.

[Note: It is an a posteriori conclusion that v x € R,
P(x)Q'(x) - Qx)P'(x) > 0.]
34.5 REMARK Compare the above with what has been said in §16: There it was

a question of nonconstant real polynomials and zeros in the open lower half-plane,

hence the sign switch to

Q(XO)P' (xo) - P(XO)Q' (xo) > 0.

N.B. It is clear that F(z) has no zeros on the real axis:

F(XO) = P(xo) + l/——lQ(XO) =0

=> P(XO) =0, Q(xo) = 0.

Proceeding to the proof, begin by noting that the mereamorphic function

0(z) = —ygg)

does not take on real values for Im z =z 0, thus it maps the open upper half-plane
either onto itself or onto the open lower half-plane. But
1) - 1
P(x,)Q" (x5) = Qxg)P' (x) > 0

=>0'(x5) > 0,



so 6(z) maps the open upper half-plane onto itself. Since

P+/10_1+ /156
P-y-IQ 1-/<I#

14

it then follows that

P(z) + V-1 Q(z)
P(z) - V-1 Q(z)

Imz >0 = < 1.

Next
P(z) = P(z)
Q(E) = Q—(Z—_ [
hence
P(ZO) + V-1 Q(ZO) =0
=>
P(zy) - /T Q(F,) = 0.

Accordingly, it need only be shown that P - /=1 Q has no zeros in the open upper
half-plane. However

p+/I0
P-/IQ

is unbounded near any zero of P - /-1 Q which is not a zero of P + /=1 Q. And
this means that any zero of P - /-1 Q in the open upper half-plane must be a zero

of P + /-1 Q. But

I
o

P(ZO) - /—TQ(ZO)

[l
<o

P(zo) + V=1 Q(zo)



i
o

2P(zo) =

-2 f—TQ(zO) =0 = Q(z 0,

i

contradicting the assumption that P and Q have no common zeros.

Having dispensed with the preparation, we are now in a position to give the

proof of 34.2. Bearing in mind that
fA(z) = CA(z) + /=1 SA(Z)’

start by writing

WA,.oc(z) = (sin oc)CA(Z) + (cos oc)SA(Z)-

Then there are three items to be checked.

1. CA and SA have no camnon zeros. To see this, observe that

W (2) = Cul2), Wy ((2) = 8,(2),

A,—z-

so the zeros of CA(z) and SA(z) are real and simple. If CA(XO) = 0, SA(XO) = 0

for some X, € R, then CA(XO) 2z 0, SA(XO) z 0 and taking

s! (X())
o = arc tan(- Y,
C (xO)
we have
WA’ (xo) = (sin oc)c'(xo) + (cos ¢)S! (XO)

=0

for a suitable choice of arc tan. But this implies that x. is a zero of WA

0 1O
of multiplicity > 2 which cannot be.



2. Y u,v ER, UZ + vz z 0, the combination UCA + vSA has no zeros in C - R.
The cases 4 2 0, v=0and y = 0, v 2 0 being obvious, consider the remaining four
possibilities.

e 11 >0, v>0: Write

WG, *+ VS, = A + v (e, + —2—,)
/u2+\)2 /pz+\)z
and determine o by
sin g = - H , COS o = Y .
/hz + vz /hz + V2
® u<90,v<0: Write
WG+ V8, =~ A2 AV o sV g
A A S5y A Sy A
Yu© o+ v TR RV
and determine o by
sin o = -——in::: , COS 0 = ——— .
/u2+\)2 /u2+\)2
® p<0,v>0: Vrite
uC, + VS, = /hz + v2 ( - M C, + hd S.)
A A > 7 A - 2 &
vi© o+ v A+

/hz + v2 ((~ sin u)CA + (cos a)SA)

/hz + vz ((sin —u)CA + (cos —u)SA).

e >0, v<0: Write




2 2 -
uCA + \)SA =A% + Vv (— 1 CA - SA)
/pz + \)2 /uz + \)2

A% + V2 ((sin 0)C, = (cos a)S,)

A2+ VP (- (sin ~0)C, ~ (cos -0)S,)

- A2 + V% ((sin ~0)C, + (cos ~0)S,).

3. 3 x, € R such that

0

C (XO)S (x S (xO)C (xo) z 0.

o ~
In fact,

C, (008} (0) - 5,(0)C}(0)

Il

CA(O) SA(O)

i

(/3 $(D)aL) (U ¢ (Bt dt)
> 0.

34.6 REMARK If ¢ is a step function and if ¢ € E(A,0), then fA(z) has an
infinity of real zeros (cf. 29.21) (all of which are simple) and there is an

analog of 29.22.

34.7 NOTATION Given ¢ € L'[0,A], let

€y (2) = S5 ¢(a-t)cos zt dt

$,(z) = fo ¢(A~t)sin zt dt.



34.8 IDENTITIES

V-1 Az

fA(z)e‘ = €, (2) - /:IsA(z)

and

CA(Z) = CA(z)cos Az + ,SA(z)sin Az

SA(z) = CA(z)sj_n Az - 5A(z)cos Az,

34.9 RAPPEL If 0 and A are the effective limits of integration (thus excluding
the possibility that ¢ = 0 almost everywhere), then fA(z) has an infinity of zeros
(see the initial comments in §29).

34.10 ILEMMA Put

H(S) = = ——wde (y €R).
1T(y2 + sz)

se e‘/-_T StH(s)ds = eﬂtl

—

34.11 THEOREM If ¢ € Ll[O,A] is real and if
CA(X) >0 (xeR,
then fA(z) has no zeros in the open lower half-plane,
PROOF Let z = x + y=1 y (v < 0) and write

fA(Z)e_ V-1 Az

_ fg, cp(t)e‘/:T zt - V-1 Az



_ /% ¢(t)e/:T z (t-R) g

- fzg sit)e” /<L z(A-t) g,
= f‘g s(atye” VL X Ytgy

/-—-Txt(foo e/:f StH(s)ds)

GO

= f‘g o (a-t)e”

17 H(s) (g e’ LEXt atyaryas

1

J_ Blsx) (€, (s) + V-1 8, (s))ds.
But €A Z 0 (consult the Appendix below), hence

Re (£, (z)e” V-1 2z,

o 1

- = € (s)ds
Ty~ + (s+x)7)

A

> 0.
34.12 REMARK Any real zero of fA(z) (if there is one) is necessarily simple.

34.13 EXAMPIE If ¢ € C[0,A] is real, ¢(0) = 0, ¢(A) > 0, and the function
t>ola—-|t)h)

is positive definite on R, then

tA(X) >0 (x € R),

so 34.11 is applicable.



APPENDIX

MUNTZ CRITERION If Aprhgress is a strictly increasing sequence of real

numbers such that

then the set

is total in C[0,1].

EXAMPIE The set

£, t7, t,...}

is total in C[0,1].
APPLICATION If ¢ € L'[0,1] and if

/% p(L)at = 0, /%) Xpmat =0 (k=1,2,...),

then y = 0 almost everywhere.

[Let
_ .t
y(t) = fO Y (s)ds.

Then ¥ is absolutely continuous and ¥(0) = 0, ¥(1) = 0. Now integrate by parts
to get

0= sy yporac

-2k 7 e ko= 1,2,..0.

Il
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Therefore
fé Qveat =0 (k=1
f% 2 ye))dt = 0 (k = 2)
=0 (k=3)

fé td v (e))ae

Define a bounded linear functional p on C[0,1] by the rule
1
u(g) = Jy glt) (t¥(r))dt.
Then

U (t2k)

0 (k=20,1,2,...)

1§
j o]

u

=>t¥(t) =0 (0 £t <1) =>¥t)=0(0<=<t<1.

But this implies that ¢ = 0 almost everywhere.]

THEOREM If CA(Z) = 0, then ¢ = 0 almost everywhere (=> fA(z) =0).

PROOF Consider the expansion

Iy ¢(t)cos zt at

o]

k 2k
(=1) " (2t)

f‘é\ ple) 3 THEE
k=0 (2k) !

il

dt

o k
- (D)
k=0 (2k)!

(A 5 (r)ar) 27,



11.

hence

fﬁ 25 (t)at

0 (k=20,1,2,...)

or still (letting t = sa),

Il

A2k+l fl 2k

0 S dp(sh)ds =0 (k=20,1,2,...).

Consequently, ¢(sA) vanishes almost everywhere (0 < s < 1), so ¢(t) vanishes

almost everywhere (0

A

t < A).

N.B. If cA(z) = 0, then ¢ = 0 almost everywhere (=> fA(z) = 0) (argue
analogously) .
REMARK If fA(z) = 0, then ¢ = 0 almost everywhere.

[In fact,

C,(2) = fg ¢ (t)cos zt dt

fA(z) + fA(-—Z) ~

= 5 = 0.]




§35. MISCELLANEA

Here there will be found a number of complements, some theoretical, others

disquised as "examples".
35.1 LEMMA TIf ¢ € Ll[O,A] is real valued and continuously differentiable
and if ¢(A) = 0, then
CA(Z) = f% $(t)cos zt dat

has an infinite number of real zeros.

PROOF In fact,

XC, (%) = ¢(A)sin(eA) - f% ' (t) sin (xt)dt

= ¢(A)sin(xa) + o(1l) (|x| » =).

35.2 CHAKALOV CRITERION+ Suppose given a sequence

...<a2<al<a0<al<a2<...

and real numbers
coer By By By By By ey

where

B =0, k=0, £1, +2,... .

Assume: 3 integers p and g with p < g such that A and Ak+l have the same sign

for k < p and for k 2 g. Put

Py

4 --ak

Rn(z) =

T oas

-+l

T Ctmcamme BAH 36 (1927), pp. 51-92.



and impose the condition that

R(z) = 1lim Rn(z)

n -»> o«

uniformly on compact subsets of C - {al,}cjoo ~=~ then R(z) has no more than q - p

nonreal zeros.

Maintaining the setup of 35.1, introduce the meromorphic function

CA(Z)
R@) = swar
and put
(k- %—) ﬂ
n C, (~—s——)
Rn(z) = T (ml)k _é__.f‘_.f._. .
k= ntl (k- §~)Tr
i
Abbreviate
(k~ %) m
e £O
A A+

35.3 LEMMA We have

R(z) = 1lim Rn(z)

n >«

uniformly on compact subsets of C - {ak}:o.

Next

k+>+ o

= $() Lim (—l)ksj_n(akA)

k >+ o



1
(k= Fm
= ¢(A) lim (-—«l)ksin (_K__Z_, - A)

K>+ o

|

$(a) lim  (-1)%(-1) (-1

k >+ o

- ¢(d) = 0.

If now
_ k
Ak =z (-1) CA(ak),

then the sequence

ceer B, AL Ay A, Ayl
has but a finite number of sign changes.
[E.g.: Suppose that L = - ¢(A) is positive and send k to + = -~ then from

some point on, Ak is also positive:

k>>0= |akAk--L|<Iz‘_
L 3L
=y ah T

L
= e K
>0< 2a] Ak°]
[Note: These considerations also serve to show that the number of k for

which Ak = ( is finite.]

35.4 LEMMA If ¢ € Ll[O,A] is real valued and continuously differentiable

and if ¢(a) = 0, then

CA(z) = fg ¢{t)cos zt dt



has at most a finite number of nonreal zeros.

[Thanks to what has been said above, one has only to invoke 35.2.]

N.B. Therefore

CA € %=L ~-P (cf. 10.35).

35.5 EXAMPLE Take ¢(t) = e“t ~—- then the zeros of

_ -t
CA(z) = f% e cos zt dt

_ e™®(z sin Az - cos Az) +1
22 + 1

T | Al -vTz) , ACL+/-lz)

2 z - /T z + VT

lie in the horizontal strip
- $'(E) | =

The number of real zeros is infinite (cof. 35.1) while the number of nonreal
zeros is finite (cf. 35.4). And the estimate ~1 < y < 1 cannot be improved

provided A is allowed to vary, i.e., given € > 0, in

-l<y<=-=l+ecyl=~ceg<y <1
there is a zero if A > > 0. Finally, any compact subset S of -1 < y < 1 is zero

free for A > > 0. Proof: In S,

lim fg e toos zt dt = —-21———
A » o z7+1



and the function on the right has no zeros there.

[Note: As a function of A, the number of nonreal zeros is unbounded.]

35.6 NOTATION (cf. 34.1) Given ¢ € Ll(- ©,) , put

V=1 tht,

£ (2) =/ _o¢ltle

thus

f (z) = C_(z) + V-1 8_(z),

where

C_(z) = f:) b(t)cos zt dt, s_(z) = ff_ooo ¢ (t)sin zt dt.

N.B. If ¢ is real and even (odd), then one can work instead with

C_(2) f‘g ¢(t)cos zt dt (S_(z) = f‘; 6(t)sin zt dt).

35.7 EXAMPLE Suppose that 2n is an even positive integer and take

o) = exp(-t) (n=1,2,...).
Then
2
2, exp(=te’ T Zae = /i exp(- I

has no zeros but

fi.ooo e.xp(—t4'6"")em tht

has an infinity of real zeros though it has no complex zeros (cf. 12.34).

[Note: Put

fn(z) = f:o @(p(-tzn)e/:l_ 2Cat nh=1,2,...).



Then fn € L - P is transcendental and satisfies the differential equation

n
fézn_l)(z) = 15%1_.z§n(z).

Therefore all the zeros of fn are simple (see the Appendix to §13).]

35.8 REMARK Consider

f% exp(wtz)cos zt dt.

Then 35.1 and 35.4 are applicable and there is an A with the property that

fg exp(utz)cos zt dt

has a nonreal zero (but no characterization is known of those A for which this
happens) (the situation in 35.5 is simpler although a complete explication is

lacking there too).

35.9 EXAMPLE, The zeros of

4,6,...)ete|/:thdt

ff; exp (-t

lie on the line ITm z = 1.

[If z = a + v-1 b is a zero, write

t /I zt _ /~1(- /<1 + 2)t
ee =e ,
hence = V=1 + z is real, so b = 1.]
35.10 EXAMPIE Fix o > 1, o = 2n (n = 1,2,...), take ¢(t) = exp(-t¥), and put

@u(z) = f; exp(~tu)cos zt dt.

Then ®a has an infinite number of nonreal zeros and a finite number of real zeros,



there being at least 2‘ ’ of the latter if o > 2.

N[ e

35.11 LEMMA We have

lim x““*l@a (%) = I(e+l)sin(DY.
X >

PROOF There are seven steps.
Step 1: Integrate by parts to get

o
XOM% x) = x% fq sin xt - at® Tt .

Step 2: Make the change of variable u = xo‘toc, hence

-0,
xuﬂ% (x) = fO sin ul/oc . e = udu,

1/0 o

a.k.a. the Laplace transform of sin u”’~ at x .

Step 3: Rewrite the right hand side in terms of a complex exponential, so

1/a

xoc+l% (x) = Im f;o exp (V-1 u -x %u)du.

Step 4: Move the contour of integration up to a straight line going from 0
to « placed at a "small" angle 6 to the positive real axis, call it /Ze.

Step 5: By Jordan's lemma, the integral around the curved part is small
when s = x © > 0 is small and on !’6 the integrand is bounded by an absolutely
integrable function, thus the result is continuous as a function of s all the way

to 0 (dominated convergence). Therefore

Lin x™o_ 0 = In /5 exp(/T u'/au,

X - o



the symbol [ <(>)°,6 -+« being an abbreviation for the integral along f_e.

Step 6: Now change the variable and let u =v axp(/qga K
(e} 1 /.._ -
Tm f() exp (V-1 v /a exp(«—%—ﬂ)) . exp(/—l—zﬂa)dv

exp(~ vl/a) dv)

I
3
|
N
N
O'\

1/a

sin(“ﬂzé) fz)oexp(~v yav.

[Note: Strictly speaking, this is a rotation of contours, not a change

of variable.]

Stegj_: In
fz)o exp (-~ vl/a)dv,
let
1
w = vl’/a, SO dw = %-va Vﬂldv
1 —
= —;— W . w oav
= L wl_adv
a
=>
f(g exp (- vl/a)dv

af ;o exp (- w)wa_ldw

al'(a) = I'(atl).

it

Returning to 35.10, the assumption on o implies that sjﬂ(%q«) z 0.



Consequently, @a cammot have an infinite number of real zeros. But Cboc does have

an infinite number of zeros {(cf. §7), from which it follows that q)oa has an infinite
number of nonreal zeros.

There remains the claim that the number (finite) of real zeros of @OL is

zzl %— I if ¢ > 2. To this end, choose m > 1:

2m < o < 2m + 2.

Write

2w _ =tY
-'I:F_IO @a(x)cosxt—e '

differentiate 2m times with respct to t, and then put t = 0:
=>

55 e ) x2dx =

(@]

C senens
.

00 2m.  _
f 0 <I>a (X)x"dx =
Accordingly,

I @a(x)le?(xz)dx =0,

where P is any polynomial of degree <m - 1.
For sake of argument, suppose now that <I>OL (x) changes sign at most k <m - 1

times (x > 0), e.g., at

0<xl<x2<--- <xk.
Introduce

PeE) = 6 - XN GG - XKD er G - %),
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Then

2
@a(x)x P (%)
is never negative (Q&(O) is positive) while
o 2.2 .
fO @a(x)x P(x )dx = 0,
a contradiction.

So in conclusion, @a(x) changes sign at least m = ‘ %- ' times (x > 0),

thus being even, the mumber of real zeros of ®a is 2 2| %- ’ if o > 2.

N.B. This analysis breaks down if 1 < o < 2. However, in this case it can

be shown that ®u has no real zeros.+
[Note: A crucial preliminary to the proof is the fact that
-lt|u
e ]
is the characteristic function of an absolutely continuous distribution function

(which is definitely not an "elementary" function).]

35.12 REMARK Take ¢ £ Ll(O,w) real valued and twice continuously differ-
entiable -- then under appropriate decay conditicns on ¢, ¢', ¢'', the assumption
that ¢'(0) = 0 implies that

C,(2) = [y d(t)cos zt dt
has an infinite number of nonreal zeros and a finite number of real zeros (if any

at all).

T A. Wintner, American J. Math. 58 (1936), pp. 64-66.



11.

of
[Supposing that C_(z) is"order < 2, consider the formula

xzcoo(x) =~ ¢"(0) + fgo ot (t)cos xt dt

that arises upon a double integration by parts.]

[Note: Since

T ep(- % = exp(- £ (- 0™

vanishes at t = 0, this fact cannot be used to circumvent the analysis in 35.10.]
35.13 EXAMPLE The zeros of the function
P2 ep- £ 2 1 1™ e m=1,2,..0)
are real.

35.14 DEFINITION et ¢ € Ll (= c0,) subject to

b (=t) = o(t).

Then ¢ is said to be of regular growth if

b
¢p(t) = O(emItl ) (t] v =)

for some constant b > 2.

35.15 LEMMA Suppose that ¢ is of regular growth -- then f_ is a real entire
function of order

b_

5T < 2.

<

PROOF The camputation

£ = /7 Fe T Mar

>+
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= 2 petye V7T Fge

2 ewe’™ Far = £ )

shows that f_ is real. Define now B > 0 by writing b = 2 + B8, hence

lo(t) | < Me ™M > 0)
=>
iy (248
|£_(2) | s2M/fye ] elzltdt
= 2M fg exp(|z|t - |t§2+6)dt.
But
z|t - |£]**8 < |z]t
!
if
2
0<tc<2 [z[l'*'B
and
. 1+8
2le - [e12P < G e - 2
. ~_21‘t2+3
if
A
1t| > 2|z| P .
Therefore
1
e _
e@l s 2T Lo T enale - (22 Bae
_ Ty

2|z|



< 2M

|z}”

13.

2483

lexp (ZIZ|1+B)

——

+f exp (-

t2+8) at.

And so the integral defining f_{(z) is an entire function of order

N3]

<

-
™w

N.B.

gen £ <

+
+.

™

b
b1

< 2.

p(E) <2

gen £ =

0 or gen f_

(cf. 6.2)

35.16 RAPPEL Suppose that the real polynamial

P(z)

has real zeros only —- then

Pz )f(Z)

is in L - P (easy extension

v £ el - P, the function

n

a. +as;z+ s + a2z

0

1

n

1.

aof(z) + alf' (Z2) + ¢ + anf(n) (2)

of 12.10).

35.17 PROPAGATION PRINCIPLE If ¢ is of regular growth and if

£ (z) =

has real zeros only, then Vv

has real zeros only.

PROOF Per §12, write

fe

© P(t)e

/_°2t

= | - P, the function

qb(t)f(x/—l t)e

f(z) =

X
n=0

B2

n

‘/tzt



14,

Then on compact subsets of C,

. L2
Pn(z) Jn(f’n) + £(z)
uniformiy (cf. 12.9). Moreover, 3 K > 0: v n,
I3 (f-50| < exp(K(IzI2 + 1))
n''n B :
The preliminaries in place, by hypothesis £f_€ L - P, thus
P (&f €L -P (cf. 35.16)
W&Z s . . .

But

V-1 zt

il

(P ( )f ) (2) d)(t)P (V-1 t)e

GE(AT Toe’ L2 @+ w.

+

n

35.18 EXAMPLE Take £(z) = (z +a) (m=1,2,...) (0 real) -~ then

FGT ) = (ATt + o)
Therefore the zeros of the function

T o Tt + o)l V-1 2ty

are real if f00 eL - P.

35.19 EXAMPIE Take £(z) = e (b real) —- then
f(v/-1 t) :eb/qt=co- bt + /=1 sin bt.

Therefore the zeros of the function

/7 (k) (cos bt + v-T sin bt) /T Ztar

are real if £ L ~ P.
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2

35.20 EXAMPIE Take f£(z) = ea (a real and < 0) —— then

2 2 2
£ T t) = ea(/:I‘t) _ e—at _ eAt Q

Therefore the zeros of the function
o Atz V=1 zt
f_oo p(t)e e dt (A >0)

are real if f_e L - P.

35.21 RAPPEL Suppose that £ is a real entire function of genus 0 or 1 and

write

n

I () )y

1£(x + /T y) | (cf. 13.8)

or still,

(o0}

DL (5 Wy
n=0

lf(x+/:fy)|2 n

i

(cf. 13.9).

Then f € L-Piff YVn =20and V x € R,

Ln(f)(x) =20 (cf£. 13.7).

35.22 APPLICATION meL—PifanZOandVXER,

127 6(s)0 (e TsHIX (20 g0 g 5 g,
[In fact,
£ x+ /Ty |°=f (x+/TYE (x- /Ty
- Y?z'ri ® 2 peeme TEX (o L2 gs gt

n=



le.

35.23 EXAMPLE Take

o(t) = expl- £ (k > 2)  (cf. 35.7).

Then is it obvious that v n > 0 and Vv x € R, the expression

V=TI (s+t)x

ffw f:o ¢(s)d(t)e (s - t)2n ds dt

is nonnegative?

35.24 RAPPEL Suppose that f is a real entire function of genus 0 or 1 —— then
fel~-PAiff

32 2
~— |[fx+ /I y)|” 2 0.
Yy

[Examine the proof of 13.12.]

35.25 APPLICATION f_€ L - P iff v x,y € R,

o0

IO (s e(t)e

—00

V=I(stt)x e(s—-t)y (s ~ t)2 ds dt = 0.

[Differentiate
£ &+ /Ty |? = £ (x+ /T yE (x - /T y)

twice with respect to y.]

One can employ 35.24 to ascertain that the zeros of certain real entire

functions are real.

35.26 EXAaMPLE We have

S,inzx + sinhzy

. 2
|sin z|

coszx + sinhzy.

Hi

2
[cos z|



17.

And
P 2 2 2
— |sin(x + V=1 y)|” = 2(cosh®y + sinh®y) 22 > 0
Yy
% 2 2 2
— |cos(x + /=1 y)|” = 2(cosh”y + sinhy) 2 2 > 0.
oy

Therefore the zeros of sin z and cos z are real (...).

[Note: It is a corollary that the zeros of

- 1
2 2
ql (z) = (%EQ sin z
2
1
2
J_ l.(Z) = (-Eo cos 2
2

are real.

35.27 EXAMFIE Recall from 12.33 that the zeros of the Bessel function JQ(Z)

(v > =1) are real. This important point can also be established via 35.24. Thus
put
= v )
J\)(z) z " J (2},

Then it can be shown that

2
_8_2_. {J\)(X + /=1 V) lz > 4 (v+l) !J (x) Izl

5y v+l

from which the contention.
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In terms of the modified Bessel functions, let

I () - 1T, (a)

K, (o) = g‘ sin nz - (a> 0.
Then

K, () = f§ e™® COSh T oh 2t at
or still,

K/—I (0} = fg &7 Cosh £ eh VT 2t dt

<1 z
= fg e cosh t o zt dt.
-0 cosh t

35.28 EXAMPIE Take ¢(t) = e -=- then ¢ is of regular growth and the

claim is that all the zeros of

C_(z) = f: g0 cosht o g

are real.

[A "special function" manipulation leads to the relation

K @lP=& (@]
z /-1 x

P oy+l, v+l

+ y2 fé ty_l 2Fl ; 1-t (K ) )2dt-
B 2 B V-1 x V&
Therefore
2
2
"—a—z- }K (OL) |
oy -l z
1 82 a,,2 gt
=i f W& __ (2
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where
y+1l, y+1 h‘
_ G2y . 1 .

But £ " (y) is an (even) absolutely monotonic function of y when 0 < t < 1, hence

X
—ift(y)zo (0 <t <.}

oy

35,29 RAPPFL, If f € L - P, then V A € R, either £, € L -~ Por £

by
35.30 EXAMPLE Take
f(z) = K (a) (o > 0).
V-1 z
Then V A € R, the real entire function
K (0) +K (o)
V=1(z + V=1 A) V=1(z - V=1 A)
=2 f: o™ COSh L (it)cos zt dt

has real zeros only.

[Note: Since
cosh(At) = cos (V=1 At),

one could also quocte 35.17.]

A

= 0 {cf. 14.9).



§36. LOCATION, LOCATION, LOCATION

let £ £ 0 be a real entire function —- then for any real number 2,

f)\(z) =f(z+/~L ) +£f(z - /-1 (cf. 14.1).

36.1 NOTATION Given A > 0 (A < »), put

AA = (max(A2 - )\2,0))1/2.

36.2 RAPPEL Iet £ € A - L - P and take X > 0 — then

fXEA -L-P (cf. 15.8).

36.3 THEOREM Suppose that ¢ is of regular growth and

£ (2) = 12 pwe’ T Zat

isinA - L - P -— then for X > 0,

—)\t)ef:I tht

(£),@) =17 ¢yt +e

isinA, - L - P.

A

0 and in 35.17, take

[Note: Specialize to A
£(z) = cos Az.

Then

f(/-I t) = cos /=TI \ = cosh \t =

Il

so a priori,

(£), € L = P.]



36.4 LEMMA Suppose that ¢ is of regular growth and

V-1

£ (2) = /2 o)e’ ™ Frat

is:'.nA-L—P-—-thenfor)\l>O, >‘2>0""’>‘N>0’ the zeros of

(coe ((E) )y wnd)
A1 Ay N
N At AL
=2 em TT @ X +e Koo't Zar

k=1

are in the strip

N
2| < max@® - £ 22,02
k=1

36.5 THEOREM Suppose that ¢ is of regular growth and

£ (z) = /7 s(ye’ T at

is in A - L - P = then the function

1.2,2

2%t
£ osme? & Ta s o0

iSinAX-L—P.

PROOF Given a positive integer N, the zeros of the function

2
(eod N ——
/700 (cosh A5 &7 e

lie in the strip

m 2| = max@a? - &A?,0) Y2



= max@® - 22,002 (cf. 36.4).

2

N
I~ ¢(t) (cosh %;9 /7T 2tge

1,22

At
> 17 se’ T2ty (o

uniformly on campact subsets of C.
[Note: To supply the details for this éontention, use the inequality

2
cosh r < exp(%?) (- ®» < v < o)

to get
At N
C(N,t) = (cosh 330
< explz 169
We then claim that
lim CONt) = exp(3 A2£2)
N »> «
or still,
2,2
N° log cosh A& » At (5 o)
N 2
or still,

N,2 At 1
(XEQ log cosh T (N > o).



At

But letting s = X
1im log cosh s _ 1
2 2
s >0 s

by L'Hospital. Now fix a compact subset S of C and let K > 0 be a bound for

the |Im z| (z € S) - then

l6(t) (Cv,t) - GXP(%-AZtZ))e/:T'ztI

(0 | |ca,b) - exp 2e?) [eK'tl

IN

b
Me"'ltl (exp(% xztz) - C(N,t))eKlt|

7N

b >
-|t] exp(% A2t2)ex\ltl

IA

Me

€ LH (- w,0) (b > 2),

so dominated convergence is applicable. ]

N.B. For use below, subject the data to a relabeling:

that the function

£ €A~ L~ P implies

2
2 emett &I s )
is in
A -1L-P,
VZX
where
A = max(® - 23,002 (cf. 35.20).

Z3N



36.6 NOTATTION Put

2
At e/:l— Ztg, (A €R),

£ (z;0) = [ ¢lt)e

thus in particular,

£ (2;0) = £_(2).

36.7 LEMMA For every real number 2,

2
o) = d(r)et

is of regular growth.
PROOF By definition, for some B > 0,

248
elt’ o (t)

stays bounded as |t| > ». Let B' = i and consider

N

‘t{2+6' )\tZ
e e" |

o (t) |

2 B!
= Oy |

which is eventually

REREECT

once

A+ ltlB' < ItIB.

36.8 APPLICATION If A, < Az and if the zeros of fw(z;Kl) lie in the strip

1

{z:|Im z| < A}, then the zeros of £,(z;),) lie in the strip



{z:|m z| <A I
[Simply write
2
At
£z = /7 pme 2 & T Pae

2 2
. S (A, = AES -
2 slt)e 1 o 2 1 e/rI.tht

00

2

(h, = A"~
2 1 evrT'ztdt

12 eleinge

and use the assumption that the zeros of

£o(zid) = /- ¢(t;kl)e/:1.2tdt

lie in the strip {z:|Im z| < A}.]

36.9 SCHOLIUM If the zeros of f_(z) lie in the strip {z:|Im z| < A}, then
the zeros of £ _(z;A) (X > 0) are real when A? - 2\ <0, i.e., provided

2
%T < A

36.10 SCHOLIUM If the zeros of fw(z;xl) are real and if Kl < Az, then the

zexos of fw(z;xz) are real.

There is more to be said but before so doing we shall install some machinery.

36.11 NOTATION Given a complex constant y and an entire function f of order
< 2, let

YDZ

@ n
e p Yo (g

f(z) =
n=0



or, equivalently,

2 o (n) 2
eYD f(z) = ¢ E——négl-eYD 2"
~0 n!
36.12 EXAMPLE Suppose that ¢ is of regular growth -- then £ is a real entire

function of order < 2 (cf. 35.15) and

36.13 LEMMA Either series defining e'P f(z) converges absolutely and uni-

formly on compact subsets of C, hence represents an entire function.

36.14 1LFMMA VY complex constant c,

2 2 2
&S D7/2 ~ e—t /2 £

f(z) = z + ct)dt.

1
V2n

PROOF Bearing in mind that

2
2, & g -y )L
2 n!

2
0 eut /2 t2n+l

-—CO

f dt =0

forn=90,1,2,..., we have
2.2 o0 2n
oS D°/2

f(Z) = 3 ____1?;__ f(2n) (Z)
n=0 2 'n!



W 2, (k)
et/2f

EE 2L (et Kat
v2m k=0 :

o 42, > ek
Lo t/2 k'(z) (6)Sat
vam k=0

2
L > gt/ f(z + ct)dt.
[Note: The interchange of summation and integration is legal.]

36.15 LEMMA The order of

e® £(2)
is < 2.

PROCF For € > 0 and sufficiently small,

2|7
f(z) = O(e ) (p = p(£)),
where p + € < 2, s0o 3 a constant C > O:
+
|£(z) ] < C exp(|z]”™®).
c2
Choose ¢ such that y = 5 then
2 2.2
eYD f(z) = e D7/2 £(z)
1 o -t2/2
=—/__e f(z + ct)dt (cf. 36.14).
V2T
Therefore
2
1P £(z) |



2
<1 /. et /2|f(z+ct)]dt .
2T
C —t2/2 p+e
s——J__e exp(lz + ct|" )dt
V21

2
L gt /2 exp((|z] + |et])®)at

IA

IN

2
C f t%/2 exp(20+€(lz|p+€ !p+€

+ et ))dt

2
o> et /2 exp (277 | ot | P18y at) exp (2°1F | 2| P

IN

Slie

U7 ez,
V21

IA

from which the assertion.

36.16 ILEMMA Given complex constants p and v,

2 2

uD e\)D 2 2

D~ uD

2
e(u+\))D f(z) = e’ e

f£(z) = £(z).

2 2
[Note: Thanks to 36.15, it makes sense to apply e”D to e\)D f(z) and

2

2
e\)D toeuD £(z).]

36.17 RAPPEL Define polynomials ﬁh(z) by the rule



10.

2
d 72 n=0,1.2,...).

Then the zeros of the ﬁn(z) are real and simple.

[Note: This is but one of several variations on the definition of "Hermite

polynomial”™ (cf. 8.17).]
36.18 SUBLEMMA Given a nonzero complex constant c,

2 2
e™c b'/2 2t = ﬁh(é) (n=20,1,2,...).

36.19 LEMMA Suppose tnat £(z) has a multiple zero at the origin -~ then there

ADZ

is a positive constant Al such that for all A € ]O,Al[, e f(z) has a nonreal zero.

PROOF Write

e el

_ n
f(z) = % cnz ,

n=k

where k > 2 and c ® 0. Take c positive and consider

2.2 oo 2_2
o€ D /2 Flz) = 3 c ec D°/2 el
n
n=k
= 1 c (~Io)H (:—fzzfﬁ.
ek B n c

Now replace z by cw and instead consider

2.2
(VT o)X P72 ()

i

F. (W)

@ n-kK =~
nzk cn(/:l' c) Hn(— V=1 w).
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The point then is that ﬁk(— v-1 w) has a nonreal zero, thus if ¢ > 0 is suffi-

ciently small, the same holds for F_(w) (quote Rouché). And this suffices...

36.20 THEOREM If the zeros of f_(z) lie in the strip {z:|Im z| < A}, then
2 A2
the zeros of fw(z;A) (A > 0) are real when A" - 2\ < 0, i.e., provided - < A

2
(cf. 36.9), and are simple when &% - 2) < 0, i.e., provided 5 < A.

PROOF The issue is simplicity. So suppose that

D>

£ .(z;)) =e " £ (z2) (cf. 36.12)

has a multiple zero at z = a. Without essential loss of generality, take a = 0
and apply 36.19 to f£_(z;}) and secure € > 0:

2 2
eeD e—AD £(z)

has a nonreal zero, imposing simultaneously the restriction

aZ < 2(x-¢).

But

2
e £ (z) = o~ (A-€)D

£ (z)  (cf. 36.16)
= £_(z;\-€),

a function with real zeros only. Contradiction.

36.21 REMARK Take A = 0, thus fw(z) is in L - P, as is fw(z;A) x> 0)

and its zeros are simple.

36.22 LEMMA Let f be a real entire function of order < 2. Assume:
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feA-[ ~-pP - then

2
e_)‘D f(z) (n > 0)

is in A - L =P (cf. 36.5).
V2x

PROOF Iet T' be the translation operator:

TVE(z) = £(z+y).

Then

D2 AT /0 02

e f(z) = f(z)

-N T/:T‘/§X//ﬁ T /:I'/iiyfﬁsN

( f(z),

= 1lim 2
N -+ o«

the convergence being uniform on compact subsets of C. But v N, the function

(T/:I'/zX//ﬁ'+ s /§X7/N5N £(2)

is in

A = max@? - 20,002 (cf. 36.2).
V2N

N.B. In general, this estimate cannot be improved as can be seen by taking

£(z) = z° + A%:

2
e AD £(z) = 22 + A% - 2.

36.23 LEMMA Iet f be a real entire function of order < 2. Assume: f €A - L -P

and A? < 22 —— then all the zeros of

2
™D f(z)
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are real and simple.
[From the above, reality is clear and the simplicity can be established

as in 36.20.]

36.24 NOTATION
@ S - | - P denotes the subclass of L - P whose zeros are simple.
@ * - S -~ | ~ P denotes the subclass of * — L - P consisting of all
real entire functions which are the product of a real polynomial and a function

in s - L - P.
36.25 IEMMA S - L — Pand * = S ~ L = P are closed under differentiation.

36.26 NOTATION Given complex constants y,c and an entire function F of order

< 2, define FY cF(z) by the prescription

[4

FY,CF(Z) = (z-c)F(z) - 2vyF'(z).

N.B. The order of PY cF(z) is < 2 (cf. 2.25 and 2.31).

14

36.27 IFMMA VY Y, VY C,

- D2 -
e ™ ((z-0)F(z)) = T ce

[Note: The order of

.._'YD

e F(z)

is < 2 (cf. 36.15).]

IEMA VY Yy 20, V c,
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d

(z—C)2
) az (exp(

4y

_ (z--C)2
4y

r, Fz) = - 2y exp( JF(z).

Yo

36.29 APPLICATION Given A > 0 and a real, the class * = S - L - P is closed

under the operator FX a

[If £(z) is in *# - S - L - P, then

(z-a) 2
e (- 2 ¢ ()

isin * = S - L = P (a being real), as is its derivative (cf. 36.25), so all but
a finite number of zeros of the latter are real and simple. The same then holds

for FA af(z), itself a real entire function of order < 2.]

36.30 LEMMA Suppose that A is positive and ¢ is nonreal. Iet £ be a real

entire function of order < 2 and assume that

2
e fz) ex-5-1L-P.

Then

2
e ((z—c) (z-8)£(z)) € x =S = L - P.

PROOF Write

22 - (ct+c)z + cc

(z—c) (z—C)

z2 - 2az + a2 + b2,

where ¢ = a + V-1 b. With

P(z) = 22 + b> (b = 0),
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we thus have

(T 2P) (z)

il

P(z-a)

(z-a)? + b2

= 22 - 2az + a2 + b2

(z=c) (z=C) .

2
But on the basis of the definitions, e—AD commmtes with the translation operators

TN, hence

2
e ((z-0) (2-0))E(2))

2
e ((T7%) (2)£ (2))

Il

2
e—kD (T—aP . T—a+af)

2
e (12 p . P))

2
2 @ . Ph).

Since * - S - L - P is closed under translation by a real constant, matters

therefore reduce to showing that
3D
e @ . ex-85-1L-7
or still, to showing that

2
e ((z - /7T |b]) (z + /T [b|)TPF(z) € % =S = L = P

or still, to showing that
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2
T o T € PE(z)) € x =S =L -P (cf. 36.27).
A, V-1 |b| A~ V-1 |b]

And for this, cf. 36.31 and 36.32 infra.

36.31 SUBLEMMA Fix positive constants A and R —— then

T o T = FX O-F B
A, V-1 VB A, V-1 VB o
PROOF
r F(z) = (z + V-LV/B)F(z) - 2)\F'(z)
A= /<1 VB
=>
T o T F(z)

AV/-LVB A~ V/-1VB
= (z - /-I/BY((z + /=1 VB F(z) - 2)F'(z))
- 2MF(2) + (z + VSLV/B)F'(2) - 2)F''(2))

(z° + B)F(z) - 2\(z - /<L VB + z + /=1 /B )F"' (2)

- 20F(z) + 43%F' (z)

= 22F(2) - 20 (22F' (z) + F(z)) + 4X°F'' (z) + BF(z).
Meanwhile
I F(z) =T. . o T. .F(z)
2,00 2 T 0 %ty 0"

= FA’O(ZF(Z) - 2)F' (2))
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z (zF(z) - 2)F'(z))
- 2)M(2F' (z) + F(2) - 2)F''(z))

ZZF(Z) - 20 (2zF' (2) + F(z)) + 4X2F"(z).

36.32 LEMMA Fix positive constants A and B8 — then * - S - L - P is closed
under the operator

2

FA,O + B

(A >0, 83 >0).

[We shall relegate the proof of this to the Appendix of this §.]

36.33 THEOREM Suppose that V € > 0, all but a finite number of zeros of £ _(z)
lie in the strip |Im z| < ¢ —— then ¥ ) > 0, the function

2
£z = 17, st o Far

belongs to * - S - L ~ P.

PROOF Fix ) > 0 and choose ¢ > O:e2 < 2)X. By assumption, there are only a

finite number of zeros of f_(z) outside the strip |Im z| < e, hence
fm(z) = (chl)(z—cl)...(z—cn)(z—cn)f(z),
where
| Im ckl >e (k=1,...,n)

and f£(z) is a real entire function of order < 2 whose zeros lie in the strip

2

AD f(z) lie in the strip

|Im z| < e, thus the zeros of e

max(e2 - 21,0002 (cf. 36.22).
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2

AD f(z) are real and simple (cf.

But £2 is less than 2\, so all the zeros of e
36.23) or still,

2
e—AD f(z) es-L - P.

Therefore

2

Wf (z)  (cf. 36.12)

£ (zid) = e

~\D?
((z—cl)(z—él)...(z—cn)(z—En)f(z))

Il
0]

E*~-S-L-P

via iteration of 36.30.

N.B. In consequence, all but a finite number of the zeros of f_(z;)) are
real and simple and in particular £ (z;)) has at most a finite number of nonreal

2eros.

36.34 REMARK The result remains valid if £ is replaced by an arbitrary real

2
entire function f of order < 2, the role of £ _(z;)\) being played by e_AD f(z).

36.35 THEOREM Iet f be a real entire function of order < 2. Assume: Given

2

—AOD
f(z) lie in the

any XO >0, Ve >0, all but a finite nunber of zeros of e

2
strip |Im z| < € == then vV A > 0, all but a finite number of zeros of e 0 £ (2)

are real and simple.
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and put

N >

PROOF Take }\0 =

fO(Z) = e f(Z),

a real entire function of order < 2 (cf. 36.15). Now write

2 2
e f(z) = =P + 2D ¢y
->\,)D2 -)\ODZ
=e ° e £(z) (cf. 36.16)
—A0D2
=g fo(z)

and apply 36.34.

36.36 LEMMA ILet f be a real entire function of order < 2. Assume: f has

2

2K nonreal zeros —-— then V )\ > 0, e_>‘D f has at most 2K nonreal zeros.

[Work first with fA (use 16.5).]

36.37 THEOREM Iet £ be a real entire function of order < 2. Assume: f has
2K nonreal zeros and K is < the number of real zeros of f. Fix A > 0:f €A~ | =P —-
then

2
e ez) (0 < 21 < 29

is in A - L - P for same A < (a2 - 202,

2
AD f has at most 2K nonreal zeros and they lie in the strip

PROOF e

2 1/2}

{z:|m z| = (&% - 2}) (cf. 36.22),
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2

thus it will be enough to show that P f does not vanish on the line

{z:Tm z = (A2 - 2x)l/2}

if 0 < 2) < A?. Write

f(z) = (z—al)...(z—aK)g(z),

where yye-. 8, are real zeros of £ and g (like f) is a real entire function of

2

AD g has at most

order < 2 —— then f and g have the same nonreal zeros, hence e

K nonreal zeros in the open upper half-plane, these being subject to the restriction
2

that their imaginary parts are positive and < (A? - 2A)l/2. Set hO = e—AD g and
define hl""’hK by
by = FA,akhk-l k=1,...,K.
Then hO’hl""’hK are real entire functions of order < 2. And (cf. 36.27)
f1 = Tha
2
-AD
=T e g
A,al
2
-\D
= e (z-ag),
so in the end
-AD?

hK =e f.

If now hK has a zero z, on the line

{z:Im z = (Ag - 2%)1/2}r

then there are complex numbers Zgrese 2 in the open upper half-plane such that

K-1



hk(zk) = 0 and

|z, . -~ Re z

k+1 k

Therefore Im z < Imz,_ and Im 2z

21.

| < Imz (k

k

= Im z, iff

kt+l k k+1 k

it follows that Im z0

Im z (A?

K

i

Im 2

IA

Za T 29 T e = 2

< (A? - 2>\)l/2 from which

- 2n /2

Im

IA
.
.
In

K-1

K

=90,1,...,K-1) (Jensen...).

Zy = Zpe Since hO(zO) = 0,

z, < @ - 23 /2

and we claim that z, is a zero of h0 of multiplicity > K. First

0

0= hl(zl)

= hl(zo)

= (zg=a))hy(zp)

- thé(zo)

' _
hO(zO) = 0.

Next

0= hz(zz)

= hy(z))
= (zgmay)hy (z)

= - 2Ahi(zl)

1

- 2Ahi(zo)

hi(zy) = 0.

- 2Ah6(zo)

- Zkhi(zl)
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But
h, (z) = (z—ﬁl)hO(Z) = 2)hj (2)
=>
11 — - _ '
nl(z) = ho(z) + (z al)hé(z) 2Aho'(z)
=>
—_ L j— - 1
0= hl(zo) = hO(ZO) + (zowal)hé(zo) 2>\hO (ZO)
— | ]
= 2)\h0 (zO)
=>
Ty —
hO (ZO) = (.
-\D°
ETC. However the claim leads to a contradiction: h, = e 9 has at most X

0

nonreal zeros in the open upper half-ovlane.

N.B. The condition on K is obviously fulfilled if the number of real zeros

of £ is infinite.

APPENDIX

Here a proof of 36.32 will be sketched. So takean f € * =S - L - P —

then the claim is that

2 2 _ 2
(FX + B)f (FX = FX,O)
remains within * = S - L -= P and for this, it can be assumed that f has infinitely

many real zeros.
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SETUP Write

2 @ z/\
£(z) = 2 ™2 qz) T @ - Zye T,
n

n=1

where a is real and < 0, b is real, Q(z) is a real polynomial, the Xn are real

and distinct with

L1

5 18 (cf. 10.19).
12,

I ™ 8

Y

Choose a positive constant B such that |t| > B

a o () b, 0'(t) 1
& o Y ad | rrwm | o

=>Q(t) = 0,

©O

Assume further that the zeros of f(z) that lie in |z| 2 B are real and simple.

NOTATION For R > 0, put

2 z/\
az +bz
1T

fR(Z) =e 0(z)
I | <R n

N.B.
(r> + R)E_ €%~ L ~P
A R
and
(12 + BYE, > (T2 + B)E (R =)
A R A
uniformly on compact subsets of C.

LEMMA,

ffo(z)
fR(Z)
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_ _ _ _ Q' (2)
= (1L - 4)a)z 2Xb - 2) 0@

zZ

- 2) ———X(ZX).

z
A, <R
APPLICATION If A',A'' are two consecutive real zeros of fR(z) such that

A' < AT < -Bor B A' <A', then

T)\fR(Z)
fR(z)

has exactly one real zero between \' and A''.

[In fact,
Lin I ER(E) e lim rER(®)
! fR(t) ' A fR(t)
and
£r(6)
fR(t)

is strictly increasing in the interval 1A', A''[. ]

ILEMMA Suppose that
Ty Er(ry)
——T__fR z) 0 (ry, €R, lrol > B).

Then the real numbers
f (ro) and (F + R f (ro)

are of opposite sign.
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PROOF Trivially,

2)\f'(ro)
Yo T TE 2T
Therefore
r Q' (x,) r
0 0 0
=~ = 2ar, + b + + I
2 0 O(ro) P\ |<R )\n(ro n
=>
Q' (r,)
1 0 1
— = 2a + ( Y +
2A o OQ(r ) Ix_|<®r An(ro Xn)
b Q' (ry) 1
o TREY T R Mo
Iy  ToRlry) b |<R>‘ (€5=Ap)
it | |
<
4) p\ I<R A (I’ -\ )
=>
e | |
—< bR
4> i)\ |<R A (r )\ )
< z 1 T
A, I<R IENIRETSN
1/2 1/2

I

(= ) ( = —
|)\n|<R A Mn|<R (ro-xn)

IA
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1/2
B S
2/8 |An[<R (rg=A,)
=>
1 1.2 2
x 5 > (4->\—) (2 VB)
|2, [<R (rg=2,)
=B
42
Moving on,
2 1 !
0 £ (ro)
£l (t)
_a 4 R
2 d ,0'(t) 1
=B -2\ + 4\°(2a + () - z —_—)
at ‘o(t) t=r 2
0 lxn1<R (ry-2,)
g+ m’- 1 — .
A <R (=2
But
. 1 - > 62 .
A [<R (rg-2) 4
SO

2
(Ty + B)ER(xy)

£ (r <B-B=

0)

BPPLICATION If A', A'', A''' are three consecutive real zeros of fR(z)
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such that A' < A'"" < A'""" < =-Bor B < )\' < A" < A'"'' and if ry and r, are real

TXfR(Z)

zeros of ———— such that \' < r
fR(Z)

1< ATt <, <A''', then (I‘i+8)fR(z) has a

real zero between ry and Tye

[As a part of the overall setup, the zeros of fR(z) are real and simple.]

NOTATION Given an entire function F(z) and a subset S of C, let

N(F(z) ; S)

denote the number (counting multiplicity) of zeros of F(z) that lie in S.

EXAMPLE

N((I3 + B)fg(2);0) = N(fg(2);C) + 2.
EXAMPLE

N((I2 + R)Ep(2); 1- =, Bl u [B,D)

> N(fq(2); 1= =, =Bl u [B,=[) - 4.

LEMMA We have

N((I? + By (2);In 2 # 0)

< N(f(z);Im z = 0) + N(£(2); ]- B,B[) + 6.

PROOF Rewrite the first term as

2 2
N((T} + B)E,(2);50) - N((T5 + B)E,(2)iR)

and then bound it by
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2
N(fR(Z);C) +2 = N((I')\ + B)fR(Z); ]= ©, -B] u [B,=][)
or still, by
N(fR(Z);C) - N(fR(Z); J- o, -B] v [B,»[) + 6
or still, by
N(fR(z);Im z =z 0) + N(fR(z); 1- B,B[) + 6
or still, by
N(f(z);Im z = 0) + N(f(z); 1- B,B[) + 6.
Accordingly,
2
(P% +RB)fE*x~-L-P

but there remains the possibility that it might have infinitely many multiple

zeros. However, if this were the case, then we would have

Lim (N((T2 + B)E(z); 1- AAD - N(E(z); 1~ AAD) = =
A *r @

And:
LEMMA Take A > B — then 3 Ry > A such that
N((TF + B)£(2); |Re 2| < &)
< N((Pi + B)fRO(z);IRe z| <.
On the other hand,

N((TF + B)E(2); 1= AAD

sm0§+&ﬂﬂ;%2l<m
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IA

2
N((T) + B)fRO(z);lRe z| < B)

i

2 2
N((T) + B)fRO(Z);C) - N((T5 + B, (2)7|Re z| > B)

%o

S N((IS + B (2)70) = N((TS + B)F, (2); 1-<o,-A] v [A,)
0

%o

N(f, (2);0) + 2 = N(f, (2)5 1= Ry,-Bl u [AR)D) + 4

R 0

IN

= N(fR (z);Im =z = 0) + N(fR (z); 1- A,A[) + 6
0 0

IA

N(f(z);Im z = 0) + N(f(z); 1- A,A[) + 6

N((I2 + B)£(z); 1= AAD - N(E(2); 1- AAD

< N(f(z);Im z) + 6,

from which a contradiction (send A to «),



§37. THE J’o - CLASS

Iet F be a real entire function such that

log M(x;F) = O(r4) (r » )

£ IFGAT B) |at < o,

[Note: Since F is real, F(z) = F(z), hence if G(t) = F(/-1 t), then

F(/-1 (=t)) = F((- /=Dt)

g(-t)

FO/Tt) =FG/Tt) = (/AL t) = G(t).]

Il

37.1 DEFINITION F € FO provided all its zeros are real and

1 -
Z——4-<°° (F()\n) = 0, )\n¢0).
nkn

[Note: The sum is finite or infinite.]

37.2 THEOREM Suppose that F € T-O and

i

£(z) = /2 FOAT et Pat.

Then £ € L - P.
[Note: While not quite obvious, the assumptions on F imply that £ is entire

(see below). Moreover f is real:

& = [~ reAT ve” T Ma
= R AT ne T R



£ RGAT v’ Fae = £

37.3 RAPPEL If fn eL-P n=12,...) and if fn + £ uniformly on campact

subsets of C, then £ € L - P.

The proof of 37.2 falls into two cases, according to whether the number of
zeros of F is finite or infinite.

So suppose first that F has finitely many zeros —-- then there exists a real
polynomial P and real constants «,B,y,S8 such that P has only real zeros, o is
nonnegative, max(o,y) is positive, and

F(z) = P(z)exp(- o2zt - 8323 + Yzz + 6z).
Choose a positive integer N

2ng, + %—nBz +v >0 (n 2 N).

Then define Fn(z) (n 2 N) by

Z2 z2 2n2
F (z) = P(z) (1 - E)exp(=))
Bz Bz 8222 3n3 22 + 0z
x (L - Dexp+ 55))  ef
2n
and set
£ (2) =/ F (/T nye’ T Ztae,

37.4 LEMVA fn + £ uniformly on compact subsets of C.

PROOF In fact,

2 2n2 2 4
z

2
(A - Zexp®)  »e”



and
3
22 3n 33
(@ - PBep®+ B2y > 7
n n 2
2n
uniformly on compact subsets of C. On the other hand,
B/ Tt /Lt g2(/ALt)?
1 - ——) exp (—— + > | <1 (t€eR).

2n

In addition, there are positive constants C, tO such that

2
2 2 2n 2 2
(@ + Eyep- L) & <™ mew, ezt

And this sets the stage for dominated convergence.

37.5 LEMMA V n = N, fHEL—P.

PROCF' We have

2 2n2 3n3
Z

— oz B
Fn(Z) —P(Z)(l"—'ﬁ— (l"—ﬁ—

x  exp((2na + %nBz + y)zz + (3n28 + 8)z).
But
2noc+;23—n82+y >0
and replacing z by V=1 t leads to
- (2no + %nez + y)tz,
thus an application of 12.37 completes the proof.

Taking into account 37.3, it then follows from 37.4 and 37.5 that £ € L - P.

Suppose now that F has infinitely many zeros (by hypothesis real) and write



F(z) = Mzm exp(A4z4 + A3Z3 + A222 + Alz)

oo 3
x T L - Dexpl+ = + 25,
n=1 >‘n n 2>‘n 3>\n

where M z 0 is real, m is a nonnegative integer, Al, Az, A3, A4 are real constants,

[ee)

theknarerealwith z L4<°°——thetheR,

n=1 )\n
4 2
At -AtT = 21/2 2
IFG/AT )| = M| [t]Me 4 K T @+ 52—) exp (- 5—2— .
n=1 A, 2x

37.6 LEMMA There exists a positive integer N with the property that
21
max(—A,A2+Z——2—)>0 n =2 N).
k=1 >‘k

PROCOF Since
2 ORGAT B lat < o,
A4 must be < 0, thus matters are obvious if A, is < 0. Assume, therefore, that

4

A, =0 — then

4
2
-AtT o 2
IF(/-1 &) | = M| |t|meA2 T exp(——t—2—
=1 2\
2
- t o]
S e e Y e L T Lyed),
n=1 A
n
so if
!2'_ PN .l'...{ o,
I n



the condition on A2 is that

or still,

A2+Z—:—Lé— 0 n>>0).

>\k
However, in the event that
1201
— Z —— = oo,
2 -1 22
n
then it is automatic that
n
max (0, + X -—-) >0
Ry

k

vV n > > 0, there being in this case no condition on A,.

Define Fn(z) (n > N) by

Fn(z) =M™ e:>cp(]—\424 + A3z3 + A222 + Alz)

2 3
x'ﬂ' (l-———)exp( -E-2—+%)
A M 2 3N



_ 4 3 2
:Pn(z)exp(A42 +A3,nz +A2,nz + A Z),

1,n
where
m n Z
P () =" T[ (-5
k=1 k
and
n
A o= +.jl- y -13—. G5 =1,2,3),
! k=1 >‘k
and set

£ (2) =/ F (/T e’ e,

37.7 LEMMA Vn =N, £ €L~ P.

PROCF From the definitions, Fn € FO. But Fn has finitely many zeros, hence

by the earlier work, fn L~ P
37.8 LEMMA F > F uniformly on compact subsets of C.

37.9 IEMMA V n = N,
{Fn(/——l t)| = IFN(/Tl t)|] (teR).

PROOF This is because

_ 2 3
Q- ﬁl t)exp(/-):-lt + (/:Izt) N (/—-13t) )] <1
n n 2>‘n 3>\n

for all n and for all t.

Consequently, fn + £ uniformly on compact subsets of C, thus 37.3 can be

invoked to conclude that £ € L - P, thereby finishing the proof of 37.2.



37.10 IFMMA If F € FO, then v A > 0, the function

2
e>‘Z F(z)
is in F 0’ hence the function
. N
J_,F(/-L t)e e at
is in [ - P (cf. 37.2).
[Note:
Re (- Atz + /=1 zt)
= - >\t2 -t Im z
2

IA

-Axt" + |t| |Im z|

-2+ |t] |z].

IN

As a function of t, the max of

-t + |t |z

is at |t]| = J-%I\-and the maximm value is

2 2
_,,}\_I_Z___l_,_a.'_J_Z_J_[ZI:lZI .

4}\2 2\

And then

2
fo_foo F(/-1 t)e“)‘t e‘/:1~ tht

2
< (2 |FGAT ) 1dt)@@(%—).]

The foregoing considerations can, in a certain sense, be reversed.



—}..

37.11 THEOREM' Let y be an even, finite, absolutely continuous Borel

measure on the real line. Suppose that Vv X < 0, the function

/_Izt

/ e du(t)

has real zeros only —— then
du(t) = F(/~T t)dt
for some F € FO.

N.B. In this situation, F(/-1 t) is nonnegative, even, and admits the

decomposition
2m 2 2 £2 2
F(/~I t) =M" exp(-at” -6t T[ (1 + —lexp(- =),
3 a’ a.
j j

whereM>0,m=O,l,...,a.>0_,Z—lZ— o, o >0 and B real or o = 0 and
J i a.
J
B+ I+ >0.]
j a.
J J

[Note: The product is over a set of j which may be empty, finite, or infinite

= OO.]

and the condition B + X -—l— > 0 is considered to be satisfied if I
ja

a
] J

L_I Nl"‘

37.12 SUBLEMMA V X € R,

exp (- x4/2) .

\

(1 + xz)exp(- xz)

PROOF Vv = 0,

<

log(1 + y)

v
M
|
N

T C. Newman, Proc. Amen. Math. Soc. 61 (1976), pp. 245-251.



Therefore
-4
1l+vy 2 exply 2)
2
(1 + y)exp(- ) 2 exp(- 5.

Now takey=x2.

37.13 APPLICATION We have

2m

F(/-1 t) = Mt™" exp(~(a + T —l‘@)t4 - Btz).

] 2a.
] 34
Iet ¢ € Ll(- ©,») be real analytic, positive and even. Assume:

c
o(t) = O(exp(Alt|a - Bec|tl )) (|t] + «)
for positive constants A, a 21, B, C, ¢ = 1.

N.B. Therefore ¢ is of regular growth (cf. 35.14).

Given any real A, put

2
5, (2) = /7, o &1 e,

37.14 THEOREM If the zeros of 2, lie in the strip {z:|Im z| < A}, then the

2 2

zeros of E)\ (A > 0) are real provided A < )\ and simple provided A

5 5 < A (cf. 36.20).

37.15 ILEMMA There does not exist an F € F, such that &(t) = F(/-1 t).

0
PROOF For if this were the case, then

o(t) =M™ exp(-(a + £ et - 8% (cf. 37.13),
J Zat:.l



10.

SO

M exp(-(o + 1 ptt - ped)
j 2aj

= O(exp(Alt] - Bec|t|)).

Setting T = |t|, it thus follows that

log M + 2m log T - (a+2—%4-)T4—5T2—AT+BeCT
3 2aj

stays bounded as T + «, an absurdity.]

Supposing still that the zeros of Z. lie in the strip {z:|Im z| < A}, there

0

must exist a negative AO such that has a nonreal zero (otherwise, taking

*o

du(t) = d(t)dt in 37.11 forces ®(t) = F(/~I t) for some F € FO contradicting 37.15).

37.16 TEMMA V A < AO’ EA has a nonreal zero.

PROOF' In fact, if all the zeros of Z, were real, then all the zeros of E
0

would also be real (cf. 36.8).

Iet L be the set of A such that EA has a nonreal zero and let R be the set of

A such that all the zeros of EA are real —— then

Ay EL, A, ER=> A, <A

1 2 1 2°

Therefore the pair (L,R) defines a Dedekind cut and we shall denote its cut point

by A, hence

O’

> => )
A AO A€ R.

—



11.

N.B. A priori,

<

A2
5" (cf£. 37.14).

37.17 IEMMA

AO € R.

+ %-(n =1,2,...) = then EA - EA uniformly on compact

PROOF Put ) = A
n
n 0

0

subsets of C (the assumptions serve to ensure that the EA constitute a normal
n

family). But the zeros of Ek are real and a zero of EA is either a zero of
n 0

EA for all sufficiently large values of n or else is a limit point of the set
n

of zeros of the = And this means that the zeros of EA are real, i.e., AO € R.

xn 0

N.B. Therefore L consists of all ) such that ) < AO and R consists of all )

such that AO < A

37.18 THEOREM If A < AO’ then EA has a nonreal zero and if AO < A, then all

the zeros of Z, are real.

[This is a statement of recapitulation.]

37.19 THEOREM Suppose that Z, has a multiple real zero Xy then A < AO.

PROOF' Take x, = 0 and in 36.19, take f(z) = EA(Z) -— then for all § > 0 and

0

2
sufficiently small, e(SD EA(Z) has a nonreal zero. But

2 2 2
5D 5, (2) = QD D 5,(2)  (cf. 36.12)



12.

2
o (8-MD £,(z)  (cf. 36.16)

2. . (z)  (cf. 36.12),

A8
SO
A =8 < Ay=>1lim (A=§) < A, => X s A .
0 550 0 0
37.20 SCHOLIWM If X > AO’ then all the zeros of EA are real and simple.
37.21 APPLICATION If EO has a multiple real zero, then 0 < Ao.
[Note: If EO has a nonreal zero, then AO > 0.]
37.22 CRITERION Suppose that there exists a AO < AO with the property that
v € > 0, all but a finite number of zeros of Z, lie in the strip |Im z| < ¢ ~-
0
then V A € ]AO,AO[, By €% - S-L~-P.
[By definition,
2
Ant
5 (z) = /7 o(m)e 0 &L g,
Ao -0
Put
)\Otz
() = o(t)e '
so that
- o -1
g (2) = 2, pere’ T Zar

fw(z).



13.

Pass now to

2
© A=A )t" o
£ e = 12 e 0 o la,
a function in * - S - L - P {(cf. 36.33). But

2
At e/__l ztdt

£ (zix-)g) = J_ ®(t)e

EX(Z)']



§38. 1z, £, AND E

If z(s) is the Riemann zeta function and if

S
g =28 ¢ 2 rdye)

is the completed Riemann zeta function, then

E(s) = £(1-s).

38.1 NOTATION Put

[11

(z) = g(%—+ /=T z).

E(-z).

i

Then E is even, i.e., E(2)

38.2 LEMMA = is a real entire function of order 1 and of maximal type.

38.3 LEMMA The zeros of Z lie in the strip {z:|Im z| < %}.

[Note: Recall that ¢(s) is zero free on the lines Re s = 1, Re s = 0.]

38.4 IEMMA If p = o + V=1 B is a zero of &, then

p=a-vV-IB-p=-a-/18 -p=-a+ /I8

are also zeros of E.
38.5 LEMMA = has an infinity of zeros.

If py/0ys--. are the zeros of £ and if r_ = |pn|, and if

< eee r =»x
s () >,

then v ¢ > 0,



but

8

1.
1 "n

RS

[Note: Therefore the convergence exponent of the zeros of E is equal to 1.]
38.6 LEMMA gen = = 1 and

z/p

E(z) = 2(0) TT @ -2e .
n=1 fn
[Note: V p,
z, z/p z, =z/p 22
(1 - De - (1 + e = (1 -~ =).]
p ) 2
P
Therefore
Eez-L-P

38.7 DEFINITION The Riemann Hypothesis (RH) is the statement that all the

zeros of = are real.

38.8 LEMMA RH holds iff
E€L-P.
[Note: Since L - P is closed under differentiation, if the Riemann Hypothesis

obtains, then V n,

n
z(0) (5 =9 _zeL-7P]
dz

38.9 THEOREM = has an infinity of real zeros.
[There are a number of proofs of this result, one of which is delineated

below.]



38.10 NOTATION Put

o 2 ¢ 2
d(t) = ¥ (4ﬂ2n462 - 6'rrn2e2 )exp (- ﬂn2e2t).

=1

38.11 THEOREM = and ¢ are connected by the relation

5(z) = 17 a(wye’ T Hat.
38.12 RAPPEL The theta function is defined by
) "Tm2
6(z) = T e ™% (regz>0).
n = = 0

38.13 LEMMA ¢ and © are connected by the relation

t

2 L
1

5 (9;_2_ - %—‘) (eZ ) (eZt
dt

o(t) ).

38.14 ILEMMA ¢ is an even function of t:d(t) = &(~-t).

PROCF In the functional equation

1/2
&

X

take x = e2 , hence

™| o
1

2t)

I
o)
<D
o

e” B(e

38.15 ILEMMA ¢ is a positive function of t:¢(t) > 0.

[Note: In particular,

5(0) = /7 e(t)dt

2 fg’ o(t)dt > 0.]



38.16 ILEMMA We have

2|

o(t) = O(exp(g- It] - me tl)) as [t| > .

38.17 LEMMA ®(t) admits an analytic continuation into the strip [Im z| < T

and vn=0,1,2,...,

1im o™ (T o) = o.

™
t‘>-4—

[Note: & cannot be extended to an entire function.]

N.B. Therefore ¢ is real analytic.
38.18 REMARK The data above thus fits within the framework of §37, viz.
oS Ll(— «,0) is real analytic, positive and even, the growth constants being

,a=1,B=71, C=2, c= 1.

STV

A=

[Note: This theme is pursued in §39.]

Here is Polya's proof of 38.9. To begin with, Fourier inversion is clearly

possible, hence

_ 1 o
d(t) = = fO % (x)cos tx dx,
from which
n
<I>(2n) (t) = (_? fO E(x)xzr1 cos tx dx.
Write

2 4 il
cO+clt +c2t + .o (]E] <21_),

il

(/-1 t)



l

(2m)1 ¢ = (-1) 0y (20) gy = ga(x)xzn

To get a contradiction, suppose now that the sign of Z(x) is eventually constant,

say Z(x) > 0 for x > X == then

fg (X)X Xii £ (x)x°"dx - fﬁ |E(x)|x2n
> ) 22 sax - X0 1y |20 ax

X+l

>0 n>>0)

c >0 n>>0).
Therefore ®(2n)(/:I't) increases monotonically in t for n > > 0, whereas

s /Ty >0

for t ~ 0, t +§‘4- (cf. 38.17).

38.19 LEMMA If t > 0, then &'(t) < O.

[This is a brute force computation (see the Appendix to 8§42 for the "how to").]

38.20 LEMMA ¢ is a strictly decreasing function of £t on [0,»[.



39. THE de BRUIJN-NEWMAN CONSTANT

Take & and ¢ as in §38, hence

£z) = 1°_awe’ L Far  (cf. 38.11),

and ¢ meets the growth requirements per §37 (cf. 38.18). Since the zeros of E lie

in the strip {z:|mz| <3} (cf. 38.3),

2
_1_ A _ 1
A=s=>%5=5g-
Given a real )\, set
00 Atz V=1 zt
EA(Z) = f"_cO d(t)e e dt EO = H).

Then the zeros of EA(A > 0) are real provided %=s A and simple provided %—< A

{(cf. 37.14). Now introduce A, and recall: If ) < AO, then EA has a nonreal zero

0
and if Ao < ), then all the zeros of EK are real (cf. 37.18).
N.B. It is automatic that
1
AO < 7 -

39.1 DEFINITION A, is called the de Bruijn-Newman constant.

0

[Note: Some authorities reserve this term for 4AO.]
39.2 LEMMA RH holds iff AO < 0.

N.B. The Newman Conjecture is the statement that AO > 0, "a quantitative

version of the dictum that the Riemann Hypothesis, if true, is only barely so".



[Note: The Newman Conjecture would be resolved in the affirmative if =

had a multiple real zero (cf. 37.21).]

.1.

39.3 REMARK' It can be shown that

4hy > =1 . 14541 x 1071,

[Note: It is true but not obvious that A, < %—(cf. 39.10).]

0

39.4 IEMMA If f is an entire function order < 2, then the order of
2
&P £ (z)

2

AD f(z) are equal.

is < 2 (cf. 36.15) and, in fact, the orders of f(z) and e

39.5 APPLICATION EA is a real entire function of order 1.

[Thanks to 36.12,

2
= = oAD'
Hx(z) =e 5(z).

39.6 LEMMA E=

A is of maximal type.

PROCF If EA were of finite type, then Ek would be of exponential type but

this is ruled out by the Paley-Wiener theorem (cf. 22.7).

On genheral grounds, EX has an infinity of zeros but more is true: Ek has

an infinity of real zeros (argue as in 38.9).

T y. sacuter et al., Math. Compu. 80 (2011), pp. 2281-2287.



..l.

39.7 LFMMA' Take ) > 0 == then v ¢ > 0, all but a finite number of zeros

of E)\(z) lie in the strip |Im z| < ¢.

39.8 APPLICATION vV X > 0, all but a finite number of zeros of Z. are real

and simple (cf. 36.35).

39.9 LEMMA Suppose that 0 < ) < % -— then the zeros of lie in the strip

=)

{z:|Im 2| < A}

for some A, < (l - 2)\)]'/2.
A 4
1 1/2 .
PROOF Choose AO:O < >‘0 < ) and put AO = (—4— - 2)\0) . Since the zeros of
1 _>\0D2
EO (= E) are confined to the strip {z:|Im z| < 5} and since EA = e EO,

0

it follows from 36.5 (and subsequent camment) that the zeros of Z, are confined
0

2
to the strip {z:|mm z| < Ao} (the 2 there is (:—ZL-) here (f, = E5)). On the other

hand, the number of nonreal zeros of = is finite (cf. 39.8) and EA has an
0 0

infinity of real zeros. Observing now that

2 1
200 = 2g) < By =7 - 2)

0 0’

on the basis of 36.37, the zeros of

¥ H. Ki et al., Advances .in Math. 222 (2009), pp. 281-306.



= (AFA .~ )D2
_ 0 "0 -
= e ™

-0
w(kmAO)DZ —XODZ
= e e EO (cf. 36.16)
2
_ e»(k—XO)D :
Ao
lie in the strip
{z:|mm z| < Al
for some
1/2 1/2

2 1
Ay < By - 20-2) = F-2)

39.10 THEOREM The de Bruijn-Newman constant AO is < %—.

PROOF Fix A:0 < A < l-and then choose A

5 0 subject to

2
AX < 2%0 <

|_—I

-~ — 2,
hence

1_
2\ + ZXO <= A+ AO <

0|+

Now take in 36.22 f = Ek’ A = A, and conclude that the zeros of

A
2

e—KOD :

A
are real. But
2 2
e—AOD Lo e~AOD e“XDZ:
A 0
—(AHO)D2
=e = (cf. 36.16)



And this implies that

39.11 REMARK Consider 51/8 —— then its zeros are real and simple (cf. 37.20).

Per
G S
E7(2) = —x &,
dz
one has the analog of AO, call it A(g) (AO = A(g)).

N.B.

2
D @) =P ™ ).

—
Gl
—

39.12 THEOREM The sequence {A(n)} is decreasing and its limit is < 0.

PROCF By definition, A(n) is the infimum of the set of )\ such that E(?) has

real zeros only. But if E(Q) has real zeros only, then the same is true of

(n+1)

" A (n+1) <A (n)

s , hence . Next, v A > 0, Z, has at most a finite number of

A

nonreal zeros (cf. 39.3), thus 5, € x - L - P, so 3 nsE(g) isin L - P (cf. 11.9)
from which A(n) < A. Now send ) to 0 and conclude that

Lim A® <o,

n - «©



§40. TOTAL POSITIVITY

A sequence {cn:n > 0} (c0 z 0) of real numbers is said to be totally positive

if all the minors of all orders of the infinite lower triangular matrix

o 0 0 0 0 .o

cl c0 0 0 0 .
¢:

c2 cl c0 0 0 .

c3 c2 cl cO 0 .

are nonnegative.

[Note: Therefore the c, are nonnegative. ]

40.1 LEMVMA If for some n, c, = 0, then v k=1,2,..., cn = 0.

+k
PROOF The minor

“h o
= 7 Sk
“n+k %k
is nonmnegative. But y is > 0 and Crik is > 0, hence Chax = 0-
With the understanding that c, = 0 if n < 0, put
“n “h-1 “n-r+l
“nt+l “n Tt “n-r+2
D(n,r) = . . .
“ntr-1 “ntr-2 “n




Here n = 0,1,2,..., while r =

1,2,3,... .

40.2 EXAMPIE Take r = 1 — then

D(n,l) = c,-

40.3 EXAMPIE Take r = 2 - then

D(n,2)

In particular:

D(0,2)

D(n,3) =

In particular:

D(0,3) =

n n-1
cn+l cn
c 0 0
cq =

n n-1
cn+l cn
n+2 Cn+l
0
0 , D(1,3) =

n-2

n~1

1 0
€ <
€3 S




40.5 FEKETE CRITERION A seguence {cn:n > 0} (cy = 0) of nonnegative real

numbers is totally positive if
vn, vr, Dn,r) > 0.

40.6 THEOREM' Suppose that

[ee]

£(z) = ¥ cz
n=0 n

n

is a real entire function with £(0) > 0 - then the sequence CgrC1rCorese is

totally positive iff f has a representation of the form

£(z) = £(0)e** TT @ - XZ-—),

n=1 n
where a is real and 2 0, the Anare real and < 0 with X 7\1—-<°°.
n=1 "n
40.7 EXAMPLE Take f£(z) = e° — then th X, 1 i
. e £(z) = e~ -~ then esequencem,iT,z—!—,...ls totally

positive.

(l+z)n —- then the sequence (g) , (rll) , (rzl) yees 18

40.8 EXAMPLE Take £ (z)

totally positive.

40.9 RAPPEL (cf. 10.11) Iet £ Z 0 be a real entire function —- then

f € ent(}]—,01) iff £ has a representation of the form

£z) = 2 T -3,
n=1 n

T M. Aissen et al., Proc. Nat. Acad. Sci. U.S.A. 37 (1951), pp. 303-307.



where C # 0 is real, m is a nonnegative integer, a is real and = 0, the An are

[oe]

real and < 0 with X -EL < o,

n=1 "n
40.10 NOTATION Denote by

ent+(]“' OO[O])

the subset of ent(]- «,0]) (cf. 10.26) consisting of those f such that

£0e™ T @ -5
n=1 n

£f(z)

with £(0) > 0.

40.11 SCHOLIUM If

® n
b c Z
n=0

f(z)

is a real entire function with £(0) > 0, then the sequence CyrCqrCore=- is totally
positive iff

fe ent+(]"" er]) .

40.12 NOTATION Write

[o¢]

Q;[C i=l, j=l°

]

i-j
So, e.g.,

€11 = Co7 G2 = Or Cpuq T Cpr Cpp = Cpr Cp3 = 0 ete.

40.13 NOTATION Given a positive integer n, let

1< iy <iy <ere <

Jp <3<t <0y



be positive integers and let
t(il,iz,...,in | jl’j2"“’jn)
denote the n x n minor obtained from € by deleting all the rows and colums

except those labeled il'iz""’in and jl’j2”"’jn respectively.

40.14 TI-]EOREZM+ Iet
£ € ent, (1= =,0]).

Assume: a is equal to 0, the c, are greater than 0, and the product
T a-9
n=1 n
is infinite -- then the minor
e:(il,iz,...,in | jl,jz,...,jn)

is positive if jl < il’ j2 < i2,...,jn < in'

40.15 APPLICATION For n = 0,1,2,... and ¥ = 1,2,3,...,

D(n,r) C{n+l, nt2, ..., ntr I 1,2,...1),

so D(n,r) is positive.

40.16 EXAMPLE

D(n,2) =

n+l n

T S. Karlin, Total Positivity, Stanford University Press, 1968, pp. 427-432.



2

=c —
n cn—lcn+l

€(n+l, n+2 | 1,2) > 0.

[Note:

D(n,1) = ¢ = €(n+l|1l) > 0.]

40.17 LEMMA Suppose that

f(z) = % cnzn
n=0

is a real entire function with £(0) > 0 and V n, C, 2 0. Assume: f € L - P —— then

fe ent+(]— ©,0]).

40.18 EXAMPLE Take

1 n
—-—2'2.
n

e
Then

fe ent+(]~ ©,0]).
[The Jensen polynomials
2 k! k
—= 2

n
J (£;2) = £ () =
n —0 k ek2

associated with f have real zeros only, thus £f ¢ L - P (cf. 12.14).]



§41. CHANGE OF VARIABLE

Continuing the discussion initiated in 838, from the definitions

. FTZt
2Z) = /7 at)e at

Il

o t
2 fo d(t)cos z z—dt

4 fg ¢(2t)cos zt dt

1l

8 fg d(t)cos zt dt,
where, in a flagrant abuse of notation, the "new" &(t) is

() = = (27r2n4e9t - 3Wn2e5t)exp(— ﬂn2e4t).

n=1

Expand now the cosine and integrate term by term to get the representation

-1-,z
M(Z)——g'u(j)
o k
(-1) 2k
= L a=<—Db z7.
oo CRIT K
Here
by = f:; 2% (1) at.
41.1 NOTATION Put
F (z) = ¢ %_ﬁk
& k=0 (2K)1
and set
by



Accordingly,
@) = F, (- 22).

Therefore if Z, is a zero of l(z), then - 2(2) is a zero of FC (z).

41.2 LEMMA FC is a real entire function of order %»and of maximal type.

41.3 IFMMA V k = O, Ck is positive (cf. 38.15).

N.B. In particular:

FE(O) = C0 > 0.

41.4 SCHOLIUM RH is equivalent to the statement that all the zeros of FC are

real and negative.

41.5 SCHOLIUM RH is equivalent to the statement that

41.6 THEOREM If RH obtains, then

vn, v, Dn,r) > 0.
PROCF In fact,
RH => FC € ent+(]w «,0]).
But if
F_¢ ent+(]m «©,0]),

[
then

o 4
Ta-9

F_(z) = F_(0)
e & n=1 n



and, as there is no exponential term, in view of 40.15,

vn Vr, D(n,r) > 0.

41.7 THEOREM If
¥vn, vVr, Din,r) > 0,
then RH obtains.
PROOF The assumption implies that the sequence CO’Cl’CZ" .. is totally
positive {cf. 40.5), hence

FE € ent_l_(]- ©,0]) (cf. 40.11),

from which RH.

41.8 SCHOLIUM RH is equivalent to the statement that

Vn,vr, D(n,r) > 0.

N.B. Trivially,

D(n,l) = Cn > 0.



§42.

D(n,2)

Here it will be shown that D(n,2) is positive (cf. 41.8).

N.B. We have
C0 0
2
D(OIZ) = = CO > 0,
Cl C0
so it can be assumed that n > 1.
42.1 LEMMA+ vt>a0,
a o' (t)
T <0
42.2 THEOREM vV n = 1,
2 1
C, - (L+2C 1C .4 0.
PROOF Write
2 1
Cn - 1+ 1_'1—) Ca-1%n41
2
- bn _n+l 1 1 b b
(2n!)2 n (2n-2)! (2n+2)! "n-1"n+l
1 2 ntl (2n)! (2n)!
= b- - - b b )
(2n!)2 n n (2n-2)! (2n+2)! "n-1n+l
_ 1 2 _n+l 2n(2n-1) 1
(2n')2 ('bn " n 1 2 (n+l) (2n+1) bn—~lbn+l)

T 6. Csordas and R. Varga, Constr. Approx. 4 (1988), pp. 175-198.



l 2 2n-1 |
T 2ntl Dn—lbn) :

_ 2 _ 2n-1
An_ bn 2n+1 "n-1"n

and then make the claim that An > 0. First

_ @ 2n
bn = fO tT7o(t)dt
=>
1 2n+l '
bn = = 50T fO o' (t)dt.
Therefore
/ : / :; u?%2M () ¢ (v) (v -u )

(fv a ' (t)

u ~ ac (t<I>(t) oy ) dt) dudv

_ ® ® . 2n-12n-1, 2 2
—fofou v (v©=u")

Ve (W)®' (u) - ud(u)?' (v))dudv

- _ _ o _2nt+2
= - (2n Dbn—l fO v o (v)dv

+ (2n+)b_ f‘g v (v)dv

o 2n
+ (2n+l)bn fO u o (u)du

2n+2

- (n-1)b__, ¢ (u)du



- (2n- l)b

2
l '+l + (2n+l)br1

2
+ (2n+]_)bn - (2n-1) bn-lbn 41

2
2(20+1)b - 2(20-1)b ;b

2 2(2n-1)
2(2n+l) (b - 2 (2n+1) b1 n+l)

= 2(2n+l) An.
But v t > 0,
d o' (t)
-3 (tcb(t) } > 0 (cf. 41.9).
Consequently,
2 2., d ' ()
v - () - ¢ (t@(t) ——v—) dt) dudv

is nomnegative for all 0 < u, v < », hence An is > 0, as claimed.

42.13 APPLICATION V n > 1,

2 1
n z (L + n) Cn l n+l Cn—lcn+l
=>
2
Cn > Cn~lcn+l
=>
Cn Cn——l
D(n,2) =
Cn+l cn
= C2 ~C > 0.

n n—lcn+l



42.14 REMARK Put

r =™ (0) (=>c = EE%
n z n!’”
Then
2
Tn n—an+l = 0.
I.e.

(n-1)

M) 1y 2
(F; (0)) F.

(O)Fén+l)(0) > 0.
Take now n = 1 and, in the notation of 13.6, ask: Is it true that for ALL real t,
— 1 2 - e )
L (F) (8) = (FL(£)° - F(O)F' (£) > 03

The answer is unknown (although the inequality does hold in a finite interval con-
taining the origin...).
[Note: If V t,

Ll(FC) (t)y >0,

then it would follow that all the real zeros of FC are simple.]

There is another proof of the positivity of D(n,2) that is based on a different

set of ideas, these being important for their associated methodology.

42.5 LTEMA V t > O,

o(t) o' (t)

o' (t) o' (t)



PROOF Owing to 42.1, v t > 0,

a
dt

o' (t)
Ty <0

which, when written out, is equivalent to the inequality
E((@' (£)7 = a(0)8' ' (B) + () o' (1)

>0

or still,

£ (€))% - B(E)0' ' (£)) > — B(t)d' (L) .

But ¢(t) is positive (cf. 38.15) and ®'(t) is negative (cf. 38.19).

- o(t)o'(t) > 0

@' (£))2 = 3(£) 3" (t)

o (t) o' (t)

®' (t) o' (t)
[Note:

d2

< log (t)
dt

-4 &

~ dt ‘o)

_ oo () - (' (1)?
o ()2

Therefore



N.B. It is to be emphasized that it is possible to give a proof of 42.5
which is independent of 42.1 (see the Appendix to this §).]

[Note: It is shown there that the inequality persists to t = 0 (or directly:

(0" (£))2 - a(r) o' (1))
=0

= 0% - 3(0)2'' (0) > 0,
®(0) being positive and ¢''(0) being negative.]
42.6 SUBLEMVA Let £, (t), f,(t), g,(t), g,(t) be continuous and absolutely

integrable on [0,«[. Assume: fi(t)gj (t) (1 <1i, jJ <2) and fl(t)fz(t)gl(t)gz(t)

are also absolutely integrable on [0, -— then

f(g £, (t)g; (B)dt f;’ £, (£)g,(t)dt
det
B Iy £5(t)g; (Bat Iy £5(0)g, ()dt B
TEHM@ f® T Tg @ g )
=[f 0<u<y<oo det - det dudv.
£, £ B g, ) g,(v)

42.7 NOTATION Given nonempty subsets X and Y of R and a real valued function
fonXxY, put
) £(,vy)  £(x,7)
f = det



Put

t-1
o (v, t) =\'1;(T:)’ (v >0, t>0).

42.8 IFMA VY t >0, Vs > 0,

o, t+8) = [ ¢(u,t) ¢ (v-u,s)du.
0

PROOF Start with the RHS:

t-1 s~-1
v u (v=u)
oty Ty ™
= T%ET' Téé) fg u" (v-u) S Yau

1 1 tts—~
TR T v lB(t,s)

1 1 vj:+s—l I'(€)T (s)

TE) T(s) T(c+s)
Vt+s—l
= _I‘-_(i—:—-lfs—) = ¢(V,t+S) .
Put
AE) = f‘; dE) o (v,t)dv (£ > 0).

A(2n+1)

f‘g o (v) ¢ (v, 2n+1)dv



2n+1-1

o v
Ty °0) T

dv

- v2n
Jo 00 ooy

1l

1

b
B c

n —
f @(v)v Nav = T = S

42.9 ITEMA V t > 0, V

0]

>0,

A(s,t)

1

A(s+t) = f‘(’; o) b (v,s+t)dv

= fg ¢(u,s)(f§ d (utv) ¢ (v, t)dv)du.

PROOF In the double integral, let

il

B

Yy =u+ v.

Then the Jacobian equals 1, so there is no J(x,y) factor and since u and v are
nonnegative, if x is varied first, it goes from 0 to y. This said, upon inverting,

thus

‘_' u=x

vV =y~ X,

—

we arrive at

@;0@;0¢m@m@w9U®Wwa

or still,

fomp ¥ g 002,8) 6 (yex, ) ax)dy
or still,

fy_o 2(y)¢(y,stt)dy  (cf. 42.8)



or still,

fg (V) ¢ (v,s+t)av.

42.lOIH4DdAIfO<vl<v2 andif0<tl<t2, then
Vi V2
¢ > 0
_ tl t2 B
PROCF In fact,
Ot dvty)
det
O(vyity)  BUyty)

1l

Y € € k=

V1 2. N V2
VI V) ~ vl(E) v,T(E

1)

1 1
T (tl) T (t2) ViV, Vivy

_ 1 €L £yt th—l+t2—tlvtl—l
TENT(E) [_ 71 72 1 2
t,-1 t,-2
1T 1T~
1Y 2
TENT(E) |_ 2 V1 _

> 0.



10.

42.11 SUBLEMMA Iet I be an open interval (bounded or unbounded). Suppose
that f is twice continuously differentiable on I and
d2
—= f(t) <0 (teD.

at?

Then for any four points a,b,c,d in I with a < c < d < b,

flc) - f(a) , £(b) - £(d)
c-a b-d :

PROOF By the mean value theorem,

f(cé - i(a) =f'(x) (3 x € lach
B - T@ - s 3yeldnD.

But the assumption on f implies that f' is strictly decreasing on I, hence

x<y=>f'(x) > f'(y).

[Note: If ¢ -a=Db-d, then

fc) + £(@) > £(a) + £(b).]

N.B. In the applications (as below), it can happen that during the course of

a "labeling procedure”, one has "c = 4", so

f(C(): - g(a) =f'(x) (3 x € la,cl)
B -1 - t1(y) @ yelenDn,

thus if ¢ - a = b - ¢, then

f(c) + £(c) > f(a) + £(b).]



11.

Put

RK(u,v) = ¢(utv) (u >0, v > 0).

42.12 IFMMA Tf 0 < u

'Lll U.2
K
Vi V2

PROCF In 42.11, take

1 <Y and if 0 < Vi < Vo then

f(t) = log &(t) (cf. 42.5).

Define a,b,c,d as follows:

a =

Therefore

Oy + vy b= u, + Vyr © =1, + vy d= uy + V,.

2

a<c<b,a<d<b,andc-a=Db-4d.

Now, while the setup in 42.11 called for c
be interchanged and the possibility that c
sequently,
log @(c) + log @(d)
=>

o (c)o(d)

<

i

d, if d < ¢, then their roles can

d is not excluded (cf. supra).

log ¢(a) + log ®(b)

d(a) o (b)

@(u2+vl)®(ul+v2) > @(u1+vl)®(u2+V2)

or still,

@vaﬂwawﬁ '®mfwﬂ®“h“ﬁ)<0'

Con-—



And
b1 )
K
V1 Va
= det
< 0.

K(ul,vl)

0] (ul+vl)

0] (u2+vl)

12.

K(u

2"’1)

o} (ul+v2)

0] (u2+V2)

K(ul,vz)

K (u2 ,v2)

L(u,t) = fcg RK(u,v) ¢ (v,t)dv.

42,13 IFMMA If 0 < 1, < U

1

PROCF Using 42.6, write

2

)

and if 0 < t

1

< t2, then



=[S

O<ukv<eo K
u

13.

dudv.

In this connection, it is necessary to Observe that

- <T>(u,tl)
det
B ¢ (u,t,)
T outy)
= det
B o (v,ty)
=¢
But
_ o
K
_u
and
T u
¢
t

(v, t

¢ (v, t,)

¢la,ty)

bV, t,)

<0

>0

l)-—

(cf. 42.12)

(cf. 42.10).
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Therefore

Using the notation of 42.9, we have

A(s,t) = A(s+t)

f‘g o (u,s) (fg & (utv) b (v, t) dv) du

Iy $@,s) (/g K(w,v)¢(v,t)dv)du

f‘(’;’ ¢ (u,s)L(u,t)du.

42.14LEMMAIf0<Sl<82andif0<tl<t2,then
Sy s,
A < 0.
3 tl t2 B
PROOF Appealing once again to 42.6, write
S S
A
Tu v Tu
= ff0<u<v<oo ¢ L
51 8 Y

and then apply 42.10 and 42.13.

dudv



15.

42.15 SCHOLIUM If 0 < s, < s, and if 0 < t < t,, then

1 2 1
A(sl+tl) A(sl+t2)
< 0.
)\ (52+tl) >\ (Sz+t2)
Consider now the determinant
Qn—l Cn
nh=21),
Cn Cn+l
hence
Cn«l = A(2n-1), Cn = A (2n+l), Cn+l = A (2n+3) .

In 42.15, let

1 1 2 2
Then
sl+t1 = 2n-]1, Sl+t2 = 2n+l, sz+tl = 2n+l, 52+t2 = 2n+3.
Therefore
A (2n-1) A (2n+1)
< 0.
A (2n+1) A (2n+3)
I.e.
Cn-—l Cn
<0
C C



l6.

or still,

or still,

_ 2
D(n,2) = < C

n+l > 0.

Cn—l

42.16 REMARK The condition

2
Cn - Cn—lcn+l >0
is weaker than the condition

2 1
Cn - (1 +3cC

n n—lcn+l =0

and this is because less was used in its derivation (viz. 42.5 as opposed to 42.1).
A similar but more complicated analysis serves to establish that D(n,3) is

positive (for this and additional information, see Nuttall+) .

APPENDIX
THEOREM V t > 0,

(@' (£))2 = o(t)0"" (£) > 0.

We shall proceed via a list of lemmas.

T arxiv:1111.1128 [math. NT]; also Constr. Approx. 38 (2013), pp. 193-212.
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Write
o(t) = =
n=1 an(t)’
where
an(t) = (27r2n4e9t - 3ﬂn2e5t)exp(— ﬂn2e4t),
and put
a(t) =a,(t), ¥(t) = I a (t),
n=2

thus

d(t) = a(t) + Y(t)
and so

(@' (£))2 - o) (t)

= (a'(t) + ¥ (t))2 —- (a(t) + ¥(£)) (@' (t) + ¥''(t))

= V(t) +UE) + (¥ ()2,
Here, by definition,
V() = @)% - a)a' (t)

and

U(t) = 2a' (B)Y'(t) —a'" (B)¥(t) - o(®)¥'" (v).

NOTATTION ILet

y = we4t(t 20) =y =T,

IEMA 1 VvVt =0,

0 < ¥(t) < 64ety2e”4y.



PROCF

[oe)

z
=2

0 < ¥(t)

Il

t

IA

2e

And

z y2n4e

n=3

2

IA

A

<

Therefore

IA

¥(t)

il

6de vy e

IPMA 2 YVt =20,

W' (e) | < 565ety e

PROOF

[o0]

lvr ey | = | m? (87

n=2

26 (16y%e™ Y + 1

18.

(212027 _ 3m2e%) exp (= et

T n4Tr2e8texp (- 11'1’1264t)

n=2

2
y2n4e—n y) .

n=1

2
/s yzxq'e"yX ax

2
/s y2x5e“JCX dx

%-e—4y(l + 4y + 8y

l6y2e—4y.

2

2et(16y2e_4y + 16y e_4y)

t 2 -4y

3 ~4dy

2 4t

2n4e8t - 30m- e

+ 15)exp (5t -

2 4t
e

)|
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or still, if x = et,

v (&) | = 87r3x5| r n®ed - 152 x* 4 lg 7 exp (- m2xh) |.
=2 4dmn 8T n
To examine | & ...|, first pull out x5
=2
X8| 5 n6(l _ 15 —1—+ 15 —}-)exp(- m2x4)|
- 2 4 24 8
n=2 4~ x 8t n x
and consider
_ 15 L+ 15 1
2 4 24 87
4dm” x 8mn” x

which we claim is strictly trapped between -1 and 0.

15+ 21 g
2 4
2~ X




Accordingly, if

then

6 15 1 1 2.4
|2 2%0 - 225 5+ 2 Pe- mx |
n=2 4tn” X 8mn” x

[ee]

=]z @+ C, ,)exp(= Trn2x4)i

n=2



21.

< X n6|l + C, qlexe(- m%x’)
n=2 !

[ee]

<z n6exp(— ﬂn2x4)

n=2
=>
13/4 o 2
8 6 -n 4
lv' () | <—X]7—4— T net?¥ (y =1mx = m).
T n=2
aAnd
oo 2 2
v n6e_n Y < 64eully + f; s6e_-S Yas
n=2
cote™ 1 T (@S 4 5 a2
© 2y772 Y 7 &Y
15, 172 156 o U
+ == (4y) + / du) .
But—1'—< 1 for u = 4y = 4w, hence
va
eLly IZ € _du < 1,
Y A
so
2
z n6e-'n Y
n=2
is bounded above by
~ty 1 5 15 15
64e (1+-4-§+ 5 + 5 + 7/2) (y 2 m.

32y°  256y° 1024y



22.

The expression in parentheses is strictly decreasing, thus is majorized by its

value at y = 7 and it follows that

oo 2
5 0% ™Y ¢ g (1 + ==

n:

13
407

Therefore

gy 1374
173

¥ () | < (64 (1 + i%%))

512(1 + 7o) Texp (13t - amet)

565 exp (13t — 4me’t)

N

3 4y

565ety e

ILEMMA 3 VY t >0,

vt ey | < (1.031)285 %Y,

PROOF Let

p(x) = 32x° - 224x° + 330x - 75.

Then p(x) has three distinct positive roots

0 < X <Xy <Xy = 5.049720... .

Therefore

X > x, = p(x) > 0.

On the other hand,

X > Xy => 0 < p(x) < 32x3.
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These points made, from the definitions

o0

p mzp(m2e4t)e}cp(5t - m2e4t) .

n=2

\yll(t)

But

2 At

™M e 4t > x

\%

[¥rr(e)| <32 ¢ m? (m2ett) 3 exp (5t - m2e*t)

n=2

o 8

3ol y __n
2 4t

n=2 exp(m-e ")

o 8
ordel’t ¢ B

n=2 exp (nzy)

21T4el7t 5 1

n=2 exp(n"y - 8log n)

Tr4(_:.17t 5 1 _
n=2 K(y)

IA

32

Il

1T4el7t 1

32
K(y) (1 -

S
K(y)
if

2y
R(y) =S¢

as then

nzy - 8log n > n log K(y).
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8 -4y

1 2°e
K20 - i) 2

A
[
(o))

g

v

2

And

leaving

< (1.031)2%7%Y .,
Finally

417t _ t 4 16t
m e =e e

t 4
=evy.

IEMA 4 V t =0,

203
0 < Cb(t) < ?—0-'2' a(t).

PROCF

4t

Y(t) < 64nlexp (9t — dreT)

1
207 2(t)

AN

o(t) = a(t) + ¥(t)
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<alt) + -2%_5 a(t)

203
= -—2—0—2— a(t) .

NOTATION Put
_ eZte_2YY3.

E(y)

IEMMA 5 V t > 0,

V() > 25662 Yy = 256m(y).

PROCFE

4t 8t

V(t) = léexp(~ 2me”™~ + l4t)ﬂ3(l5 - 12ﬁ64t + 4ﬂ2e )

Jlat -2y 3

= 16 (15 - 12y + 4y)

Zte—Zyy3

-~ 16e (15 - 12y + 4y°).

But

15—12y+4y2=4(y-%)2+6

is an increasing function of y > 7, so

ay -2 16> 4(m-%+6
2 )
> 16.

Therefore

Zte—2yy3

v({t) = 256e = 256E(y).
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NOTATION Write
alt) = e e yy(2y—3)

a'(t) = - ete_yy(lS - 30y + 8y2)

a'' (t) = efe Yy(- 75 + 330y - 224y + 32y°).

IEMMA 6 V t 2 0,

U | < 56,424E(y)e Yy,

PROOF Start from the inequality

lu)] < [2a' ()¢ (1) ]| + 2" ()Y @) | + [o) o' " (v) |
and estimate separately each of the three summands.
)

|2a" (£) ¥* (£) |

< |2(- ete—yy(l 3 4yl

]565e voe

< E(YAY),

where

Aly) = 1,130e 7Y (15y + 30y% + 8y°).

la'' (£) ¥ (t) |

< |efe ¥y (- 75 + 330y - |esetye

< EWY)B(Y),
where

B(y) = 64e Y (75 + 330y + 224y° + 32y°).
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[ ]
|o(E) ' () |
< 5oz e Vyay3) | - | aosn2 ety

< E(y)C(y),

where

Cly) = 8,562 Y (29° + 3y7).

Combining these estimates then gives

lU(t) | < E(y) (Aly) + B(y) + C(¥))

B(y)2e Y (2,400 + 19,035y

7Y

+ 36,961y° + 14,206y°)

E(y)2e”Y (14,206y°)

IN

2,400 + 19,035y + 36,96ly2 + 14,206y°

14,206y°

B (y)2¢ Y (14,206y°) (1.97)

IN

56,424E (y)e Yy>,

IA

Recall now the statement of the theorem: Vv t 2 0,

(@' ()2 - a(t)o'" (£) > O.

Proof: In fact,

V(t) + U(t)

v

V(t) - |Ut)]

256E(y) - 56,424E(y)e Yy

\
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> E(y) (256 - 56,424 "1

> 1148 (y) > O.



§43. POSITIVE QUADRATIC FORMS

Iet p Z 0 be a real polynomial of degree n > 1:

L)
p(z) = aO+a]z+ +a z (a0:¢0).
Let zl,...,z be its zeros and put

_ _k
So—n, Sk—-zl+z

' i _ S
Zg(z(?) = X Skzk—SO+—l-+ see .
k=0
In addition,
m
L a

—ksm—k = (n-m) e

k=0 ™ -

if m < n but vanishes if m = n.

43.2 BORCHARDT-HERMITE CRITERION The zeros of p are real iff the determinants

So Sp ot Sg-1
6= | s S, -+ 8 k =1,2,...,n)
Sg-1 Sg oo Sok-2

are nonnegative. Moreover, the number of distinct zeros of p is equal to the index

k of the last Ak # 0 in the above sequence.

[Note: Spelled out

1=5y 7 by = peen o]



N.B. If Ak+l = 0, then Ak+2 = ... = An = 0.

43.3 EXAMPIE Take n = 2 and consider p(z) = 22 -1~--thens, = 2,

0
2 2
Sl=l+(—l)=0, Sz=l + (-1)” = 2, hence
2 0
A2 = = 4,
0 2
43.4 EXAMPIE Take n = 2 and consider p(z) = 22 + 1 -—then s, =2,

0

S, =T+ (-/D =0,5,= (/D% + (- /< D%=1-1= -2, hence
2 0
A = = 4.
0 -2

(z-1)% == then s, = 2, 5, =1+1,

43.5 EXAMPIE Take n = 2 and consider p(z)

82 = 12 + 12 = 2, hence

43.6 RAPPEL Let A = [aij] be a real symmetric matrix of degree n -- then the

quadratic form A associated with A is the function of n real variables Xyreee X,
defined by

n n

A(X) = ¥ I a,.X.X..
ki =1 =1 1371



e A is positive if V x # 0,
A(x) > 0.

FACT A is positive iff all successive principal minors of A are positive, i.e.,

all alz all e o o a]n
all>0, > 0p0ee; | teeeecncens > 0.
a1 % 41 %m

43.7 SCHOLIUM The zeros of p are real and simple iff the quadratic form

n-1
X Si+.xix.
ij=0 3]
is positive.
Put
1
Sk=_~1—{—+—lf+.“+%<— k=1,2,...}).
pA Z Z
1 2 n

43.8 LEMMA There is an expansion

1]
I <2 R < T

p(z) 1 2 3

N.B. This is the point of departure for the ensuing extension of the theory.
[Note: By way of reconciliation, observe that

plz) _ A Z
2l = (l-2) eee (1 -2
0 21 Zn

-S.Z2 n a/z
1™ Z k
=@ H (1 - e ’
k=1 Zx



so the "b" below is, in fact, - sl.]

Iet £ Z 0 be a transcendental real entire function with an infinity of zeros

such that £(0) = O:

£(z)

1l
™
Q

)
N

= 5 Bz (Yn=f(n)(0)).

Assume further that £ € L - P —- then in view of 10.19, f has a representation

of the form
2 o z/\
£ (2) = ceB? +bz -ﬂ— (1 ———>\Z—)e n'
n=1 n
where C # 0 is real, a is real and < 0, b is real, the >‘n are real with I —]Lz- < oo,
n=l A
n

Consider now the expansion

f'(z) _ _ o 11
) 2az b+§ (_—_——A—z )\)
n= n n
==-Db=-2az+ I (—27+53-+~--)
n=1 A A
n n
=35, + s +sz2+---
I T G '
thus
s-*bs—2a+;j> L
= Db, = - =
1 2 n=l A
n
and
_ .1
s, = Z-E(kz3).
i n=.l)\n



43.9 THEOREM V r > 0, the quadratic form

r

L 8, ,., XX,
i,3=0 2+i+371
is positive.

PROOF Inserting the data, consider

Xixj
-2+ I ( z —)
n=1 i,3=0 32+
n
or still,
o X X
—2ax2+ z ! (% +—l+ +—£)2,
0 =l >\2 0 A N
n n
an expression in which each term is manifestly nonnegative. Suppose that 3
x(O), x(o), ceny x(o) such that
0 1 r
r
(0)_, (0)
L s X, .7 = 0.
i,5=0 2+k+371 79
let

Pr(x) = xéo) + x](_o)x + ece + xéo)xr.

Then

1, . -
pr(—&-)—o (n=1,2,...).

But the number of distinct Xl— is infinite implying, therefore, that Pr = 0, hence
n
Xé0)= 0, X(0) =0 (0)

1 ""'Xr = 0.



43.10 SCHOLIUM if £ Z 0 is a transcendental real entire function with an

infinity of zeros such that £(0) 2 0 and if £ € L - P, then the determinants

s, S, .. Sor
Dr = S, Sy .. So4rsl (r = 0)
So4r Sotr+l 7 Soyrar
are positive.
43.11 EXAMPIE Take r = 0 -- then
D,=s, =~ 2a + ; £L-> 0
0 2 -1 XZ :
n n
[Note: Assume that Cy = 1 -~ then from the theory
- 2a = c2 - 2c, - I 1
1 2 2
n=1 X\
n
or still,
-2a+ I jL-= c2 - 2c
-1 >\2 1 2
=LAy
or still,
S, = 02 - 2c (cE. 43.13).]
2 1 2 * ‘ -
43.12 EXAMPLE Take r = 1 — then
52 53
Dl = > 0.
53 Sa



43.13 LEMMA We have

COSl + cl =0

c052 + clsl + 2c2 =0

COS3 + cls2 + czsl + 3c3 =0

CchS, + C

0S4 + c,8, + C,.8 +4c4=0

153 TGSy T G35y

43.14 APPLICATION Suppose that CO is positive and f is even —- then cy = 0,
Cy = 0,... and sy = 0, Sy = 0, ... . Therefore
2c2
Sz=-'é_>0 (=>c2<0)
0
while
2c
COS4 + C2 (" —Ea-) + 4C4 =0
=>
202 c2
CAS =———2——4a =>—£—2c >0
074 Sy 4 N 4 )

f(z)

i
B
a3

i

|~
111

Then I is even and under RH, [l € L - P, thus the positivity of the D. (r = 0)



provides a countable set of necessary conditions for its validity. To illustrate,

in the case at hand

= = - _ = -1
c0 = bO’ cl 0, c2 = 51 bl’ c3 =0, c4 = ZT'bZ'
Accordingly,
02
2 1, 1. .2 2
N N T U7 o
0 0
2
_1% o1
T 4D 12 72
0
_1 .2 1
4b0 (bl §-b0b2)'
And
2 1
by = 3 ByP,

3. 588 449 148... > 0.

It

The central conclusion thus far is 43.9: If f € L - P, then Vr = 0, the

quadratic form

r
Sh s, XX
i,3=0 2414+5717

is positive. But this can be turned around.

.i-

43.16 THEOREM  Suppose that

2 0 z/z
£(z) = Ceaz +b 11— (L - éi)e n
n=1 n

T J. Grommer, J. Reine Angew. Math, 144 (1914), pp. 114-166; see also

N. Kritikos, Math. Annalen 81 (1920), pp. 97-118.



isinA-L - P (cf. 10.31). Assume: V r > 0, the quadratic form

r
L S, ., X.X.
i,3=0 2+1i+3717

is positive -=— then £ € L - P.

Since
mel1-1L-7,

one approach to RH is potentially through 43.16.



§44. ONE EQUIVALENCE

There are a number of statements which are equivalent to the Riemann Hypothesis.

What follows is one of them (of a semi-trivial nature...).

Per §41,
o k
_ (-1) k
where
b = Iy Xomar  (k=0,1,...).

In particular:

-~ oo 2
by = [y elt)dt, by = fi £°0(t)at.
Let 0 < Xy S Xy S . be the positive real zeros of .
Let S = {p} be the set of nonreal zeros of Il whose imaginary part is positive:
p=a+v/-18 (0<B<1).

[Note: A sum over the empty set is 0 and a product over the empty set is 1.]

44.1 ILEMMA
o 2 52
i(z) =W(0) TT -9 T @ -%).
n=1 n p&S p
44.2 LEMMA
d W'(z), _ _ 1 1

n=1 (z—-xn) (z+xn) 2



- (i 1y,

PES (z-p) 2 (z+p) 2

Now evaluate the left hand side of 44.2 at z = 0:

d M (z) =
& WMEy ) |z=0 = (HI) ©

_ I(O)I' ' (0) - I (0)2

I (0) 2
_ ' (0)
(0)
And
bO = [I(0)
— I
B bl = ~-T1''(0).
[Note: M'(0) = 0 (Il being even).]
On the other hand, the right hand side of 44.2 evaluated at z = 0 is
-2 3 xi S
n=1 pPES p
And

1 1
p2 Ol.2-62 + 2/-1 aB

_ ocz 2 _ 2/-1 oB
(0L2 62)2 + 4@262

o>-p% - 2/“ ocB
oc4+2oc R™ + B




[Note: Working instead with — p = - o + V=1 B leads to

az—Bz + 2/-1 aB
r
FoZe? 4

hence when summed the imaginary parts cancel out.]

Therefore
bl _ ;o _l__+ ; ocz—Bz
2b0 n=1 xﬁ pES u4+2a282 + 64
N.B. V p € S:
1< |a|
=> az-Bz > 0.
0 <B<1
44.3 THEOREM RH holds iff
1 _P1
=1 x> P
n

[The point is that if S is not empty, then v p € S, a2—82 > 0.]
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