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§1. ABSOLUTE VALUES 

1: DEFINITION Iet F be a field -- then an absolute value (a .k. a. a 

valuation of order 1) is a function 

I· I :F + R~o 

satisfy:ing the following conditions. 

AV-1 I a I = 0 <=> a = 0. 

AV-2 lab!= !al lb!. 
AV-3 3M > 0: 

la+ bl ~ M sup( laj, lbl). 

3: DEFINITION The trivial absolute value is defined by the rule 

lal = 1 v a ;t O. 

4: LE:MMt\ If I · I is an absolute value, then 

n 
5: APPLICATICl.\J If a = 1, then 

Ian! = lain= Ill = 1 

=> lal = 1. 

6: RAPPEL Iet G be a cyclic group of order r < 00 -- then the order of any 

subgroup of G is a divisor of r and if nlr, then G possesses one and only one 
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subgroup of order n (and this subgroup is cyclic) • 

7: RAPPEL Iet G be a cyclic group of order r < oo - then the order of 

x E G is, by definition, #<x>, the latter being the smallest positive integer n 

n such that x = 1. 

8: SCHOLIUM Every absolute value on a finite field F is trivial. - q 

[In fact, Fx is cyclic of order q - l.] 
q 

9: DEFINITIOO ~absolute values I· 11 , 1-12 on a field Fare equivalent 

if 3 r > 0: 

[Note: Equivalence is an equivalence relation.] 

10: N.B. If I· I is an absolute value, then so is I· Ir (r > 0), the M 

per I · I being r:E per I · Ir. 

11: LEM-m. Every absolute value is equivalent to one with M ~ 2. 

PRJOF Assume fran the beginning that M > 2, hence 

~ ~ 2 (r > 0) 

if 

rlogM~log2 

or still, if 

log 2 
r ~log M (< 1). 
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12: DEFINITION An absolute value I . I satisfies the triangle inequality if 

la+ bj s lal + lbl. 

13: LEMMA Suppose given a function I· I :F -+ R~0 satisfying AV-1 and AV-2 --

then AV-3 holds with M s 2 iff the triangle inequality obtains. 

PIIDF Obviously, if 

la+ bl s lal + lbl, 
then 

I a + b I s 2 sup ( I a I , I b I ) • 
In the other direction, by induction on m, 

. hoo ~ ~-1 . . ~ Next, given n c se m: L. ~ n > L. , so upon insertmg L. -n zero sumnands, 

n zn-1 

IE ~I sMsupCl 2: ~I, 
k=l k=l 

zn-1 zn-1 + zn-1 

s 2 supCI L: ~I, IE akl> 
k.=1 k=zn-1 + 1 

m-1 I I m-1 I I s 2 sup(2 sup ~ , 2 sup ~ ) 
kszu-1 k>zn-1 

s 2·n sup 
lsksn 



I.e.: 

In particular: 

Finally, 

4. 

n n 
I L: C\: I s 2n sup I~ I s 2n l: I '1c I · 
k=l lsksn k=l 

=> 

n 
I E ll = lnl s 2n. 
k=l 

n 
= I E (~} a~n-kl 

k=O 

n 
= 2 (n+l} E I(~} I la~n-kl (AV-2} 

k=O 

= 4 (n+ 1) ( I a I + I b I } n 

+ ( I a I + I b I } (n + 00} • 
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14: SCHOLIUM Every absolute value is equivalent to one that satisfies 

the triangle inequality. 

15: DEFINITION A place of F is an equivalence class of nontrivial absolute 

values. 

Accordingly, every place admits a representative for which the triangle 

inequality is in force. 

16: DEFINITICN An absolute value I· I is non-archimedean if it satisfies 

the ultrametric inequality: 

I a + b I s sup ( I a I , I b I ) (so M = 1) • 

17: N.B. A non-archimedean absolute value satisfies the triangle in-

equality. 

18: LEMMA SUPPJse that l·I is non-archimedecin and let lbl < lal -- then 

la+ bl = la!· 

PRCXJF 

I a I = I (a + b) - b I ::; sup (I a + b I , I b I) 

= la+ bl 

since la! ~ lbl is untenable. Meanwhile, 

la+ bl '.5 sup( la I, !bl) = lal · 

19: EXAMPLE Fix a prime p and take F = Q. Given a rational number x ;ie O, 

write 

km 
x = p n (k E Z), 
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where p J' rn, p J' n, and then define the p-adic absolute value I· lp by the pre

scription 

c Io I = o> • p 

[AV-1 is obvious. 'lb check AV-2, write 

k rn l u 
x=p n'y=p v' 

where m,n,u,v are copr.ine to p - then 

k+l mu xy = p -nv 

=> 

'As for AV-3, I· I satisfies the ultrametric inequality. 'lb establish this, assume p 

without loss of generality that k ~ l and write 

k rn l-k u x + y = p (- + p -} n v 

l-k kmv+p nu =p • nv 

• lxlp z !Yip' so l - k > O, hence 

l-k mv+p nu 

is coprime to p (otherwise 

:;:::;> 

r l-k mv = p N - p nu (r ~ 1) 

r-i~ t-k-1 I = p(p ~ - p nu} => p mv} 

-k Ix+ Yip:;:::; P 



since 

And 

-l -k l - k > 0 => p < p 

7. 

=> IY l < Ix I · p p 

• lxlp = !Yip' sol= k, hence 

mv + nu = prN (r ~ 0) (p ,,{' N) 

=> 

k+r N x+y=p -nv 

=> 

I I -k-r 
x+yp=p • 

-k-r p $ 

=> 

Ix+ YI $ sup(lxl 'IYI ) .] p p p 

20: REMARK It can be shown that every nontrivial absolute value on Q is 

equivalent to a I· Ip for sane p or to 1-1
00

• 
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x 
21: LEM1A V x E Q , 

1T lxl = 1, 
psoo P 

all but finitely many of the factors being equal to 1. 

PRX>F Write 

for pairwise distinct prhnes p. -- then Ix I = 1 if p is not equal to any of the 
J p 

p.. In addition, 
J 

=> 

-k. 
Ix I = PJ· Jr 

Pj 

= 1. 

22: REMARK If p
1

, p
2 

are distinct pr:ines, then I . I is not equivalent to 
P1 

n (Consider the sequence {p1}: 

I I -1 I nl -n P = P => P1 = Pl ~ 0. 1 pl 1 P1 

Meanwhile, 
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23: CRITERION Iet I • I be an absolute value on F -- then I • I is non

archimedean iff { In I :n E N} is bounded. 

[Note: In either case, In I is rounded by 1: 

lnl = ll + 1 + ··· + ll ~ l.] 
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§2. TOPOLOGICAL FIELVS 

I.et I . I be an absolute value on a field F. Given a E F, r > 0, put 

Nr(a} = {b: lb - al < r}. 

1: LEMMA There is a topology on F in which a basis for the neighborhoods 

of a are the Nr(a}. 

PRCX>F The nontrivial point is to show that given V E B , there is a v0 E B a a 

such that if a 0 E v 0, then there is a W E Ba
0 

such that w c v. So let v = Nr (a} , 

v0 = Nr/2M(a}, w = Nr/2Mca0) (a0 E v0} -- then w c v: 

b E w => lb - a I = I (b - a 0} + (a0 - a} I 

~ M sup(r/2M, r/2M} 

= M(r/2M) = r/2 < r. 

2: EXAMPLE 'll1e topology induced by I • I is the discrete topology iff I • I 
is the trivial absolute value. 

3: FACI' Absolute values 1-11 , I· 12 are equivalent iff they give rise to 

the same topology. 

4: LEMMA The tofX)logy induced by I · I is metrizable. 

PRCOF This is because I· I is equivalent to an absolute value satisfying the 
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triangle inequality (cf. §1, *14), the underlying metric being 

d(a,b) = la - bl. 

5 : THEOREM A field with a topology defined by an absolute value is a 

topological field, i.e., the operations sum, product, and inversion are continuous. 

Assume now that I· I is non-archimedean, hence that the ultrametric inequality 

la - bl s sup(jaj, lbl> 
is in force. 

6: LEMMA N (a) is closed (open is autanatic) • 
r 

PRCX:>F I.et p be a limit point of N (a) -- then v t > O, 
r 

Take t = ~ and choose b E Nr (a) : 

'!hen 

=> 

d(p,b) < r 
2 

(p ~ b). 

d(a,p) s sup(d(a,b), d(b,p)) 

< r 

Therefore N (a) contains all its limit points, hence is closed. 
r 

7: LEMMA If a' E Nr(a), then Nr(a') = Nr(a). 

PRCX:>F E.g.: 

b E N (a) => lb - al < r r 



8: REMARK Put 

3. 

=> lb - a' I = I (b - a) + (a - a') I 

s sup ( lb - a I 1 la - a' I) 

< r => N (a) c N (a'). 
r r 

B (a) = {b: lb - a I s r}. r 

Then a priori, Br (a) is closed. But Br (a) is also open and if a' E Br (a) , then 

B (a')= B (a). 
r r 

9: LEMMA If 

then 3 i ~ j such that 
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§3. COMPLETIONS 

I.et I • I be an absolute value on a field F which satisfies the triangle 

inequality -- then per I · I , F might or might not be canplete. 

1: EXAMPLE Take F = R or Q and let I · I = j • I 
00 

-- then R is canplete but 

Q is not. 

2: EXAMPLE Take F = Q and let I · I = I · Ip - then Q is not carrplete. 

[TO illustrate this, choose p = 5 and starting with x1 = 2, define inductively 

a sequence {xn} of integers subject to 

'.Ihen 

so {xn} is a cauchy sequence and, to get a contradiction, assume that it has a 

limit x in Q, thus 

2 -n 2 
lxn + 11 5 s s => Ix + 11 5 = o 

2 
=> x + 1 = 0 ...• ] 

3: DEFINITION If an absolute value is not non-arch:imedean, then it is 

said to be archimedean. 
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4: FACr SupIX>se that F is a field which is can:plete with respect to an 

archimerlean absolute value J • I -- then F is isarorphic to either R or C and I · I 
is equivalent to I · I 

00
• 

5: RAPPEL Every metric space X has a canpletion X. M:>reover, there is 

an isanetry cp:X + X such that cp(X) is dense in X and X is unique up to isanetric 

isarorphism. 

6: a:NSTRIJCTIOO The standard m:xlel for X is the set of all Cauchy sequences 

in x m::x:lulo the equivalence relation .... , where 

{xn} - {yn} <=> d(xn,yn) + 0, 

the map cp:X + X being the rule that sends x EX to the equivalence class of the 

constant sequence xn = x. 

[Note: The rretric on X is specified. by 

d( {xn}, {yn}) = lim d(xn,yn) .] 
n + oo 

Take X = F and 

d(x,y) = Ix - YI· 
'Ihen the cla.im is that F is a field. E.g. ; Let us deal with addition. Given 

x,y E F, hOW' does one define x + y? 'lb this end, cllcK>se sequences in F 

-x + x 
n 

such that -- then 
-y + y 

n 
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= I (xn - xm) + (y n - ym) I 

~ lx0 - xml + IY0 - Yml· 

'lb.erefore {~ + y n} is a Cauchy sequence in F, hence converges in F to an elanent 

-
x' n 

z. If are sequences in F converging to 
y' 
n 

converges in F to an elanent z' . And 

Proof: Choose n E N such that 

<£ 
3 

lz' - (x~ + y~) I < ~ 

and 

z = z'. 

-x 

-y 

as 'iAlell, then {x' + y' } n n 

~ I z - cxn + Y n > I + I z , - ex~ + y ~ > I + I ex;,_ + Y ~ > - cxn + Y n> I < s 

=> z = z'. 
'lb.erefore addition in F extends to F. '!he same holds for multiplication and 
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inversion. Bottom line: F is a field. Furthe:r::nnre, the prescription 

lxl = acx,o) ex E F) 

is an absolute value on F whose underlying to:p:>logy is the iretric to:pology. It 

thus follows that Fis a to:p:>logical field {cf. §2, #5). 

7: EXAMPLE Take F = Q, I · I = I · Ip -- then the ~letion F = Q is denoted 

by Qp' the field of p-adic numbers. 

8: LEMMA If j • I is non-archimedean per F, then j • I is non-archimedean 

per F. 

PROOF Given 

And 

-x x 
n 

E F, choose in F such that 
-y 

Ix - YI $ Ix - x + x - y + y - y I n n n n 

+ 
0 

+ 
0 

Ix - y I $ sup(jx I, IY I) n n n n 

1 = -2 {Ix I + IY I + Ix - Y I) n n n n 

+ i Clxl + IYI + Ix - YI) 

= sup{ lxl, IYI>. 

-x + x 
n 

-y + y 
n 

in F: 
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9: LEMMA If I · I is non-arch.imedean per I . I , then 

{lxl:x E F} = {lxl:x E F}. 

PiroF Take x E F:x ~ o. Choose x E F: Ix - xi < !xi. Claim: lxl = !xi. 
'Ihus consider the other :possibilities. 

• lxl < Iii: 

Ix - xi= Ix+ c-x> I= Iii Ccf. §1, #la> < Iii··· . 

• Iii< lxl: 

Ix - xi = 1- x +xi = 1- xi <cf. §1, #1a> = !xi < Iii .... 

10: EXAMPLE '!he image of QP under I · IP is the sane as the image of Q under 

l·lp' nan:ely 

k 
{p :k E Z} u {O}. 

let K be a field, L => K a finite field extension. 

11: EXTENSICN PRINCIPLE let I · I K be a canplete absolute value on K --

then there is one and only one extension I· IL of I· JK to L and it is given by 

where n = [L:K]. In addition, L is canplete with respect to I· IL· 
[Note: I· IL is non-arch:imedean if I· IK is non-archimea.ean.] 

12: SCHOLIUM Th.ere is a unique extension of I • I K to the algebraic closure 

Kcl of K. 

[Note: It is not true in general that Ket is canplete.] 
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SUPJ.X'Se further that L ::> K is a Galois extension. Given cr E Gal(L/K), define 

so by uniqueness, I · I cr = I · IL. But 

=> 

~<x> = TT ox 
crEGal (L/K) 

= INL/K(x) IL= I TT ox I 
crEGal (L/K) L 

APPENDIX 

= TT lox! 
aEGal (L/I<) L 

= TT !xi 
oEGal (L/K) L 

= Ix I~ c Gal <LIK» 

= Ix IL[L:K] = I In x L. 

APPIDXIMATION PRINCIPLE I.et I· 11 , ••• ,j. IN be pairwise inequivalent non-

trivial absolute values on F. Fix elanents a1 , ••• ,~ in F - then v s > 0, 

3 a e F: 
E: 
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I.et F1 , ••. ,FN be the associated canpletions and let 

N 
Li:F -+ TI Fk 

k=l 

be the diagonal :rra.p -- then the image LiF is dense (i.e. , its closure is the whole 

[Fix E > 0 and elements al, .•. ,~ in F11•••,FN respectively -- then there 

exist elements ~ E F: 

I~ - ~lk < E (k = l, ••• ,N). 

Choose a E F: 
E 

< 2E.] 

N 
N.B. The product TT Fk carries the product topology and the prescription 

k=l 

d c ca1 , ••. , ~> , c61 , •.. ,~> > 
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metrizes the proouct topology. Therefore 

= sup !a - a I 
l~~ e: K k 

< 2e:. 
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§4. p-AVIC STRUCTURE THEORY 

Fix a prime p and recall that Q is the canpletion of Q per the p-a.dic 
p 

absolute value I · IP. 

1: Nar.ATION I.et 

A= {O,l, ••• ,p-1}. 

2: SCHOLIUM Structurally, Qp is the set of all Iaurent series in p with 

coefficients in A subject to the restriction that only finitely many negative i:owers 

of p occur, thus generically a typical element x ~ 0 of Q has the fonn 
p 

00 

n x = E a p (an E A, N E Z) • 
n=N n 

3: N.B. It follows fran this that QP is uncountable, so Q is not canplete 

per l·I · p 

'!he exact formulation of the algebraic rules (i.e. , addition, multiplication, 

inversion) is ele:nentary (but technically a bit of a mess) and will play no role in 

the sequel, hence can be anitted. 

4: LEMMA Every positive integer N admits a base p expansion: 

where the ~ E A. 

5: EXAMPLE 

2 
1 = 1 + Op + 0 p + • • • . 
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6 : EXAMPLE Take p = 3 - then 

24 = 0 + 2 x 3 + 2 x 32 
= 2p + 2p2 

2 2 17 = 2 + 2 x 3 + 1 x 3 = 2 + 2p + p 

=> 

2 
24 _ 2p + 2p = p + p3 + 2ps + p7 + PS + 2p9 + 
17 - 2 + 2p + p2 

7: LEMMA 

2 -1 = (p-1) + (p-l)p + (p-l)p + •••• 

PRX>F Add 1: 

1 + (p-1) + (p-l)p + (p-l)p2 + (p-l)p3 + ... 

2 3 = p + (p-l)p + (p-l)p + (p-l)p + ... 

= p2 + (p-l}p2 + (p-l)p3 + 

= p3 + (p-l)p3 + .•. = o. 

8: APPLICATION 

-N = (-l)·N 

= 

9: LEMMA A p-adic series 

00 



is convergent itf Ix I + o en + 00> • np 

3. 

PRCX>F The usual argument establishes necessity. 

(n + co) • Given K > 0, 3 N: 

I.et 

Then 

n > N => -K Ix I < P • np 

So suppose that Ix I + 0 np 

m > n > N => Is - s I = Ix + ·•• + x I m n p n+l rn p 

~ sup c Ix +1 1 , ... , Ix I > n p · rn p 

-K < p . 

Therefore the sequence {s } of partial sums is Cauchy, thus is convergent (Q 
n P 

being complete) • 

10: EXAMPLE The p-adic series 

1 is convergent (to -1 ) • 
-p 

11: EXAMPLE The p-adic series 

is convergent. 

[Note that 

00 

2: n! 
n=O 

-N 
In! IP = P , 



where 

4., 

N = [n/p] + [n/p
2

] + ••• .] 

12: EXAMPLE The p-adic series 

00 

E n·n! 
n=O 

is convergent (to -1) • 

13: LEMMA Q is a topological field (cf. §2, #5). 
p 

14: LEMMA QP is 0-dimensional, hence is totally disconnected. 

PRCXJF A basic neighborhcx:xl N (x) is open (by definition) and closed (cf. §2, #6). r 

15: NarATION 

• Z = {x E Q : Ix I :5 l} p p p 

• pZP = {x E Qp: Ix IP < 1} 

• zX = {x E z : Ix I = l} p p p 

16: LEMMA Z is a carmutative ring with unit (the ring of p-adic integers), p 

in fact Z is an integral darain. 
p 

17: LEMMA pZ is an ideal in z I in fact pZ is a maximal ideal in zp I - p p p 

in fact pZ is the tmique rraxilnal ideal in Z , hence Z is a local ring. p p p 

18: LEMMA z; is a group under multiplication I in fact z; is the set of 
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p-adic units in ZP, i.e., the set of elements in ZP that have a multiplicative 

inverse in zp. 

Obviously, 

or still, 

Z = Zx 11 pZ • 
p p p 

19: LEM1A 

Z = u Ck+ pZ ). 
p Osk:sp-1 p 

PRJOF Iet x E ZP. Matters being clear if Ix IP < 1 {since in this case 

x E pZP), suppose that lxlp = 1. Choose q = fi E Q: jq - xlp < 1, where (a,b) = 1 

(a,p) = 1 
and - then 

(b,p) = 1 

x + pZ = q + pZ • p p 

Choose k with 0 < k ~ p-1 such that p divides a - kb, thus la - kbl < 1 and, 
p 

noreover, I a - b kb IP < 1. 'rtlerefore 

lk - bal < 1 => k + pZ = q + pZ = x + pZ p p p p 

Consider a p-adic series 

00 

=> x E k + pZ p 



'Ihen 

6. 

I ~ anpnlp s sup la Pnl 
n=O n n P 

s sup 
n 

so it converges to an elanent x of zp. Conversely: 

20: 'IHEOREM Every x E Z admits a unique representation 
p 

00 

n 
x = l: a p 

n=O n 
{an E A). 

Pin:>F I.et x E zp be given. O'loose uniquely ao E A such that Ix - aolp < 1, 

hence x = ao + pxl for sate xl E zp. Choose uniquely al E A such that I xl - al Ip < 1, 

hence x1 = a1 + ~ for sane x2 E Zp. Continuing: V N, 

N Nf-1 
x = ao +alp+ •• · + V + xNHp· ' 

where an E A and ~+l E Zp. But 

21: APPLICATIOO Z is dense in Zp. 

22: EXAMPLE let x E Z -- then V n E N p , 

(x) = x(x-1)··· (x-n+l) E z , 
n nl p 

23: LEMMA 

zX = U (k + Z ) 
P l~sp-l - P P • 



Consequently, if 

and if x E z;, then a0 ~ 0. 

7. 

00 

n x = E a p 
n=O n 

[In fact, there is a unique k (1 s k s p-1) such that x E k + pZ . and 
p 

this "k" . ] 15 ao. 

24: THEDREM An elanent 

in zp is a unit iff ao ~ o. 

00 
n x = E a p 

n=O n 

PRX>F 'lb establish the characterization, construct a multiplicative inverse 

y for x as follows. First choose uniquely b0 (1 s b0 s p-1) such that aQb0 = 1 rro:1 p. 

Proceed fran here by recursion and assume that b1 , ••• ,~ J:::>etween 0 and p-1 have 

already been found subject to 

m M+l x ( E bnf ) ::: 1 nnd p • 
Qgn~ 

'!hen there is exactly one 0 s ~l s p - 1 such that 

00 

m 
Now put y = l: bnf , thus xy = 1. 

nFO 

25: EXAMPLE 1 - p is invertible in Zp but p is not invertible in Zp. 



26: REMARK The arrc::M 

that sends 

8. 

c::Z -+ Z/pZ 
p 

00 

n 
x = Z: an,P (an E A) 

n=O 

to a
0 

m:>d. p is a tlaoc.rrorphism of rings called rerl.uction rio:1 p. It is surjective 

c.onsider riaw the top:>logical aspects of ZP: 

• zp is totally disconnected. 

• zp is closed, hence canplete. 

• zp is open. 

(As regards the last J;Oint, observe that 

Z = {x E Q : Ix I < r} p p p 

= Nr (0) (1 < r < p) • J 

27: THEOREM ; is canpact. 

PRX>F Since ~ is a metric s:pace, it suffices to show that zp is sequentially 

canpact. So let x1 ,x2 , ••• be an infinite sequence in ~· Choose a 0 E A such that 

a 0 + pZP contains infinitely many of the ~. write 
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2 = ao + u {ap + p z ) 
aEA p 

2 = u {a0 + ap + p Z }. 
aEA P 

Oloose a1 E A such that a0 + a1p + p2
Zp contains infinitely many of the ~· E'IC. 

'!he construction thus produces a descending sequence of cosets of the form 

each of which contains infinitely many of the x~. But 

A. + pj Z = {x E Z : Ix - ~ I s p -j} 
J p P. J p . 

:: B . (A.), 
-J J p 

a closed ball in the p-adic net.ric of radius p-j-+ 0 (j-+ 00), hence by the can

pleteness of ZP, 

Finally, choose 

Then 

00 

II B . (A.) = {A}. 
j=l p-J J 

lim x =A. . n. 
J -+ 00 J 

28: APPLICATICN Qp is locally canpact. 
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[Since Q is Hausdorff, it is enough to prove that each x E Q has a canpact p p 

neighborhood. But Z is a canpa.ct neighborhood of O, so x + Z is a canpact neigh-
P p 

lx>rhocrl. of x.] 

The set p-nzp (n ~ 0) is the set of all x E QP such that lxlp s pn. Therefore 

00 

-n 
QP = u P zP. 

n=O 

-n Accordingly, Qp is cr-canpact (the p zp being canpact). 

29: SCHOLIUM A subset of Q is canpact iff it is closerl and bound.Erl. 
~~ p 

30: LEMMA Given n,rn E Z, 

n m p zp c p zp <=> m :5 n. 

31: REMARK Taken ~ 1 - then the p0 ipare principal ideals in Zp and, 

apart fran {O}, these are the only ideals in Z , thus Z is a principal ideal 
p p 

danain. 

32: LEMMA For every x0 E QP and r > 0, there is an integer n such that 

33: saIOLIUM The ba.sic o:pen sets in QP are the cosets of sane power of pZP. 
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[Note: It is a corollary that every nonanpty open subset of Qp can be 

written as a disjoint union of cosets of the pnZ (n E Z) • ] 
p 

where 

34: LEM1A 

nzx nz n+lz p =p -p • p p p 

35: 
n x 

DEFINITION The p Z are callai shells. 

36: N.B. '!here is a disjoint decanposition 

x n x 
QP = u P zP, 

nEZ 

pnZx = u (p~ + Pn+lz ) • 
p lsksp-1 p 

[Note: For the record, o; is totally disconnected and, be.ing open in Qp, is 

Hausdorff and locally canpact. M:>reover, z; is open-closai (indeai, open-caopact).] 

ret x E Q; - then there is a unique v(x) E Z and a unique u(x) E z; such 

that x = p v (x) u (x) • Consequently, 

x x Q z <p> x z 
p p 

or still, 

37: 'NC>'mTION For n = 1,2, ••• , put 

n 
u .n = 1 + p zp. p, 
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[tbte: 

n x I I -n} 1 + p Zp = {x E Zp: 1 - x p s p .] 

x 
'!he u are open-canpact subgroups of Z and p,n P 

x z :3 u 1 ::> u 2 :::> • • • • p p, p, 

38: LEM4A The collection {Up,n :n E N} is a neighlx>rhood basis at 1. 

39: DEFINITICN U 1 = 1 + pZ is called the group of principal units p, p 

40: LEM4A '!he quotient Zx/U 
1 

is isaoorphic to Fx and the index of U 
1 - P' p, p p, 

• ZX • 1 Jn p 1S p - • 

f Fx . be "lifted" to Zx. A generator o p can p 

41: THEOREM 'lllere exists a l; E Zx such that l';:p-l = 1 and l';:k ~ l 
p 

(0 < k < p-1). 

['Ibis is a straightforward application of Hensel's lama.] 

42: N.B. 7; ¢ U l (p odd). 
- -- p, 

[If x E Z and if for sane n ;?!: 1, 
p 

n 
(1 + px) = 1, 

then using the binanial theoran one finds that x = O. This- said, suppose that 



l; E U 1 : p, 

a cootradictian.] 

13. 

l; = 1 + pu(u E Z ) => (1 + pu)p-l = 1 => u = O, p 

43: SCHOLIUM Z can be written as a disjoint union 
p 

'Iheref ore 

x x Q ::! Z x Z ~ Z x Z/(p-l)Z·x u 1• p p p, 

44: LEMMA Any root of unity in Q lies in zX. 
p p 

PROOF If x = pv(x)u(x) and if xn = 1, then nv(x) = 0, so v(x) = 0, thus 

'!he roots of unity in z; are a sul::qroup (as in any abelian group), call it 

Tp. If, on the other hand, Gp-l is the cyclic sul::qroup of z; generated by l;, · 

then Gp-l consists of (p-l)st roots of unity, hence Gp-l c Tp. 

45: LE»1A If p ~ 2, then Gp-l = Tp but if p = 2, then Tp = {± l}. 

46: APPLICATION If pl'p2 are distinct primes, then Q is not field 
P1 

isarorphic to Q • 
P2 
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47: REMARK ~ is not field isarorphic to R. 

[Q has algebraic extensions of arbitrarily large linear deqree which is p 

not the case of R (cf. §5, #26).] 

48: LEMMA I.et X E Qx -- then X E Zpx iff ~l possesses nth roots for 
- p 

infinitely many n. 

PRX>F If x E Zx and if n is not a IIDJ.ltiple of p, then one can use Hensel's 
p . 

latma to infer the existence of a Yn E Zp such that y~ = ~1• Conversely, if 

y~ = ~l, then 

nv(yn) = (p-l)v(x), 

thus n divides (p-l)v(x). But this can happen for infinitely many n only if 

v(x) = 0, implying thereby that x is a unit. 

49: APPLICATION I.et <t>:QP-+ Qp be a field autarorphism -- then <P preserves 

l.lllits. 

[In fact, if x E Zx, then 
p 

n o-1 n p-· 1 y = x- => <P Cy > = «P (x)) • l n n 

50: THEOREM The only field autaoorphism <P of Qp is the identity. 

PRX>F Given x E Q;, write x = pv(x)u(x}, hence 

hence 

v (<f> (x)) = v (x) 
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Therefore cf> is continuous. Since Q is dense in Q , it then follows that cf> = idQ • 
p p 

[lt>te: 

The final structural iten to be considered is that of quadratic extensions and 

to this end it is necessary to explicate cQ;) 2
, bearing in mind that 

x x 
Q ~ Z x Z ~ Z x Z/(p-l)Z x u 

1
• p p p, 

51: ~ If p ~ 2, th.en ~,l = up,l but if p = 2, then ~,l = u2, 3• 

52: APPLICATION If p ~ 2, then 

(Qx)
2 z 2Z x 2(Z/(p-l)Z) x u 

1 p p, 

rut if p = 2, th.en 

53: THEOREM If p ~ 2, then 

rut if p = 2, then 

54 : REMARK If p ~ 2, th.en 
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but if p = 2, then 

55: CRITERICN Suppose that p ~ 2. 

• p is not a square. 

[If p = x2, write x = pv(x)u(x) to get 

2 1 = v(p) = v(x) = 2v(x), 

an untenable relation.] 

• z:; is not a square. 

[Assume that s = x 2 
- then 

r,:P-1 = 1 => x2(p-l) = 1, 

k thus xis a root of unity, thus x E Tp' thus x E Gp-l (cf. #45), thus x = z:; 

(0 < k < p-1), thus s = (Z:k) 2 = z:2k, thus 1 = z:;2k-l_ But 

2k < 2p-2 => 2k-l < 2p-l. 

And 

2k - 1 = p - 1 => 2k = p => p even ••• 

2k - 1 = 2p - 2 => 2k - 1 = 2(p-l) => 2k - 1 even •••• ] 

• pr; is not a square. 

[For if pz:; = p2nu
2 

(n E Z) , then 

=> 1 - 2n = O, 

an untenable relation.] 
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56: THEDREM If p ;t 2, then up to isarorphism, QP has three quadratic 

extensions, viz. 

[Note: If -r1 = p, -r2 = c:;, -r3 = pc:;, then these extensions of QP are inequiv

-1 
alent since TiTj (i ;t j) is not a square in QP.] 

57: REMARK Another choice for the three quadratic extensions of ~ when 

p ;t 2 is 

where 1 < a < p is an integer that is not a square mod p. 

58: REMARK It can be shown that up to isainrphism, Q2 has seven quadratic 

extensions, viz 

59: EXAMPLE Take p = 5 -- then 2 ¢ (Q~) 2 , 3 ¢ (Q~) 2 but 6 E (Q~) 2 • And 

[V«:>rking within Z~, consider the equation x2 = 2 and expand x as usual: 

00 

n 
x = E ans (an EA). 

n=O 

a~ = 2 mod 5. 

But the possible values of a0 are O, 1, 2, 3, 4, thus the congruence is .impossible, 



18. 

x2 x2 x2 . 
so 2 ¢ CQ5) • Analogously, 3 ¢ CQ5> . 0n the other hand, 6 E CQ5> (by direct 

verification or Hensel's lama), hence 6 = y2 
(y E Q5). Finally, to see that 

it neErl only be shown that /2 = a + b /3" for certain a ,b E Q5 • 'lb this end, 

note that /2 /3 = ± y, fran which 

60: EXAMPLE If p is odd, then p - 1 is even and -1 E Gp-r In addition, 

-1 E (Qx) 
2 iff (p-1) /2 is even, i.e., iff p = 1 n:OO 4. Accordingly, to start r-r 

p 

[Note: r-I does not e>cist in Q2 .] 

APPENDIX 

Iet Qcl be the algebraic closure of Q -- then I· I extends uniquely to Qcl p p p p 

(cf. §3, #12) (and satisfies the ultrametric inequality). Furthentore, the range 

of I • I per Qcl is the set of all rational po\VerS of p (plus 0) • p p 

1: THEDREM Q~l is not second category. 

2: APPLICATI<N The metric space Q~ is not canplete. 

3: APPLICATI<N '!he Hausdorff space Q':- is not locally canpact (cf. § 5, #5) • 
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4: N'.:>'mTIOO Put 

the canpletion of Q':- per I · Ip· 

5: THEDREM Cp is algebraically closei. 

6: N. B. '!he netric s:pa.ce C is separable but the Hausdorff s:pa.ce C is 
- -- p p 

not locally canpact (cf. §5, #5). 
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§5. LOCAL FIELVS 

I.et K be a field of characteristic 0 equipped with a non-arch:ine:lean absolute 

value I· I· 

1: Nar.ATION I.et 

R= {a E K:lal s l} 

Rx= {a E K:lal = l}. 

2: LEMMA R is a camn.itative ring with unit and Rx is its multiplicative 

group of invertible elements. 

3: NOTATICN I.et 

P = {a E K: lal < l}. 

4: LEMMA P is a maximal ideal. 

Therefore the quotient R/P is a field, the·residue field of K. 

5: ~REM K is locally canpa.ct iff the following conditions are satisfied. 

1. K is a canplete metric space. 

2. R/P is a finite field. 

3. IKxl is a nontrivial discrete subgroup of R>0. 

6: DEFINITICN A local field is a locally canpact field of characteristic O. 

7. EXAMPLE R and C are local fields. 

8. EXAMPLE Qp is a local field. 
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Assume that K is a non-archimedean local field. 

9: LEMMA R is canpact. 

10: LEMo1A P is principal, say P = 7TR, and 

x z IK I = 11T I 1 

where o < 17TI < 1. 

[Note: Such a 7T is said to be a prine element. ] 

11: REMARK A nontrivial discrete subgroup r of R>O is free on one generator 

0 < y < 1: 

n 
r = {y :n E Z}. 

'!his said, choose 7T with the largest absolute value < 1, thus 1T E P c R => 1TR c P. 

In the other direction, 

And 

a E P => !al ~ I 1T I => ~ E R. 
1T 

a = 1T • a => a E rrR. 
1T 

12: FACT A locally canpa.ct topological vector space over a local field is 

necessarily finite dimensional. 

13: THEDREM K is a finite extension of Q for sane p. 
~ p 

PROOF First, K => Q (since char K = 0). Second, the restriction of I· I to Q 

is equivalent to I· Ip (3 p) (cf. §1, #20), hence the closure of Qin K "is" Qp 

(since K is canplete). 

canpact). 

'!bird, K is finite dimensional over Q (since K is locally 
p 
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'!here is also a converse. 

14: THEOREM let K be a finite extension of Q -- then K is a local field. p 

PRCOF In view of #5, it suffices to equip K with a non-archinedean absolute 

value subject to c:xnditions 1,2,3. But, by the extension principle (cf. §3, #11), 

I • I extends unique! y to K. This extension is non-archimedean and points 1, 3 are p 

manifest. As for point 2, it suffices to observe that the canonical arrow ZifpZP ~ 

R/P is injective and 

[Details: To begin with, 

[K:Q ] < oo. 
p 

Q n P = pZ , p p 

thus the inclusion Z ~ R induces an injection 
p 

Put now n = [K:Qp] and let 1\r ... ,An+l E R -- then the claim is that the residue 

classes~' ••• '\i+i E R/P are linearly dependent over ZifpZP. In any event, there 

n+l 
E x.A. = 0, 

i=l 1 1 

matters being arranged in such a way that 

'Iherefore the xi E ~ and not every residue class xi E Zp"'pZP is zero. But then 
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n+l 
E i . .A. = a 

. 1 l. l. l.= 

is a nontrivial dependence relation.] 

15: SCHOLIUM A non-archinedean field of characteristic zero is a local 

field iff it is a finite extension of QP (3 p), 

I.et K => Q be a finite extension of linear degree n -- then the·canonical p 

absolute value on K is given by 

ja I = jN.._ IQ (a) 11/n. 
p -w p p 

[Note: The norma.lized absolute value on K is given by 

Its intrinsic significance will emerge in due course but for nO'N obse:r.ve that j • IK 
is equivalent to r. lp and is non-archimadean (cf. §1, #23) .] 

17: DEFINITiasr The ramification index of Kover QP is the positive integer 

I.e.: 

Therefore 
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[Consider Z and eZ -- then the generator 1 of Z is related to the generator e 

of eZ by the triviality 1 + • • • + 1 = e·l = e.] 

18: N.B. If 7T' has the property that 17T' I~ = !Pip' then 7T 1 is a prime 

elenent. 

[Using obvious notation, write 7r 1 = 7TV(7r)u, thus 

thus V(7r) = 1.] 

19: NOI'ATIOO 

. f f 
q =card R/P = (card FP) = p , 

so 

the residual index of K over QP. 

20: THEDREM I.et K => Q be a finite extension of linear degree n -- then p 

21: APPLICATION 
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Viett p as an element of K: 

• 

• 

22: DEFINITICN A finite extension K of Q is 
p 

• unramif ied if e = 1 

• ramified if f = 1. 

Take the case K = Q -- then e = 1, hence K is unramified, and f = 1, hence p 

K is ramified. 

23: LEMMA If K => Q is unramified, then p is a pr.ine elem:mt. 
p 

24: THEOREM v n = 1, 2, ••• , there is up to isooorphism one unramif ied 

extension K of Q of linear degree n. 
p 

I.et K be a finite extension of Q . 
p 

25: ~'!he group Mx of rcx:>ts of unity of order pr.ine to p in K is 

cyclic of order pf - 1 (= q-1). 

x 
26: I..iEM-1A. The set M = M u {0} is a set of coset representatives for R/P. 

Therefore (cf. §4, #43) 

x x 
K z Z x R ~ Z x Z/(q-l)Z x 1 + P. 
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27 : NCJrATICN I.et 

28: LEMMA K is the maxlinal unramif ied extension of Q in K and 
fil p 

29: REMARK The maximal unramified extension (Qcl) c Qcl is the field 
P ur P 

extension generated by all roots of unity of order pr:bne to p. 

30: QUADRATIC EXTENSIONS (cf. §4, #56) Supµ:>se that p ~ 2, let 

T E Qx - (Qpx) 2 , and fonn the quadratic extension p . 

Then the canonical absolute value on QP(/T) is given by 

31: CIASSIFICATION Consider the three µ:>ssibilities 

thus here 2 = ef. 

• QP(/P) is ramifial or still, e = 2. 

[Note that 

2 2 2 1 I IP I = Io - <P > 1 I = IP I = - 1 p p p p· 
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• Qp(~} is ramified or still, e = 2. 

[Note that 

2 2 2 . 1 
l~I = 10 - (pz;)l Ip= IPr;lp = IPlp • lz;;Jp = !Pip= p·l 

If e = 1, then in either case, the value group would be pz, an i.rnp::>ssibility 

. 1 d z 2 smce - ~ p , so e = • 
IP 

• Q ( ~) is unramified or still, e = 1. 
p 

[There is up to isaoorphism one unramif ied extension K of QP of linear degree 

2 (cf. #24}.] 

[Instead of quoting theory, one can also proceed directly, it being s.implest 

to work instead with Q (/a) , where 1 < a < p is an integer that is not a square m:rl p p 

(cf. §4, #57) -- then the residue field of QP(/a) is F P{/ci), hence f = 2, hence 

e = 1 (since n = 2).] 

'!he precaiing developnants are absolute, i.e., based at Qp. It is also i:ossible 

to relativize the theory. 'lhus let L => K => ~ be finite extensions of Qp. Append 

subscripts to the various quantities involved: 

Introduce 

e(I/K) = [ ILx I: I~ ll 

f(I/K) = £RifPL:yPKJ. 



32: LEMMA 

PRCXJF We have 

'Iheref ore 

[L:K] 

9. 

[L:K] = e(L/K)f(L/K). 

= [L:Qp] = 
[K:Qp] 

(cf. #20) 

= e(L/K)f(L/K). 

33: THEDREM I.et L ~ K ~ Q be finite extensions of Q -- then there exists p p 

a unique maxhnal intennediate extension K c K c L that is unramified over K. 
ur 

[In fact, 

[Note: 

x 
Kur = K(~) c L.] 

The extension L ~ K is ramified.] 
ur 
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§6. HAAR MEASURE 

I.et x be a locally ccmpact Hausdorff space. 

1: DEFINITIOO A .Radon measure is a measure µ def ine:i on the Borel 

cr-algebra of X subject to the following conditions. 

1. µ is finite on ccmpacta, i.e. , for every ca:npact SE!t K c X, µ {K) < oo. 

2. µ is outer regular, i.e. , for every Borel set A c X, 

where U c X is open. 

µ(A) = inf µ (U), 
U=>A 

3. µ is inner regular, i.e. , for every open set A c X, 

'iNhere K c X is canpact. 

µ (A) = sup µ (K) , 
Kc:A 

I.et G be a locally canpact abelian group. 

2: DEFINITICN' A ·Haar tneasure on G is a Radon measure µG which is trans

lation invariant: v Borel set A, v x E G, 

µG (x+A) = µG (A) = µG (A+x) 

or still, \;/ f E Cc(G), \;/ y E G, 

3: THEOREM G admits a Haar measure and any two Haar measures µG, v G 

differ by a positive constant: µG = cvG (c > 0). 



2. 

nonanpty 
.4: LEMMA Every oi;:en subset of G has positive Haar measure. 

/\ 

5: ~ G is canpact iff G has finite Haar measure. 

6: LEM-1A G is discrete iff every point of G has positive Haar measure. 

7: EXAMPLE Take G = R -- then µR = dx (dx = I.ebesgue measure) is a Haar 

1 measure (µR ( [O,l)) = f O dx = l). 

8: EXAMPLE Take G = Rx -- then. µ = dx {dx = I.ebesgue measure) is a 
Rx lxl 

e dx 
Haar measure (µ x ( [l,e]) = f 1 - = 1) • 

R !xi 

9: EXAMPLE Take G = Z - then µZ = counting measure is a Haar measure. 

10: :r..a+m. Iet G' be a closed subgroup of G and put G' ' = G/G' • Fix Haar 

measures µG, µG' on G, G' respectively -- then th.ere is a unique dete:oninatian of 

the Haar neasure µG', on G'' such that v f E cc (G), 

[Note: '!he function 

x -+ JG' f (x+x' )dµG' (x') 

is G'-invariant, hence is a function an G' '.] 

11: EXAMPLE Take G = R, G' = Z with the usual choice of Haar measures. 

Detennine µR/Z per #10 - then µR/zCR/Z) = 1. 
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[I.et x be the characteristic function of [0,1[ - then 

2: X (x+n) 
nEZ 

is = 1, hence when integrated over R/Z gives the volume of R/Z. On the other 

hand, f RX= l.] 

I.et K be a local.field (cf. §5, #6). Given a E Kx, let Ma:K-+ K be the auto-

rrorphisn that sends x to ax = xa - then for any Haar measure µK on K, the 

c-anposite ~ o Ma is again a Haar measure on K, hence there exists a positive 

constant ~(a) such that for every Borel set A, 

or still, v f EC (K), 
c 

~(Ma (A)) = ~(a)~(A) 

[Note: ~(a) is independent of the choice of ~-l 

EKtend ~ to all of K by setting ~ (0) equal to 0. 

12: LEM1A I.et K,L be local fields, 'Where L :l K is a finite field extension -

then V x EL, 

[I.et n = [L:K], view L as a vector space of dimension n, and identify L with 

K1 by choosing a basis. Proceed fran here by breaking Mx into a product of n 



4. 

"elementary" transfo:rmations. ] 

13: EXAMPLE Take K = R, L = R - then V a .E R, 

14: EXAMPLE Take K = R, L = C - then V z E C, 

15: LEl\f.1A. 

m:xic{z) = nodR{NC/R{z)) 

= I zz I = I z 1
2

• 

'lb prove this, we need a prel.iminary. 

16: LEM-1A The arrow 

that sends 

00 

to 

is a hcm:m:>rphisn·of rings. k k k It is surjective with kernel p Z , so [Z :p Z ] = p p p p 
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(cf. §4, #26), thus there is a disjollit decanposition of Zp: 

pk 
k Z = u (x. + p Z ). 

p j=l J p 

Nonnalize the Haar measure on Qp by stiµllating that 

[Note: In this connection, recall that Z is an open-canpact set.] 
p 

The claim now is that for every_Borel set A, 

Since the Borel a-algebra is generated by the open sets, it is enough to take A 

open. But any open set can be written as a disjoint union of cosets of the subgroups 

k p zp (cf. §4, #33), hence, thanks to translation invariance, it suffices to deal 

with these alone: 

k k 
µQ (p ~) = rrodQ (p ) µQ (~) 

p p p 

k k 
= rroa <P > = IP I · Qp p 

1. k 2'. 0: 
pk 

1 = µQ CZP) = µQ <.u (xj + pkZP}) 
p p J=l 

k k 
= P µQ (p ZP) 

p 

=> 
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2. k < O; 

-k k 
1 = µQ (~) = µQ (p p ~) 

·P p 

=> 

k I -k
1
-1 r kl µQ (p z ) = p = p • 

p p p p 

17: SCHOLIUM If K is a finite extension of Qp' then v a E K, 

~(a) = l~Q (a) Ip' 
p 

the nonnalized absolute value on K mentioned in §5: 

18: CXNVENTION IntaJration w.r.t. µQ will be denoted by dx: 
p 

f q f (x)dµQ (x) = JQ f(x)dx. 
p p p 

[Note: Points are of Haar measure zero: 

=> 

00 k 
{O} = n p Z 

k=l p 

-k = lim p = O.] 
k -+ 00 



19: EXAMPLE 

Therefore 

20: EXAMPLE 

7. 

z; = l~sp-l (k + pZP) (cf. §4, #23). 

-n -n-1 =p -p 

21: EXAMPLE Write 

n x 
; - {0} = u p ~-

n;?;O 

Then 
00 

lz -{O}log lxl dx = E f n x log- !xlpdx 
p p n=OpZ 

p 

00 
-n n x = L: log p vol dx (p Z ) 

n=O p 

00 
-n -n-1 = - log p E n(p - p ) 

n=O 



22: EXAMPLE 

8. 

00 

n 1 
00 

n 
= - 103' p ( L n - -p L 0 ) 

n=O p n=O p 

00 

= -
1 n (1 - -) 103' p L -
P n=O pn 

= - 1 p 
(1 - p)log p (p-1)2 

=-logp. 
p-1 

! xl03' ll - xi dx = - log p • z p p-1 
p 

[Break z; up via the schare 

23: Th dx . th -·"' . 1 · . Qx ~- e neasure lxlp is a Haar measure on e u1U...Ltip 1cat1ve group p· 

x 
PIDOF \I y E Qp' 

-1 dx ! x f (y x) -r:;:-r-
Q IXlnp 
p 

lylp
-1 -1 1 dx 

= ! x £Cy x> I -1 I 
Qp y x p 
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dx 
= f x f (x) lxlp • 

Qp 

24: EXAMPLE 

1 ( nZx) 1 (Zx) VO dx p p = VO dx p 

lxlp lxlp 

25: DEFINITICN The normalized Haar measure on the multiplicative group 

o; is given by 

Accordingly, 

x p dx 
dx= 1~. p- IXlp 

vol x cz;> = 1, 
dx 

this condition characterizing dxx. 

26: EXAMPLE let s be a canplex variable with Re(s) > 1. Write 

n x Zp - {O} = U p Z • 
· n~O p 



'!hen 

10. 

00 
-ns x 

= 2: p fxdx 
n=O Z p 

00 

= 2: P-ns = _l_ 
-s n=O 1-p 

the pth factor in the Euler product for the Rianann zeta function. 

I.et K be a finite extensicn of QP. Given a Haar measure da on K, put 

x q da 
da=-1 -rar;· q- a 

K 

da . x d ha '!hen ~ is a Haar measure an K an VJe :ve 
1a1K 

x 
vol x (R ) 

da 

=_3_! da q-1 x 
R 

00 

-n = 2: q f x da 
n=O R 

00 

00 

= 2: frrn_x da 
n=O · K 



11. 
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§7. HARMONIC ANALYSIS 

I.et G be a locally canpact abelian group. 

1: DEFINITION A character of G is a continuous haratorphism X: G -+ Cx. 

2. NCYI'ATION Write G for the group whose elements are the characters of G. 

3: DEFINITION A unitary character of G is a continuous han:m:>rphism 

x:G-+ T. 

A 

4: NOrATION write G for the group wtnse elanents are the unitary characters 

of G. 

5: LEMMA There is a decanposition 

where G+ is the group of positive characters of G. 

...., A 

PRCX>F The only positive unitary character is trivial, so G+ n G = {l}. On 

the other hand, if x is a character, then lxl is a positive character, x/lxl is a 

unitary character, and X = IX I <fxr> • 

6: LEMMA E\Tery bounded character of G is a unitary character. 

PRCX>F The only canpact subgroup of R>O is the trivial subgroup {l}. 

7: APPLICATICN If G is canpact, then every character of G is unitary. 

8: 
.... x 

EXAMPLE Take G = Z -- then G ~ C , the isarorphism being given by the 

map x-+ xCl). 
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9: EXAMPLE Take G = R -- then G :::: R x R and every character has the fonn 

x(x) = ezx (z E C). 

10: EXAMPLE Take G = C - then G :::: C x C and every character has the fonn 

xCx) = exp(z1 Re(x) + z2 Im(x)) Cz1 ,z2 EC). 

x ,.., 
11: EXAMPLE Take G = R -- then G :::: Z/2Z x C and every character has the 

fonn x(x) = (sgn x) 0 !xls (a E {0,1}, s EC). 

x ,.. 
12: EXAMPLE Take G = C -- then G :::: Z x C and every-character has the fonn 

x(x) = exp(r-1 n arg x) lxlsCn E Z, s E C). 

"' 
13: DEFINITICN '!be dual group of G is G. 

14: RAPPEL ~t X,Y be to:pological spaces and let F be a subspace of C(X,Y). 

Given a canpact set K c X and an open subset V c Y, let W(K,V) be the set of all 

f E F such that f(K) c V -- then the collection {W(K,V)} is a subbasis for the 

canpact open topology on F. 

[Note: The family of finite intersections of sets of the fonn W(K,V) is then 

n 
a basis for the canpact open topology: Fa.ch member has the fonn n W {K. , v. ) , 

. 1 J_ J_ 
i= 

where me K. c X are ccmpact and the v. c Y are open.] 
1 J_ 

"' F,quip G with the canpact open topology. 

A 

15: FACI' lll.e canpact open topolonr on G coincides with the topology of 

tmifonn convergence on canpact subsets of G .. · 
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A 

16: LEM1A G is a locally canpa.ct abelian group. 

17: REMARK G is also a locally canpa.ct abelian group and the decanposition 

is topological. 

;:r tx 
18: EXAMPLE Take G = R and given a real number t, let '4 (x) = e 

I'\ 

then Xt is a unitary character of G and for any x E G, there is a unique t E R 

A 

such that x = Xt' hence G can be identified with G. 

r-r (tlxl + t2~) 
= e -- then x (tl, t

2
) is a unitary character of G and for any 

A 

identified with G. 

20: EXAMPLE Take G = Z/nZ and given an integer m = 0, 1, ••. , n-1, let 

Xm(k) = exp(21TM 1:1> -- then x0 ,x1 , ••• ,Xn-l are the characters of G, hence G can 

A 

be identified with G. 

A 

21: LEMMA If G is canpa.ct, then G is discrete. 

22: EXAMPLE Take G = T and given n E Z, let X (er-! 8) = er-I ne -- then 
n 

Xn is a unitary character of G and all such have this fo:rm, so T z Z. 
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A 

23: LEr+iA If G is discrete, then G is canpact. 

24: EXAMPLE Take G = Z and given er-r 6 E T, let Xe (n) = er-r an -- then 

A 

Xe is a 1.nlita:ry character of G and all such have this fonn, so Z Al T. 

A A 

is topologically isarorphic to G1 x G2• 

X X A 

26: EXAMPLE Take G = R -- then G z Z/2Z x R>O ~ Z/2Z x R, thus G is 

topologically isarorphic to Z/2Z x R: 

where 

(u,t) + X t (u E Z/2Z, t ER), u, 

. X X A 

27: EXAMPLE Take G = C -- then G ~ T x R>O z T x R, thus G is topo-

logically isarorphic to Z x R: 

where 

(n,t) + Xn,t (n E Z, t ER), 

zn
11

r-rt Xn, t <z> = <TZT> z • 
A 

A 

Denote by evG the canonical arrow G + G: 

evG{x) Cx) = xCx). 
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28: REMARK If G,H are locally canpact abelian groups and if <f>:G -+ H is 

a continuous hcm:::m:>rphism, then there is a camutative diagram 

evG A 
A 

G ;:>- G 

~ I l ~ 
A 
A 

H 
evH 

>H 

29: PONTRYAGIN DUALITY ev G is an isarorphism of groups and a haneo

norphism of top::>logical spaces. 

30: SOIOLillM Every caopact abelian group is the dual of a discrete abelian 

group and evecy discrete abelian group is the dual of a canpact abelian group. 

G A A 

31: REMARK Every finite abelian group is isaoorphic to its dual G:G z G 
~ A 

(but the isarorphism is not "ftmctorial ") • 

let H be a closed St..ib:Jroup of G. 

32 : NOI'ATICN Put 

If = {x E G:xlH = l}. 

33: ~ :tr1 is a closed St..ib:Jroup of G and H = If .L. 

I.et nH:G -+ G/H be the projection and define 

4?;~-+ H.L 

A
1 
h,J. A 

'l':G1n -+ H 



by 

q, (x> = x 0 7T H 

6. 

34: ~ <I> and ll' are ismorphisms of topological groups. 

35: APPLICATIOO Every unitary character of H extends to a nnitary char-

acter of G. 

36: EXAMPLE Let G be a finite abelian group and let H be a subgroup of 

G -- then G contains a subgroup isaoorphic to G/H. 

[In fact, 

~ _...L "' 
G/H ~ G/H ::::: H · c G ~ G. ] 

37: REMARK Denote by LCA the category whose objects are the locally canpact 

abelian groups and whose morphisms are the continuous hcm:nnrphisms -- then 

"':LCA -+ LCA 

. is a contravariant functor. '!his said, consider the short exact sequence 

'ITH 
1 -> H -> G --> G/H -> 1 

and apply "': 

~ "' "' "' 1 -> G/H ~ If -> G -> H ~ GM -> 1, 

which is also a short exact sequence. 



7. 

Given f E L1 (G), its Fourier transform is the function 

f :G -+ C 

defined by the rule 

A 

fCx> =JG f(x)x(x)dµG(x). 

"' 
38: EXAMPLE Take G = R -- then R ~ R and 

2 "'2 2 
39: EXAMPLE Take G = R -- then R ~ R and 

40: EXAMPLE Take G = T - then T ~ Z and 

"' 41: EXAMPLE Take G = Z -- then Z ~ T and 

A "' 

f Cx9> = f Ce> = L 

00 

f (n)e;.:r ne. 
n=-oo 

42: EXAMPLE Take G = Z/nZ -- then~::; Z/nZ and 

A A n-1 km 
f (Xm) = f (m) = L f (k) exp (27Tr-l -) • 

k=O n 

43: 
A A A 

LEMMA f :G -+ C is q. continuous function on G that vanishes at infinity 



8. 

and 

44: NCYrATION INV(G) is the set of continuous functions f E L1 (G) with 

" 1 " the property that f E L (G) • 

45: FOURIER INVERSIOO Given a Haar rreasure µG on G, there exists a unique 

"' 
Haar measureµ,,.. on G such that v f E INV(G), 

G 

f(x) = !"' fCx>x(x)dµ"'<x>. 
G G 

If G is canpact, then it is custanary to nonna.lize µG by the requiremmt 

JG ldµG = 1. 

46: LEM1A 

1 if x = 0 

0 if x ~ 0. 

PRX>F '!he case x = 0 is clear. On the other hand, if x ~ 0, then there 

=> 
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A 

Assuming still that G is canpact (=> G is discrete), take f = 1: 

A A 

f(O) = 1, fCx> = o <x ~ o). 

"' I.e.: f is the characteristic function of {O}, hence is integrable,· thus 

f E INV(G) • .Accordingly, ifµ,,.., is the Haar measure on G per Fourier inversion, 
G 

then 

A 

so V XE G, 

A 

1 = f CO> = !,,.., fCx)dµ,,..,Cx> 
G G 

= µ,,...({O}), 
G 

µt'\C{xl> = 1. 
G 

de 
47: EXAMPLE Take G = T -- then dµG = 21T, so for f E INV(G), 

00 

f (8) = E 
n=-oo 

where 

f (n) = f~1T f (8)er-r ne ~! . 

If G is discrete, then· it is custanary to norma.lize µG by stipulating that 

singletons are assigned :rreasure 1. 

48: REMARK There is a conflict if G is both canpa.ct and discrete, i.e., 

if G is finite. 

"" Assuming still that G is discrete (=> G is canpa.ct), take f(O) = 1, 
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f(x) = 0 (x ~ 0}: 

A 

f Cxl = f G f Cx>xCx)dµG(x} 

= 1. 

I.e.: f is the constant function 1, hence is integrable, thus f E INV(G) • 

.Pccordingly, if µA is the Haar rreasure on a per Fa.Jrier inversion, then 
G 

A 

µA(G) =!A ldµA <x> 
G G G 

A 

= !,.., f(X)dµ,._(X) 
G G 

A 

= f A f Cx>xCO)dµ,._(x) 
G G 

= f (0) = 1. 

49: EXAMPLE Take G = Z/nZ and let µG be the counting mea.sure (thus here 

µG(G) = n) -- then µ,.._ is the counting measure divided by n and for f E mv(G), 
G 

where 

1 n-1 A km 
f (k) = n 2: f (m) exp {- 27T ;.::r n:-> , 

DFO 

A n-1 km 
f (m) = 2: f {k) exp {21T;.:::r -) • 

k=O n 

50: EXAMPLE Take G = R and let µG = adx (a > 0), hence µ" = Sdt (8 > 0) 
G 
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and we claim that 

1 = 2a.f37f. 

'lb establish this, recall first that the forrralism is 

Let f(x) = e- lxl - then 

so f E INV(G), thus 

Now put x = 0: 

f (t) = /XJ f (x)er-r txadx 
-00 

f (x) = /X) f (t) e - r-r tx~t. 
-00 

e - lxl = /X> 2a.2 e .... r-r txBdt 
-00 l+t 

- l=l tx 
oo e = 2a.S J-oo 2 dt. 

l+t 

00 dt 
1 = 2a.f3 f -oo --2 = 2a.S'IT, 

l+t 

as cla.imed. One choice is to take 

1 a.=s=-, 
12-iT 

• 

the upshot then being that the Haar measure of [0,1] is not 1 but rather __!__ • 
12-IT 

51: NOrATION Given f E L l (R) , let 



'Iheref ore 

12. 

FRf (t) = /2-IT __.!__ /X) f (x) e27Tr-l txdx 
l27T -00 

"" = l21T" f (27Tt) • 

52: STANDARDIZATION (G = R) I.et f E INV(R) -- then 

[In fact, 

= l21T" /X) f (u) e r-r ux du 
-00 27T 

= f (-x).] 

Fourier inversion in the plane takes the f onn 

Qle may then introduce 
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and, procea:iing as above, find that 

F 2F 2f (xl'x2) = f (-x1 ,-x2). 
R R 

Now identify R
2 

with C and recall that tr C/R (z) = z + z. Write 

w=a+;.::;Tb 

z = x + r-r y. 

'Ihen 

wz + Wi = 2Re(wzl ;:::; 2 (ax - by),. 

'Iheref ore 

1 ! 00 /~' f (x,y).e2r-I'(a,x-by) dxdy 
27T -00 -00 

A 

= f(2a,-2b). 

[Note: I.et xw<z> = exp(r-1 (wz + wz)) -- then xw is a unitary character of 

A A 

C and for any x E C, there is a unique w E C such that x = XW' hence C :::: C.] 

= 2F 2f (2a,-2b) 
R 

= 47Tf (47Ta,-47Tb) 
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54: STANDARDIZATION (G = C) Iet f E INV (C) - then 

[In fact, 

FcFcf (x,y) = J00 J00 F f(a b)e4nl=I(ax-by)2dadb 
-00 -00 c ' 

= _!_ J00 /XJ f (u -v)er-l(ux-vy) dudv 
2n -oo -oo ' 

= f (-x,-y).] 

55: PIANCHEREL THEOREM '!he Fourier transfonn restricted to L1 (G) n L2 (G) 

2 2 A 

is an iscm=try (with respect to L nonns) onto a dense linear subspace of L (G), 

hence can be extende:l uniquely to an isanetric isarorphisn L2 (G) + L2 (G). 

56: PARSEVAL FORMULA V f,g E L2 
(G), 

A A 

JG f(x)g{x)dG(x) = JA f(x)g(x)dACx>· 
G G 

A 

57: N.B. In lx>th of these results, the Haar measure on G is per Fourier 

inversion. 
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§8. AVVITIVE p-AVIC CHARACTER THEORY 

1: FACT Every proper closed subgroup of T is finite. 

SUPi;x:>se that G is canpact abelian and totally discamected. 

"' 2: LEMMA If x E G, then the image x (G) is a finite subgroup of T. 

PROOF Ker x is closed and 

X (G) ::::: G/Ker X• 

But the quotient G/Ker x is 0-dinelsional, hence totally disconnected. 'Iherefore 

xCG) is totally discormected. Since Tis connected, it follc:MS that T ~ x(G), 

thus x(G) is finite. 

3: N .B. The torsion of R/Z is Q/Z, so x factors through the inclusion 

Q/Z 7 R/Z, i.e., x(G) c Q/Z. 

The foregoing applies in particular to G = Zp. 

4: LEMMA Every character of QP is nnitary. 

PROOF '!his is because 

QP = u pnZ , 
nEZ p 

where the pnZP are canpact, thus §7, #7 is applicable. 

5: If x E Q is nontrivial, then there exists an n E Z such that x = 1 p 

n . n-1 
on p zp rut x j 1 on p zp. 

PROOF Consider a ball B of radius ~ about 1 in Cx -. then the only subgroop 

of Cx contained in B is the trivial subgroup and, by continuity, X (pnZP) must be 
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inside B for all sufficiently large n, thus must be identically 1 there. 

A 

6: DEFINITION '!he conductor con x of a nontrivial x E Q is the largest 
- p 

subjroup pnZ on which x is trivial (and n is the minimal integer with this propp 

erty). 

A typical x ~ 0 of QP has the f onn 

00 

n 
x = E a p (a E A, v (x) E Z) 

n=v(x) n n 

= f(x) + [x]. 

Here the fractional part f (x) of x is defined by the prescription 

f (x} = 

-1 
E a pn if v(x) < 0 

n=v(x} n 

0 if v(x) ~ 0 

and the integral part [x] of x is defined by the prescription 

00 

n 
[x] = E a p , 

n n=O 

with f (O} = 0, [O] = 0 by convention. 

7: N.B. 

where 

zr!.1 = 
.P 

f (x) E Z[1 ] c Q, 
p 

{ ~: n E Z, k E Z}, 
p 
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while [x] E Zp. 

8: OBSERVATICN 

a . 
-J 0 ~ f (x} = E --r-

lsj s-v (x) PJ 

=> 

00 

< (p-1} E J;_ = 1 
j=l PJ 

f(x) E [O,l[ n zr1J. 
p 

Let µ stand for the group of roots of unity in Cx having order a pa,ver of 
00 

p 
there 

p, thus µ 
00 

is a p-group and"is an increasing sequence of cyclic groups 
p 

where 

c ••• cµk 
p 

µ 00 = u µ k' 
p k2:0 p 

c ••• 

x k 
µ = {z E C :zP = l}. 

k 
p 

9: REMARK Denote by µ the group of all roots of unity in ex I hence 

x m 
µ = U µ , µ = {z E C :z = l}. 

m2:l m m 

Then µ is an abelian torsion group and µ 
00 

is the p-Sylow subgroup of µ, i.e., the 
p 

maximal p-subgroup of µ. 
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Put 

'lben 

y E Z • p· 

Xp (x) = exp (27Tl-l f (x) ) 

10: EXAMPLE Suppose that v (x) = -1, so x = ~ + y with 0 < k ~ p-1 and 
p 

k k X (x) = exp (27Tl-l -) = z; , 
p p 

where z; = exp(27TH/p) is a primitive pt.h root of unity. 

11: LEMMA x is a mitary character. 
- p 

PR:XJF Given x,y E Q , write ' p 

f (x+y) - f (x) - f(y) 

= x + y - [x+y] - (x - [x]) - (y - [y]) 

= [x] + [y] - [x+y] E Zp. 

But at the same time 

f(x+y) - f(x) - f(y) E Z[~]. 

Thus 

f (x+y) - f (x) - f (y) E Z[~] n Zp = Z 

and so 

exp(27Tl-=l(f(~+y) - f(x) - f(y)) = 1 



s. 

or still, 

Therefore x :Q -+ T is a hcm::rcDrphism. As for continuity, it suffices to check p p 

this at 0, matters then being clear (since Xp is trivial in a neighborhood of 0) 

(ZP is open and 0 E ZP). 

12 : LEM-1A The kernel of Xp is Zp. 

[A priori, the kernel of Xp consists of those x E QP such that f (x) E z. 
Therefore 

13 : LEM-1A The image of x is µ • 
~ p 00 

p 

[A priori, the image of Xp oonsists of the canplex numbers of the fonn 

,,-k .r,-mk 
exp(27Tv-.1. -) = exp(27Tv-l/p ) • 

Pm 

Since exp(21Tr-l/pm) is a root of unity of order pm, these roots generate µ as 
00 

p 
m ranges over the i:ositive integers.] 

14: SCHOLIUM Xp implements an isarorphism 

15: REMARK 

-k k 
x e P zP <=> P x E zP 
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k 
<=> x (p x) = 1 p 

k 
<=> x (x)p = 1 

p 

16: RAPPEL let p be a prime -- then a group is p-primary if e:very elanent 

has order a power of p. 

17: RAPPEL Every abelian torsion group G is a direct sum of its p-primary 

subgroups Gp. 

[Note: '!he p-primary co:nponent GP is the p-Sylow subgroup of G.] 

00 

18: NOTATION Z (p ) is the p-primary canp:>nent of Q/Z. 

Therefore 

co 
19: LEMMA Z (p ) is iSOODrphic to µ co. 

p 

[Z(p
00

) is generated by the 1/pn in Q/Z.] 

Therefore 

flt>te: Consequently, 



A 

7. 

~ TfEndCQ /Z ) 
p P' p 

~ rrz .] 
p p 

20: REMARK Z is isrnnrphic to µ (cf. #26 infra) • p 00 
p 

Given t E Qp' let Lt be left :rm.iltiplication by t and pit Xp,t = Xp o Lt -

then Xp,t is oontinuous and V x E Qp' 

[N:>te: Trivially, Xp,o = 1. And v t ~ o, 

oon x = p-v(t)z • 
p,t p 

Proof: 

Next 

x E con x t <=> tx E Z p, p 

<=> 

<=> 

lt.xlp ~ 1 

I I < i _ vet> xP_rtr;-p 

<=> x E p-v(t)z .] 
p 

= x (tx+ty) p 



a. 

~ 

'Iheref ore x t E Q • p, p 

Next 

= Xp(tx+sx) 

= xp<tx>xp<sx> 

...... 

Therefore the arrow = :Q -+ Q that sends t to x t is a h:m:m:>rphisn. p p p p, 

21: ~ If t ;t s, then Xp,t ;t Xp,s· 

PRX>F If to the contrary, x t = x , then V x E Q , Xp (tx) = x_ (sx) or p, p,s P ·p 

is trivial, which it isn't. 

22: ~The set 

...... ...... 

PIO)F Let H be the closure in Q of the x t• p p, Consider the quotient Qp"H 
A 

and to get a contradiction, assume that H ;t Qp' thus that there is a nontrivial 

A A 

~ E Qp By definition, If- is cnmputai in Q , which by Pontryag.in duality, is 
v p 
which is trivial on H. 



identified with Q , so spelled out p 

9. 

H1 = {x E Q :evQ (x) jH = l}. 
p p 

Accordingly, for sate x, ~ = evQ (x), hence v t, 
.p 

which is possible only if x = 0 and this jroplies that ~ is trivial. 

23: LEMMA The arrows 

are continuous. 

Therefore :::p(Qp) is a locally compact subgroup of QP. But a locally compact 

"' sub;Jroup of a locally compact group is closed. Therefore :::P(QP) = QP. 

In sumnary: 

I\ 

24: THEOREM Q is topologically isarcrphic to Q (via the arrow ::: :Q -+ p . p p p 

25: LEMMA Fix t -- then x t I zp = 1 iff t E z • 
~ p, p 

PRX>F Recall that the kernel of x is Z . p p 

• t E z , x E z => tx e z => x {tx) = 1 => x I z = 1 p p p p . . p,t p • 
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• x I z = 1 => x (1) = 1 => x (t) = 1 => t E z . p,t p p,t p p 

A 

26: APPLICATION Z is isarorphic to µ • 
- p poo 

[Zp can be computai as Q/Z~. But Z~, when viewed as a subset of Qp' consists 

of those t such that x t I Z = 1. Therefore p, p 

A A 

Z ~ Q .. /zp ~ Q /Z :::: µ • l pp P'P oo p 

27: IDI'ATION let 

Xoo (x) = exp (- 21TH x) (x E R). 

28: PIDDtJCr PRINCIPLE V x E Q, 

PR:X>F Take x rx>sitive -- then there exist primes p1, ... ,pn such that x admits 

a representation 

~ where the ~ are :p:>sitive integers, the t\ are p:>sitive integers (1 ~ t\ < Pi<: -1) , 

and M E Z. Appending a subscript to f, we have 

f (x) 
I\ 

t\ =-, 

~ 
fp(x) = 0 (p ~I\' k = 1,2, ••• ,n). 

Therefore 

Tr Xp (x} = Tr Xo..Cxl 
p<oo l~~ ... K 



=> 

11. 

= TT exp (21TM f (x)) 
lsksn ~ 

n 
= exp (21Tr-l l: f (x) ) 

k=l !\ 

= exp (21Tr-l (x-M) ) 

= exp (21Tr-l x) 

1T Xp (x} = TT Xp (x) Xoo (x) 
psoo p<oo 

= exp(21Tr-l x)exp(- 21Tr-l x) 

= 1. 

APPENDIX 

I.et K be a finite extension of QP. 

A 

1: THFDREM The topological groups K and K are topologically iSCJIDrphic. 

[Put 

arid given b E K, put 

P.rocea:l. fran here as al::x:we. ] 
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2: REMARK Every character of K is unitary. 

3: LEMMA 

a E R => trK/Q (a} E Zp 
p 

a E P => trK/Q (a} E pZP. 
p 

4: DEFINITION '!he differential of K is the set 

5: LEMMA ~ is a proper R-sul:mXlule of K containing R. 

6: LEMMA There exists a unique nonnegative integer d -- the differential 

exp:>nent of K -- characterized by the condition that 

[This follows fran the theory of "fractional ideals" (details anitterl} .] 

[J:bte: . . . 1 -cL bu . . . 1 -d-1 ] xK is trivia on TI ~ t is nontrivia on TI R. ,p 

7: LEMMA Let e be the ramification index of Kover QP (cf. §5, #17} --

then 

-e+l 
a E P => trK/Q (a} E Zp. 

p 

PROJF Let 

-e+ 1 --e+ 1 -e -e_ a E P = TI R = TI ( TIR) = TI .1:1, 
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-e. (b ) · e and id so a = n o E P • Write p = n u . cons er pa: 

But 

lul = 1, lbl < 1 => lubl < 1 

=> ub E P 

=> trK/Q (ub) E pZP 
p 

=> trK/Q (pa) E pZP 
p 

=> p trK/Q (a) E pZP => trK/Q E Zp. 
p p 

8: APPLICATICN 

d ~ e-1. 

[It suffices to show that 

P-e+l c ~(::TI~). 

Thus let a E P-e+l, say a= n~ (b E P), and let r ER -- then the cla.im is that 

B.lt 

ar =TI~ E TI~ Clbrl < 1) 

or still, 

-e+l 
ar E P => trK/Q (ar) E Zp.] 

p 
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9: REMARK Therefore d = 0 => e = 1, hence in this situation, K is 

tmramif ied. 

[?«>te: '!here is also a converse, viz. if K is unramif iai, then d = O.] 

10: N.B. It can be shown that -

iff d = e-1. 

11: CRITERION Fix b E K -- then 

b E ~ <=> v a ER, xK,p{ab) = 1. 

PRX>F 

ea ER, bE~=>abE~ 

=> 

=> trK/Q (ab) E Zp 
p 

• V a E R, XK {ab) = 1 ,.p 

=> V a E R, trK/Q {ab) E Zp => b E ~· 
p 

~nnalize the Haar measure on K by the condition 

Let xR be the characteristic function of R -- then 
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• b E ~ => xK, p (ab) = 1 (V a E R) 

• b rt ~ => xK,p (ab) ;t 1 (3 a E R) 

Consequently, as a function of b, 

x~ the characteristic function of ~-

12: LEMMA 

'lheref ore 

13: LEMMA V a E K, 
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PRCX)F 'lbe left hand side reduces to 

and there are ~ possibilities. 

e a E R => ab E ~ (V b E tx> 

=> 

= 1. 

• a ¢ R:xK,p(ab) ~ 1 (3 b E ~) 

=> 

'lb detail the second point of this proof, \\Ork with the nonnalizerl absolute 

1 value (cf. §6, #18) and recall that 17TIK = q (cf. §5, #21). Accordingly, 

Fix a f. R -- then the cla:im is that b-+ xK,p (ab) (b E ~) is nontrivial. For 

XK (ab) = 1 <=> ab E 1T~ ,p 
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<=> 

<=> 

<=> 
d 

'

bl < q = d+v(a) 
K - -rar; q • 

J3ut 

a ~ R => v(a) < 0 

=> -v(a) > O => -d-v(a) > -d 

-d-v(a) -d_ 
=> TI R c TI ~, 

a proper containment. 
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§9. MULTIPLICATIVE p-AVIC CHARACTER THEORY 

Recall that 

the abstract reflection of the fact that for every x E Qx, there is a unique p 

v(x) E Zand a unique u(x) E z; such that x = pv(x)u(x). Therefore 

~A/0 0 
(QP) ~ Z x (ZP) ~ T x (ZP). 

1: N.B. A character of QP is necessarily unitary (cf. §8, #4) but this 

is definitely not the case for o; (cf. infra). 

2: DEFINITION A character x:Qx-+ ex is unramified if it is trivial on Zx. 
p p 

3: EXAMPLE Given any canplex number s, the arrow x -+ !xis is an unramified 
p 

x 
character of Q . p 

4: LEMMA If x:Qx -+ ex is an unramified character, then there exists a 
- p 

canplex number s such that x = I · I~· 

PRJOF Such a x factors through the projection Qx -+ pz defined by x -+ !xi , p p 

hence gives rise to a character x:pz -+ ex which is canpletely detennined by its 

value on p, say x<P> =PS for the canplex number 

-
s = log x<P> , 

log p 



2. 

itself detenninoo up to an integral IlUll.tiple of 

'Iheref ore 

[Note: For the record, 

27Tr-l 

log p 

- v(x) = X(P- ) 

= <x<P>>-v<x> 

= (ps)-v(x) = (p-v(x))s = !xis· 
p 

Ix I 27Tr-l/log p = (p -v (x)) 27Tr-f/log p 
p . 

= (e -v(x) log p) 27Tr-l/log p 

= e -v (x) 27Tr-l = 1. 1 

Supp::>se that x:Q; -+ ex is a character -- then x can be written as 

xCx) = lxl~ !(u(x)), 

x ~ 
wheres EC and X := xlZ E CZ), thus Xis tmitary iff sis pure imaginary. 

- p p 

5: LEMMll. If X E 0 is nontrivial, then there is an n E N such that 
- - p 

x = 1 on U but x t 1 on U 1 (cf. §8, #5). _ p,n p,n-



3. 

Assume again that x:Q; -+ ex is a character. 

6: DEFINITION x is ramified of degree n ~ 1 if x I U = 1 and - - p,n 

7: DEFINITION '!he oonductor con x of x is Zx if x is unramif ied and 
p 

U if x is ramified of degree n. p,n 

8: RAPPEL If G is a finite abelian group, then the number of unitary 

characters of G is card G. 

and 

9: LEM-fA 

x 
[Z :U 1] = p-1 p p, (cf. §4, #40) 

If x is ramified of degree n, th.en x can be viewed as a tmitary character 

But the quotient Zx/u is a finite abelian group, thus has P' p,n 

unitary characters. And 

x this being the number of unitary cha;r:acters of zp of degree ~ n. 'lherefore the 



4. 

group z: has p-2 unitary characters of degree 1 and for n ~ 2, the group z; has 

n-1 n-2 n-2 2 (p-l)p - (p-l)p = p (p-1) 

unitary characters of degree n. 

/0 
10: LEMMA I.et X E Qp -- then 

I Ir-rt xCx> = x P xCu(x)), 

where t is real and 

- (u/lOCJ p) < t ~ u/log p. 

APPENDIX 

Suppose that p ~ 2, let TE Qx - (Qx) 2 , and fonn the quadratic extension 
p p 

y ~ 0). 

1: NOI'ATION I.et Q be the set of :points of the fonn x2 
- zy2 (x ~ 0, p,T 

2: LEMMA Q is a subgroup of Qpx containing (Qx) 2 
p,T p • 

3: LEMMA 

[Note: 

[Qpx·.(Qpx) 2 ] = 4 ( f §4 a53) ] c • , 1t • 



s. 

4 : DEFINITION Given x E Q;, let 

sgn {x) = 
T 

- lifxEQ 
p,T 

-1 if x ¢ Q • p,T 

5: LJM.1A sgn is a llllitary character of Q • 
T p 



1. 

§10. TEST FUNCTIO~IS 

The Schwartz space scff> consists of those canplex valued C
00 

functions which, 

together with all their derivatives, vanish at infinity faster than any power of 

I I· 11 • 

1: DEFINITIOO. '!he elaoonts f of S {ff> are the ·test functions on ff. 

2: EXAMPLE Take n = 1 -- then 

f(x) = CXA exp(- TIX
2), 

where A = O or 1, is a test function, said to be standard. Here 

thus FR of a standard function is agam standard (cf. §7, #51). 

[Note: Henceforth, by definition, the Fourier transfonn of an f E L
1 

(R) will 

be the function 
A 

f :R -+ C 

def inErl by the rule 

= f R f {x) e21Tr-l txdx.] 

3: EXAMPLE Take n = 2 and identify R2 with C -- then 

A -B I 12 f{z) =CZ z exp(- 21T z ), 

where A,B E z~0 & AB = 0, is a test function, said to be standard. Here 



2. 

A+B B -A 12 = (r-1) w w exp(- 2n lw ) , 

thus Fe of a standard function is again standard (cf. §7, #53). 

[Note: Henceforth, by definition, the Fourier transfonn of an f E L1 
(C) will 

be the function 

"' f :C + C 

defined by the rule 
,.... 

f (w) = F C f (w) 

= ! C f (z)e27Tr-r (wz+Wi) ldzAdZ I·] 

4 : DEFINITICN Iet G be a totally discamected locally canpact group --

then a function f :G + C is said to be locally constant if for any x E G, there is 

an open subset u of G containing x such that f is constant on u . x x 

5: LEMm. A locally constant function f is continuous. 

PRCX'.>F Fix x E G and suppose that {xi} is a net converging to x -- then xi 

is eventually in ux' hence there f(xi) = f(x). 

6: DEFINITICN '!he Bruhat space B (G) consists of those canplex valued 

locally constant functions whose support is canpact. 

[Note: B(G) carries a "canonical toix>logy11 but I shall pass in silence as 

regards to its precise fo:rmulation.] 



3. 

7: .DEFINITION 'l1le elanents f of B(G) are the test functions on G. 

8: LEMMA Given a test function f, there exists an open-canpact subgroup 

K of G, an integer n;::: 0, elements x1 , ••• ,~ in G and elements c1, ••• ,c
0 

in C such 

n 
that the union u ~K is disjo.int and 

k=l 

n 
f = l: ~XKx.. K' 

k=l ---J( 

X~K the characteristic function of ~K. 

PROJF Since f is locally constant, for every z E C the preimage f-1 (z) is an 

open subset of G. 'lllerefore X = {x:f {x) ~ O} is the support of f. '!his said, 

given x EX, def.ine a nap <f>x:G x G-+ C by <Px<x1 ,x2) = f{x1~), thus <f>x(e,e) = f(x) 

and <P is continuous if C has the discrete topology. Consequently, one can find 
x 

U = K xK - then U is open-canpact and f is constant on U • But X is covered x x x x x 

by the ux' hence, being ccmpact, is covered by finitely many of then. Bearing in 

mind that distinct double cosets are disjoint, consider nC/VI the intersection K of 

the finitely many K that occur. x 

Specialize and let G = QP. 

9: EXAMPLE If K c Q is open-canpa.ct, then its characteristic function 
- p 

xK is a test function on QP. 
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10: I.»MA Every f E B(QP) is a finite linear canbination of functions of 

the fonn 

X n (x E Qp' n E Z). 
x+p zp 

['Ihis is an instance of #8 or argue directly (cf. §4, #33) .] 

11: DEFINITICN Given f E L
1

CQP), its Fourier transfonn is the ftmction 

def inoo by the rule 

A 

= f Q f{x)xp(tx)dx. 
p 

~ A 

f(t) = f(-t). 

£Ct> = J 0 rrxrxp<tx>ax 
p 

= f Q f(x>xp(-tx)dx 
p 

= JQ f(x)xp((-t}x)dx 
p 

= 10 f(x)x ((-t)x)dX 
p p 

"" = f (:-t). 
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13: SUBLEMMA 

0 (n < 0). 

[Recall that 

and apply §7, #46 and §8, #12.] 

14: LEMMA Take f = X nz 
p p 

-- then 

PiroF 

'lhe last integral equals 

Xn 
p z 

p 

-n 
= p x . 

~nz 
p p 

= f Q x n (x)xp(tx)dx 
P P zP 

= ltl~1 JQ x n (t-
1
x>xp(x)dx 

P P zP 

-n-v(t) 
p 

if n+v(t) ~ 0 and equals 0 if n+v(t) < 0 (cf. #13). But 
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-n t E p Zp <=> v(t) ~ -n <=> n+v{t) ~ 0. 

Since 

r
tl-1 v(t) = 1 p p , 

it therefore follows that 

In particular: 

A. 

Xz = Xz • 
p p 

15: THEOREM Take f = x n - then 
x+p Z 

p 

PRX>F 

X n (t) = 
x+p zp 

-n Xp(tx)p 

0 

x n (t) = Iq x n (y)xp t(y)dy 
x+p zp p x+p zp , 

= f x (ty)dy 
x+p0 Z P 

p 
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= ! n Xp(tx+ty)dy 
P zP 

= 1c(tx)!Q x n (y)x_ t(y)dy 
·p p p z ·p, 

p 

A 

= Xp {tx)x n Ct) 
p z p 

-n = ~(tx)p x -n (t). 
p z p 

16: APPLICATICN Taking into account #10, 

~ 

f E B(Qp) => f E B(Qp). 

A 

f(x) = f(-x) (x E QP). 

PRX>F It suffices to check this for a single functicn, so take f = x; - then, 

as notai a.l:>ove, 

A 

Xz = Xz , 
p p 



thus v x, 

"' "' 

8. 

Xz (x) = Xz (x) = Xz C-x). 
p p p 

18: N.B. It is clear that 

,., 
19: SCHOLIUM '!he arrow f -+ f is a l.inear bijection of B(Q ) onto itself. 

p 

[Injectivity is manifest. 
v 

As for surjectivity, the arrow f -+ f, where 

v 
f(x) = f(-x), 

maps B(QP) into itself. And 

v 
v v v v "'"' v "' "' 

f = f = (f) = (f ) = ( (f ) ) • ] 

20: REMARK As is \\ell-known, the same conclusion obtains if Q is re-
p 

placei by R or C. 

x 
Pass now fran Q to Q • 

p p 

x 
21: LEM-IA Let f E B(Qp) -- then 3 n E N: 

!xlp < p-n => f(x) = 0 

lxlp > pn => f (x) = O. 

x 
Therefore an ele:m=nt f of B(Qp) can be viewed as an element of B(QP) with the 

property that f (O) = O. 
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22: DEFINITION Given f E L1 (Qx ,dxx), its Mellin transfonn f is the 
~ p 

Fourier transfonn of f per Q;: 

so 

[Note: By definition, 

- x 
f Cx> = 1 f (x)x(x)d x. 

Qx 
p 

x p dx 
d x = p-1 lxlp (Cf• §6, #26) I 

x 
vol x (ZP) = voldx (ZP) = 1.] 

dx 

23 : EXAMPLE Take f = X - then zX 
p 

x 
= f x xCx)d x. 

z p 

Decanpose x as in §9, #10, hence 

x 
= f x x(x)d x z -

p 

o <x t 1) 

= 
1 Cx = 1). 
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d . §9 #2 •tary char t &(Qx) • amif·,,..,.:J ·f · · · Ac.ccm mg to , , a uni ac er x E p is unr l.t:U 1 its restrict10n 

x to Zx is trivial. Therefore the upshot is that the Mellin transfonn of x 
- p zx 

p 

is the characteristic function of the set of unramifieJ. elements of ~. p 

APPENDIX 

I.et K be a finite extension of QP -- then 

x x 
K ::::: Z x R 

and the generalities developa:l in §9 go through with but minor changes when Q is p 

replaced by K. 

In particular: 
-"X 

\:f x E K , there is a splitting 

I Ir-rt -v{a) x(a) = a K X(1T a), 

where t is real and 

- (n/log q) < t $ n/log q. 

[Note: x is unramifiErl if it is trivial on Rx.) 

1. N.B. The "n" in the first instance is a prime elanent (cf. §5, #10) 

and ITTIK = ~· On the other hand, the "TT" in the second instance is 3.14 •••• 

The extension of the theory fran B(QP) to B(K) is straightfon..rcrrd, the p::>int 

of departure being the observation that 

~n 
q (n = -d, -d+l, ••• ) 

0 (n = -d-1, -d-2, ••• ). 
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2: CCMlENTION Nonna.lize the Haar measure on K by stipulating that 

J da = q-d/2. 
R 

3: DEFINITION Given f E L
1

{K), its Fourier transfonn is the function 

def ine:l by the rule 

4 : THEOREM V f E INV {K) , 

"' A 

A 

f :K + C 

f (a) = f (-a) (a E K). 

PRX>F It suffices to check this for a single function, so take f = xR' in 

, which case the 'NOrk has already been done in the Appendix to § 8. 'Ib review: 

-d/2 
= q x (b). 

t\ 

-d/2 
= q J x (ab)db 

~ K,p 

= XR {a) (lac. cit. , #13) 

= xRC-a). 
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5: N.B. It is clear that 

B(K) c INV(K). 

A 

6: SCHOLIUM '!he arrow f + f is a linear bijection of B(K) onto itself. 

7: CDNVENTION Put 

x q ·aa 
da=-rar;· q-1 a 

K 

Then dxa is a Haar measure on Kx and 

vol x (Rx) = volaa(R) = q-d/2• 
da 

8: DEFINITION Given f E L1 (Kx,dxa), its Mellin transfonn f is the Fourier 

x 
transf onn of f pe;r K : 

- x 
f Cx> = f f (a)x(a)d a. 

9: EXAMPLE Take f = x x -- then 
R 

-
x x<x> 

R 
= 

Kx 

0 <x t 1) 

q-d/2 <x = 1). 
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§11. LOCAL ZETA FUNCT10NS:Rx o~ Cx 

we shall first consider Rx, hence Rx:::: Z/2Z x C and every character has the 

f onn 

x(x) = Xa,s(x) = (sgn x> 0 1xls (a E {0,1}, s EC) (cf. §7, #11) • 

.!.!_ DEFINITION Given f E S(R) and a character x:Rx-+ Cx, the local zeta 

function attached to the pair (f ,x) is 

x dx 
where a x = TXT • 

x 
Z(f,x) = f x f (x)x(x)d x, 

R 

[Note: '!he para:rreters a and s are :implicit: 

2: LEMMA The integral defining Z (f, x> is absolutely convergent for 

Re(s) > O. 

PRCOF Since f is Schwartz, there are no issues at infinity. 'As for what 

happens at the origin, let I= ]-1,1[-{0} and fix C > 0 such that jf (x) I ~ c 

(x E I) - then 

a finite quantity. 
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3: LEMMA Z(f,x) is a holarorphic function of s in the strip Re(s) > o. 

[Fonnally, 

and while correct, "differentiation under the integral sign" does require a fonna.l 

proof •••• ] 

4: NJTATICN Put 

v -1 x = x 1.1. 

'!he integral defining z (f, x) is absolutely convergent if Re (1-s) > 0, i.e., 

if 1 - Re(s) > 0 or still, if Re(s) < 1. 

5: LEMMA Let f,g E S(R) and supp:>se that 0 < Re(s) < 1 -- then 

PRX>F write 

A v 
zcf,x)z(g,x> 

A -1 ~ X 
= ff x x f (x)g(y)x(xy ) !Yid x d y 

R xR 

and nake the substitution t = yx-l to get 

A X -1 x 
= f x (f x f (x)g(tx) lxld x)x(t ) ltld t. 

R R 

'!he claim now is that the inner integral is symnetric in f and g (which then implies 
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that 

the desired equality). 'lb see that this is so, observe first that 

Since Rx and R differ by a single elerce.nt, it therefore follows that 

A X 
f x f (x)g(tx) lxld x 

R 

2TIH txu x = f x f{x) lxl (JR g(u)e du)d x 
R 

I I 2TIH txu x = f J f (x}g(u} x e dud x 
Rx Rx 

21Tr-l txu x 
= f x g (u) I u I UR f (x) e dx) d u 

R 

A X 
= J g(u)f (tu) luld u. 

Rx 

Fix cf> E S (R} and put 

P <x> = z <ct>, x> 
A v 

z <ct>, x> 

'!hen p(x) is independent of the choice of cf> and v f E S(R), the functional equation 

A V zcf,x> = pCx>zCf,x> 

obtains. 

6: LEMMA P (X) is a merarorphic function of s (cf. infra) • 
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7: APPLICATION v f E S (R) , z (f, x> admits a meraoorphic continuation to 

the whole s-plane. 

8: IDI'ATION Set 

-s/2 
rR(s) =TI f(s/2). 

9: DEFINITION Write 

(a= 0) 

L(X) = 

(a = 1). 

Proceeding to the canputation of p(x), distinguish two cases. 

• a= 0 

A 

2 
-TIX Take cp0 Cx) to bee - then 

2 
-TIX Is x zccp0 ,x> = J e Ix d x 

Rx 

-s/2 
=TI r(s/2) = rR(s) = LCx>· 

Next <Po = <Po (cf. §10, #2) so by the alx>ve argument, 

A V V z<<1>0,x> = LCx>, 

fran which 

P<x> = !!.W.. 
L(X) 



1T-s/2r (~) 
2 

5. 

=------
-(1-s)/2 1-s 

1T rc-i--> 

1-s -s 'ITS 
= 2 1T cos C-y>r (s) • 

2 
-TIX • cr = 1 Take cp1 (x) to be xe -- then 

Next 

Therefore 

2 
-TIX x I Is x Z(cf>1,x> = f Rx xe TXf x d x 

= 1T-(s+l)/2 rcs+l) 
2 

A 2 
cf> (t) = r-r t exp(-'Jft ) 1 

(cf. §10, #2). 

2 
= ;:r f Rx xe-TIX • !~I • !xll-sdxx 

-nx2 
1
2-s x 

= r-r J x e Ix d x 
R 

2 
.f.:r 00 -TIX 1-S = - 2 ! 0 e x dx 



Accordingly 

10: FACT 

6. 

= 1-1 r R (2-s) = r-I L(X). 

p (X) = _ ;.:r L(X) 
v 

L(X) 

TI-Cs+l)/2rcs+l> 
= - r-r 2 

1T(s-2)/2 rc2-s) 
2 

,-,- 1-s -s TIS 
= - v-.L 2 TI sin c2 >r (s) • 

s(l-s) 1-s -s TIS s (s) = 2 'TT cos <2> r (s) 

s(S) S s-1 . TIS = 2 1T sin (-2 ) r (1-s). sCl-s) 

'Ib recapitulate: p <x> is a rnerarorphic function of s and 

where 

P<x> = cCx> ·~, 
L(X) 

,- dxl = 1 Co= O) 

1 dx> = - ;.:r (a = 1) • 
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x x -x 
Having dealt with R , let us naw tum to C , hence C :::: Z x C and every 

character has the form 

xCx) = Xn,
5

Cx) = exp(l=rn arg x) lxl
5 

(n E Z, s EC) (cf. §7, #12). 

Here, however, it will be best to make a couple of adjustments. 

1. Replace x by z. 

2. Replace I· I by I· le' the nornalized absolute value, so 

- 2 Jzlc = Jzzl = lzl (cf. §6, #15). 

11. DEFINITICJ.'l Given f E S (C) (= S CR2)) and a character x:Cx + Cx, 

the local zeta function attached to the pair (f ,x) is 

x Z(f,x) = f f (z)x(z)d z, ex 

[Note: 'Ihe parameters n and s are implicit: 

zc£,x> = zcf,xn,s>·l 

12: NCYrATION Put 

v -1
1 

I x = x . c· 

The analogs of #2 and #3 are .irm:eiiate, as is the analog of #5 {just replace 

Rx by ex and I· I by l·lc>, the crux then being the analog of #6. 

13: NOrATION Set 



let 

Then 

8. 

14: DEFINITIOO Write 

'lb detennine p(x) via a judicious choice of <P per the relation 

-n -2'1Tlzl2 
<f>n(z) = z e (n ~ 0) 

(n < 0). 

~ = cr-r> Inlet> cct. §10, #3>. n -n 

r-r e 15: N.B. In tenns of polar cex>rdinates z = re , 

• cp (z) = rlnlexp(- 2Tir2 - r-I n6) 
n 

dx _ 2rdrd6 _ 2 drdS 
• z- 2 --

r r 

• X(z) 
r-I ne

1 1
s r-I ne 2s 

=e zc=e r. 

'Iheref ore 



and 

COnsequently 

9. 

= 2n f~ t(s-l)+lnl/2exp(- 2rrt)dt 

= r c Cs + I~ I > = L Cx> 

= <r-I">-lnl !!_hl 
v 

L(X) 

= £ <x> hlx2.. I 

L(x) 



where 

And 

!!W..
L(x) -

10. 



1. 

§12. LOCAL ZETA FUNCTIONS:Qx 
p 

The theory set forth below is in the same spirit as that of §11 but ma.tters 

are technically rrore canplicate:l due to the presence of ramification. 

1: DEFINITION Given f E B {Q ) and a character X: Qx. -+ Cx, the local zeta 
- p p 

ftmction attached to the pair (f ,x) is 

x 
Z(f,x> = f x f{x)x{x)d x, 

Qp 

x p dx 
where d x = p-l TXf: {cf. §6, #26). 

p 

[Note: There are two parameters associated with x, viz. s and x {cf. §9) .] 

2: LEMMA '!he integral defining Z{f,x) is absolutely convergent for Re{s) > o. 

PRJOF It suffices to check absolute convergence for f = x {cf. §10, #10) 
pnZ 

p 
and then -we might just as 'Well take n = 0: 

= f lxlRe(s)dxx 
z -{0} p 
p 

- 1 
-

1 
-Re(s) 

-p 
(cf. §6, #27). 



2. 

3: LEMMA Z(f,x) is a holarorphic function. of s in the strip Re(s) > o. 

4: NOrATIOO Put 

v -1, x = x ·I . p 

The integral defining Z(f,x) is absolutely convergent if Re(l-s) > o, i.e., 

if 1.- Re(s) > 0 or still, if Re(s) < 1. 

5: LEMMA Let f,g E B(QP) and supp:>se that 0 < Re(s) < 1 - then 

A V ..... V 
z(f,x)z(g,x> = zcf,x>zCg,x). 

[Simply follow verbatim the argument employed in § 11, #5.] 

Then p <x> is independent of the choice of <I> and v f E B (QP), the famctional equation 

A V 
z(f,x> = p(x)z(f,x> 

obtains. 

6: LEMMA p(x) is a mercrrorphic function of s (cf. infra). 

7: APPLICATION v f E B (QP) , z (f, x> admits a m:m:rcorphic continuation to 

the whole s-plane. 

8: DEFINITION write 

- Cl - x (p)) -l <x unramifierl) 

L(x) = 

1 <x ramifierl). 



3. 

There ranains the canputation of p(x), the simplest situation being when xis 

unramified, say x = I· I~', :in 'Which case we take <Po {x) = Xp (x) Xz (x): 
p 

Is x = f x x Cx>xz (x) Ix a x 
Q p p p 

p 

f 'xi
s dxx 

= Z -{O} p 
p 

1 =---s 1-p 

1 =---
1-IPI~ 

(cf. §6, #27) 

1 
= 1-x(p) = LCx>. 

'lb finish the determination, it is necessary to explicate the Fourier transfonn 
A 

~o of <1>0 (cf. §10, #11): 



Therefore 

And f .inally 

P <x> 

or still, 

P <x> 

4. 

= lz xPCCl+t)x)dx 
p 

= Xz (t). 
p 

I 1-s x 
= f x X (x) xlp d x 

Q Zp 
p 

f lxl l-s dxx 
= z -{0} p 

p 

= 1 (cf. §6, #27) 
l-p-(1-s) 

1 =---
1-IPll-s 

p 

1 v = = L(X). v 
1-x <P> 

= z<~o,x> = ~ 
zc~,x> L<x> 

-(1-s) 
-- 1-p 

-s 1-p 

9: REMARK The function 

-(1-s) 1-p 
-s 1-p 



5. 

has a simple pole at s = 0 with residue 

p-1 log p 
p 

and there are no other singularities. 

Suppose now that xis ramifiErl of degree n ~ l:x = I· Is x (cf. §9, #6) p_ 

and take ,i.. (x) = x (x) x (x) : 
~n p -n 

p ;, 

x 
Z(<l>n'x) = f <I> (x)x(x)d x Qx n 

p 

= f x Xp(x)x _ Cx>lxls xCx)dxx 
Q nz p -
p p p 

s x 
= f -n Xp(x) lxlp x(x)d x 

p Z -{O} -
p 

00 

k I k 
1
s x = L.: f x Xp(p u) pup x(u)d u 

k=-n Z -
p 

00 

-ks k x = L.: P f x Xp(p u)x(u)d u. 
k=-n Z -

p 

x 
f x Xp(vu)x(u)d u = O. z -

p 

I kl -k Since p P = p , Z(<l>n'X) re:::luces to 



6. 

ns -n x 
P f x xp<P u)x(u)d u. z -

p 

x 
I.et E = {e. :i E I} be a systan of coset representatives for Z"/U -- then by 

l. P' -p,n 

assumption, x is constant on the cosets rood UP , hence - ,n 

-n x 
f x xp<P u)x(u)d u z -

p 

r -n x = r x(e.) f e.u xp<P u)d u. 
i=l - 1 

i p,n 

But 

-n -n 
u E e. U => p u E p e. + Z 

l. p,n l. p 

=> 

-n 
= X (p e.). 

p l. 

Therefore 

-n x 
f x (p u)x(u)d u z; p -

r 
= E x(e

1
.)X (p-ne

1
.) fe.U dxu 

1'--1 - p l. p,n 

if 
r 

T (X) 
-n 

= L xCe.)x (p e.). 
i=l - l. p l. 



And 

So in the end 

Next 

7. 

f x J dxu u du= n 
p,n l+p Z 

p 

_ p J du 
- p-1 i+ nz TUC 

p p p 

=_E_J du 
p-1 l+ nz 

p p 

=_E_J du 
p-1 nz 

p p 

1-n · 
= __£_ p-n = _P_ 

p-1 p-1 . 

l+n(s-1) 
Z(~n'X) = T(X) p p-l 

= f -n ~(X)Xp(tx)dx 
p z 

p 

= f x { {l+t)x)dx -n p p z p 

-n = vol (p Z >x Ct) 
dx P pnZ -1 

p 

n 
=PX n (t). 

p z -1 p 



r.rheref ore 

[Note: xC-1) = ± 1: 

8. 

n . -1 I x = f x P x n (x)x (x) xi d x 
Q p z -1 p 
p p 

n I 
1
1-s x = P f n X (x) x d x 

p z -1- p 
p 

n x = P f n x{-x)d x 
l+p z -

p 

= Pnx(-1) !
0 

dxx 
p,n 

1-n 
n P 

= P xC-1) p-l 

= :.1 x<-1>. 

1 = c-1> c-1) => 1 = x<-1>x<-1> = x<-1> 2.J 

Assanbling the data then gives 



11: THEOREM 

where 

if x is unramif ied and 

if x is ramified of degree n ~ 1. 

9. 

l+n(s-1) 
T(X) p p-1 

=------
_g_ xC-1) p-1 

PHn(s-1) p-l 
= TCx> p-1 Px<-1> 

n(s-1) 
= T{X)X(-l)p 

n(s-1) 1 
= TCx>xC-l)p I 

n(s-1) L(X) 
= TCx>xC-l)p 

L(X) • 

P<x> = e:Cx> ~ 
L(x) ' 

e: <x> = 1 

e: <x> = P <x> 

12 : LEMMA Suppose that x is ramified of degree n ~ 1 -- then 

v 
e:<x>e:<x> = x<-1>. 



v v 
But x = x, hence 

10. 

A v 
Z(f,x) = E(X)Z(f,x) 

A v ,..., 
A V A X 

Z(f,x) = f x f (x)x(x)d x 
Qp 

x 
= f x f (-x)x(x)d x 

Qp 

x 
= f x f (x)x(-x)d x 

Qp 

x 
= xC-1) f x f Cx>xCx)d x 

Qp 

= xC-l)Z(f,x>. 

13: APPLICATION 

v n T(X)T(x) = p x(-1). 

[In fact, 

v 
E <x> s <x> 

_ ( ) n(s-1) ( l) (v) n(l-s-l)v( l) -TXP x- TXP x-

v -n = TCx>TCx>P = x<-1> 

=> 

v n T(X)TCx> = P xC-1).] 



11. 

14: LEM-1A Suppose that x is ramified of degree n ~ 1 -- then 

v -- v 
But x = x, hence 

On the other hand, 

sex> = x c-1> ETxT· 

" l"t 

Z(f,x) = f x f (x)x(x)dxx 
Qp 

A X = f f (-x)x(x)d x (cf. 10.12) 
Qx 
p 

-,...- x 
= f x f (x)x(-x)d x 

Qp 

~ x 
= xC-1) f x f(x)x(x)d x 

Qp 

-
" = xC-l)Z(f,x>· 

zcf,x> = zci,x> 

A V 

= s<x>zc£,x> 

A -

- - v = E(X)Z(f,x) 

- A V 
= sCx>xC-l)Z(f,x) 

- A v 
= sCx>xC-l)Z(f,x). 

" v = E1X> z (_f ,X). 



12. 

'l'heref ore 

e: ex> x c-1> = m> 

=> 

e:Cx> = x<-l>dx). 

15: APPLICATION 

T(X) = xC-l)TCX>· 

[In fact, 

n(s-1) 
= xC-lhCx>P xr-n 

n{s-1)-= X (-1)1" (x)p X (-1) 

=> 

~Zx be · ial · chara then · 16: DEFINITIOO I.et x E a nontriv unitary cter - its 
- p 

root number WCx> is prescribed by the relation 

1/2 wcx> = e:C I· Ip x> • 

[lt>te: If x is trivial, then WCx> = 1. l 

17: LEM4A 

lw<x> I = 1. 



PROJF Put x = I • 1
1

/
2 x -- then p -

13. 

v 
E(X)E{X) = x(-1) (cf. #12) 

-1 v -1 E(X) = E(X)x(-1) 

v 
= E(X)x(-1) 

= eCx>x<-1> v -
<x = x> 

= x (-1) dx) x (-1) (cf. #14) 

2 = xC-1) £1X) 

=> 

le<x> I = 1 => lw<x> I = 1. 

17: APPLICATION 

[In fact, 

1 
1/2 n(2 - l) 

1 = lw<x> I = I -r <I· I x>P 1-
- p -

18: EXERSIZE AD LIBITOM Show that the theory expounda::J. al:xJve for Q can 
p 

be carried over to any finite extension K of Q • 
p 
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§13. RESTR1CTEV PROVUCTS 

Recall: 

1: FAC'I' SUpi;x:>Se that xi (i E I) is a nonempty Hausdorff space - then 

the product Tr x .. is locally canpact iff each x. is locally canpact and all but 
~I 1 1 

a finite mnnber of the Xi are canpact. 

Iet x. (i E I) be a family of nonempty locally canpact Hausdorff spaces and 
1 

for each i E I, let Ki c Xi be an open-canpact subspace. 

2: DEFINITICN '!be restricted product 

TT (X. :K.) 
iEI 1 1 

consists of those x = {x
1
.} in 1T x. such that x. E K. for all but a finite number 

iEI 1 1 1 

of i E I. 

3: N.B. 

where s c I is finite. 

lT (X. :K. ) = u 1T x. x TT K. , 
iEI 1 1 ScI iES 1 i¢S 1 

4: DEFINITION A restricta:l open rectangle is a subset of 1T (X. : K. ) of 
iEI 1 1 

the fonn 

TTu.xlTK., 
iES 1 i¢S 1 

'Where s c I is finite and u. c x. is open. 
' 1 1 
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5: LEMMA The intersection of ~ restricted open rectangles is a restricted 

open rectangle. 

Therefore the collection of restricted open rectangles is a basis for a 

topology on 1T (X. :K.), the restricte:i ·product top:>logy. 
iEI 1 1 

6: LEMMA If I is finite, then 

Tr x. = TT (X. :K. ) 
iEI 1 iEI 1 1 

and. the restricted product toix>logy coincides with the prOO.uct toix>logy. 

Tr (X. :K. ) ~ ( 1T (X. : K. )) x ( 1T (X. : K. )) I 

iEI 
1 1 

iEil 
1 1 

iEI2 
1 1 

the restricted product topology on the left being the product topology on the right. 

8: LEMMA The inclusion 1T (X. :K.) + lT x. is continuous but the restricted 
~ iEI 1 1 iEI 1 

product topology coincides with the relative topology only if Xi = Ki for all but 

a finite number of i E I. 

Tr (X. :K.) is a Hausdorff Spice. 
iEI 1 1 

PRCX>F Taking into account #8, this is because 

1. A subspace of a Hausdorff space is Hausdorff; 

2. Any finer topology on a Hausdorff space is Hausdorff. 

10: LEMMA TI ex. :K.) is a locally compact Hausdorff' Spice. 
iEI 1 1 



3. 

PRJOF Iet x E lT (X. :K.) -- then there exists a finite set S c I such that 
iEI 1 1 

x. E K. if i ¢ s. Next, for e:ieh i E S, choose a callf0.ct neighborhood U. of x .• 
1 1 1 1 

This done, consider 

1T U. x 1T K., 
iES 1 i¢S 1 

a camp3.ct neighborhocxl of x. 

Fran this p:>int forward, it will be assumai that x. = G. is a locally <XJ0p3.ct 
1 1 

abelian group and Ki c Gi is an open.-cnnp:ict subgroup. 

11: rorATION 

G = Tf (G. : K. ) • 
iEI 1 1 

12: LJMt1A G is a locally canpact abelian group. 

Given i E I, there is a canonical arrcM 

namely 

in. :G. -+ G, 
1 1 

x + ( ••• ,l,l,x,1,1, ••• ). 

13: LJMt1A in. is a closed emba:1ding. 
1 

PIDOF Take S = {i} and pass to 

G. x Tr K. I 
1 . . J 

]~1 

an open, hence closed subgroup of G. '!he image ini (Gi) is a closed subgroup of 



4. 

G. x 1T K. ]. . . J 
J~l. 

in the product topology, hence in the restricted product topology. 

Therefore Gi can be regarded as a closed subgroup of G. 

14: LEMMA 

1. I.et x E G -- then X· = x o in. = x!G. E G. and xlK. = 1 for all but a 
]. ]. ]. ]. ]. 

finite number of i E r, so for each x E G, 

X {x) = X ({x. } } = 1T X. (x. } • 
1 iEI 1 1 

2. Given i E I, let xi E Gi and assume that xi(Ki = 1 for all but a finite 

number of i E I - then the prescription 

defines a x E G. 

x (x} = x ( {x. } } = 1T x. {x.) 
1 iEI 1 1 

""' A 

'lhese observaticns also apply if G is replaced by G, in which case m:>re can 

be said. 

15: THEOREM 'As topological groups, 

[N:>te: Recall that 

K~ = {x· E G. :x - IK. = l} (cf. §7, #32) 
]. ]. ]. ]. ]. 

and a tacit claim is that Kt_ is an open-canpact subgroup of G. To see this, 



s. 

quote §7, #34 to get 

'!hen 

A "',>r,,..l _..J. ~ 
K. :::: Gt 1'...:, .K_! z G/K .• 

]. ]. ]. ]. 

• K. canpact => K. discrete => G/K!" discrete => re open 
]_ ]. ]. ]. 

e K. o:pen => G/K. discrete=>~ canpact => ~ canpact .. ] 
]_ ]_ ]_ ]_ 

I.et µi be the Haar measure on Gi normalized by the condition 

µ. {K.) = 1. 
]. ]. 

16: LEMMA There is a rmique Haar measure µG on G such that for every 

finite subset S c I, the restriction of µG to 

is the proouct me.asure. 

GS :: 1T G. x 1T K. 
iES J. i¢S J. 

SUpp:>se that fl.. is a continuous, integrable function on G. such that f. I K. = 1 
]. ]_ ]. 

for all i outside sare finite set and let f be the function on G defined by 

f (x) = f ( {x . } ) = 1T f . (x. ) • 
]. . ]. ]_ 

]_ 

T.hen f is continuous. Proof: 'Ih.e GS are o:pen and cover G and on each of them 

f is continuous. 

17: LEMMA I.et S c I :be a finite subset of I -- then 

-·····-~- ------
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JG f (x)dµG (x) = IT JG f. (x. )dµG (x.). 
S S iES i l. l. i l. 

18: APPLICATICN If . 

sup lT J I f. (x. } I dµG (x. ) < oo, 
S iES Gi l. l. i l. 

then f is integrable on G and 

19: EXAMPLE Take f. = x (which is continuous, K. being open-canpact) --
- i. K. i. 

,,... 

then f. = x . Setting 
l. r. 

l. 

"' it thus follows that v x E G, 

l. 

f =IT f., 
iEI l. 

"' "' fCx> = IT f. <x·>. 
iEI l. l. 

" W::>rking within the fr~rk of §7, #45, letµ,,._ be the Haar n:easure on G. 
G. l. 

per Fourie:r inversion. 

20: LEr+JA 

µ CK~) = 1 
" J.. G. 
l. 

PR:X>F Since XK. E INV(Gi)' V xi E Gi' 
J.. 

l. 

I'\ 

XK. (xl.. ) = f,,.., XK (x • ) X • (x · ) dit" ( X · ) 
G
. . J.. l. l. G l. 

l. • l. • 
l. l. 



Now set x. = 1 to get 
1 

7. 

= f X . (x. ) dµ ( X · ) • 
_ _L 1 1 A 1 
K. G. 

1 1 

= µ .... {!<7). 
G. i 

1 

A A 

Let µ"' be the Haar measure on G constructed as in #16 (i.e., replace G by G, 
G 

bearing in mind #20). 

A 

21: LEMvlA µ .... is the Haar measure on G figuring in Fourier inversion per 
G 

PiroF Take 

f =Tr f., 
iEI 1 

where f. = xK (cf. #19) -- then 
1 . 

1 

!,., fCx>x(x)dµ .... Cx> 
G G 

= 1T f.... f. <x. > x. (x. )dµ .... <x· > 
iEI G. i i i i G. i 

1 1 

= Tr f . (x. ) = f ( {x. } ) = f (x) • 
iEI 1 1 1 
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§14. AVELES ANV IVELES 

1. DEFINITIOO 'Ihe set of finite adeles is the restricted product 

2: DEFINITIOO '!he set of adeles is the product 

A= Afin x R. 

3: LEt+.'IA A is a locally canpa.ct abelian group (1.ID.der addition) • 

4: N.B. A is a subring of lTQp x R. 
p 

'!he image of the diagonal map 

Q -+ Tf Q x R 
p p 

lies in A, so Q can be regarded as a subring of A. 

5: LEt+.'IA Q is ·a discrete subspace of A. 

PRCX>F 'lb establish the discreteness of Q c A, one need only exhibit a neigh

l:x>rhocxl u of 0 in A such that Q n u = {O}. 'lb this end, consider 

1T 1 1 u = zP x 1- 2 , 2 r. 
p 

If x E Q nu, then lxlp s 1 v p. But n CQ n Z ) = Z, so x E z •. And further, 
p p 

lxl
00 

< ir hence finally x = 0. 

6: FACT Let G be a locally canpact group and let r c G be a discrete 



2. 

subgroup -- then r is closed in G and G/r is a locally cxnipact Hausdorff space. 

7: THEOREM '!be quotient A/Q is a cxnipact Hausdorff space. 

PROOF Since Q c A is a discrete subgroup, Q ItUJ.St be closed in A and the 

quotient A/Q nust be Hausdorff. As for the canpactness, it suffiees to show that 

the canpact set Tr ZP x [O,l] contains a set of representatives of A/Q because 
p 

this :implies that the projection 

TT z x (0,1] ~ A/Q 
p p 

is surjective, he.nee that A/Q is the continuous image of a canpact set. So let 

x E A - then there is a finite set S of primes such that p ¢ s => x E Z • For 
p p 

p E S, write 

thus [~] E Zp and if q ;t p is another prime, 

-1 

ln~(x )anpnlq 
p 

Agreeing to denote f (xp) by rp, write 

x = (x-r ) + r • 
p p 

Then rp is a rational number and per x-rp, S refaces to s - {p}. Proceed fran 

here by iteration to get 

x = y + r, 

'Where V p, Yp E ~, and r E Q. At infinity, 

x = y + r Cr = r) 
00 00 00 
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and there is a unique k E Z such that 

y = (y -k) + k 
00 00 

with O s y - k < 1. l\cCOrdingly, 
00 

y = y + r = (y-k) + k + r. 

And 

V p, (y-k) = y - k = y - k E Z , p p p p p 

while 

x = (y -k) + k + r. 
00 00 

It therefore follows that x can be written as the sum of an ela:rent in 

Tr Z x [O,l) and a rational number, the contention. 
p p 

8: DEFINITION The topological group A/Q is called the adele class group. 

9: DEFINITION I.et G be a locally can.pact group . and let r c G be a discrete 

subgroup -- then a fund.amental dana.in for G/r is a Borel measurable subset D c G 

which is a systa:n of representatives for G/r. 

10: ~ '!he set 

is a fundamental danain for A/Q. 

D = IT~ x [0,1[ 
p 

PROJF '!he claim is that every x E A can be written uniquely as d + r, where 

d E D, r E Q. The proof of #7 settles existence, thus the ra:raining issue is 

uniq.ueness: d1 + r 1 = d2 + r 2 => d1 = d2, r 1 = r 2• 'lb see this, consider 
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e V p, p = p E D - D = D = Z p p p p p 

=> p E n CQ n Zp) = z. 
p 

e p = p E D - D = ]-1,1[. 
00 00 00 

'lheref ore 

P E Z n ]-1,l[ => p = 0. 

11: REMARK Q is dense in Afin. 

[The p:>int is that Z is dense in 1T Z • ] 
p p 

12: DEFINITION The set of ·finite ideles is the restricted product 

13: DEFINITION 'Ihe set of ideles is the prcxluct 

x 
I = Ifin x R • 

14: LEr+1A I is a locally canpact abelian group (under multiplication). 

Algebraically, I can be identified with Ax but there is a tq;ological issue 

since when end~ with the relative topology, Ax is not a topological group: 

Multiplication is continuous but inversion is not continuous. 

15: L™MA Equip A x A with the prcxluct tol'X'logy and define 

cp:l-+ Ax A 



s. 

by 

1 
ti\ (x) = (x, -) • 
'fl . x 

Endow the image cp (I) with the relative topology - then cp is a topological iso

nDrphism of I onto cp (I) • 

The image of the diagonal map 

x lies in I, so Q can be regarded as a subgroup of I. 

16: LEH1A Qx is a discrete subspace of I. 

PROJF Q is a discrete subspace of A (cf. #5), hence Q x Q is a discrete 

subspace of Ax A, hence cp(Qx) is a discrete subspace of cp(l). 

Consequently, Qx is a closed subgroup of I and the quotient I/Qx is a locally 

canpa.ct Hausdorff space but, as opposed to the adelic situation, it is not CQ'TIE'.a.ct 

(see below) • 

17: DEFINITICN' 'Ihe topological group I/Qx is called the idele class group. 

18: NOI'ATICN' Given x E I, put 

Extend the definition of (.jA to all of A by setting lxlA = 0 if x EA - Ax. 

19: ~ V x E Qx, lxlA = l (cf. §1, #21). 
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20: LEMMA The hcm:.m:>rphism 

is continuous and surjective. 

PR:X.F anitting the verification of continuity, fix t E R;0 and let x be the 

idele specified. by 

hence 

~ = 1 (p < oo), X
00 

= t. 

21: SGIOLIIIM The idele class group I/Qx is not canpact. 

22: NOI'ATION let 

1 x 
23: N.B. x E I => x E Q • 

00 

24: THEOREM 'lhe quotient I 1/Qx is a ca:npact Hausdorff space, in fact 

TT zx x {1} 
p p 

is a fundamental dona.in for I1/Qx. 

PiroF The arrow 

lT zx + Il/Qx 
p p 

that sends x to (x,l)Qx is an i50lPC'Phism of topolo;rical groups. 
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[In obvious notation, the inverse is the ma.p 

1 
x = (xf. , x ) + - xf. • ] 

in 00 x in 
00 

25: REMARK v p, zX is totally disoonnected. But a prcxluct of totally 
p 

disconnected spaces is totally discormectErl, thus TT zX is totally discormected, 
p p 

thus 11/Qx is totally disconnected. 

26: N.B. TT z; x R:o is a fundanaltal danain for l/Qx. 
p 

[Note: If r E Q and if lrlp = 1 V p, then r = ± l.] 

27: LEMMA 

-
that sends x to (x, Ix I A) , 'Where 

(x) = 
p 

is an isanorphism of topological groups. 

xp (p < oo) 

x 
00 

(p = oo) ' 

28: LEMMA There is a disjoint decanposition 
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PKXF '!he right hand side is obviously ccntained in the left hand side. To 

k x I I -k x V p, ( lxlAxplp = 1 (for xp = p u {u E ZP} => x A= p r {r E Q , r copriJ:re top)}, 

hence 

Now' write 

to conclu:le that 

29: J.Er.M\. There is a disjoint decanpositian 

Nonnalize the Haar measure dxx on Ifin by assigning the open-canpact subgroup 

x lT Z total volume 1. 
p p 

30: EXAMPIE Supp:>se that Re(s) > 1 -- then 
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-s = E n = s(S). 
nEN 

[Note: Iet x E lT zx: 
p p 

=TT lnl 
p p 

1 =TT lnl ·n· -p n 
p 

1 -1 
= 1 · -= n .] n 

'!he idelic absolute value I • I A can be interpret:Erl measure theoretically. 
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31: NOTATION Write 

for the Haar measure µA on A (cf. §13, #16). 

Consider a function of the fonn f = IT f , where v p, f is a continuous, 
p:s;oo p p 

integrable function on Q , and for all but a finite number of p, f = x -- then 
p . p ~ 

r A f (x)dxA = lT f Q fp {xp)d:Mp (cf. §13, #18), 
psoo p 

it being understocxi that Q = R. 
OC) 

32: LEH-1A I.et M c A be a Borel set with 0 < µA (M) < oo -- then V x E I, 

µA (xM) 

µA{M) = lxlA· 

PR:X)F Take M = D = 1T Z x [0,1[ (cf. #10): 
p p 

[Note: Needless to say, multiplication by an idele.x is an aut:aoorphisn of A, 

thus transfonns µA into a positive oonstant multiple of itself, the multiplier being 

lxlA·l 
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§15. GLOBAL ANALYSIS 

By definition, 

A = Afin x R. 

'Iheref ore 

And 

Af. = Tf CQ : z ) 
1I1 p p 

p 

=> 
"': A .1 
Af. z 1T (Q :Z ) 

1I1 p p p 
(cf. § 13 , #15) • 

Put 

where 

Xx, (x) = exp (- 27rr-I" x) (x E R) (cf. §8, #27) • 

Then 
A 

XQ E A. 

"' Given t E A, define xq,t E A by the rule 

Then the arrow 

that sends t to Xq,t is an isooorphism of topological groups (cf. §8, #24). 
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Recall nCM that V q E Q, 

XQ(q} = 1 (cf. §8, #28). 

Accordingly, Xq passes to the quotient and defines a unitary character of the 

adele class group A/Q. So, v q E Q, xq is constant on the cosets of AIQ, thus ,q 

it too determines an elanent of i/(r. 
E,quip Q with the discrete topolCXJY. 

1: THEDREM. T.he induced. rra.p 

q-+ Xn . \.( ,q 

is an isaoorphism of to:r;ological groups. 

PRCXJF Fonn Q.L c A, the closed subg:roup of A consisting of those x that are 

trivial on Q -- then Q c Q.L and~ :::: Q.L. But AIQ is canpact, thus its tmitary 

dual~ is discrete, thus Q.L is discrete. T.he quotient Q.L IQ c A/Q (A ~ A) is 

therefore discrete and closed, hence discrete and canpact, hence finite. But Q.L IQ 

is a Q-vector space, so Q.L IQ = { 0} or still, Q.L = Q, which :implies that Q ::::: 1/(t. 

2: N. B. T.here are two pomts of detail that have been tacitly invoked in 

the foregoing derivation. 

• Q.LIQ m the quotient totx>logy is discrete. Reason: I.et s be an arbitrary 

nonanpt.y subset of Q.LIQ, say S = {xQ:x EU}, U a subset of Q.L -- then U is auto-

rra.tically open (Q.L bemg discrete), thus by the very definition of the quotient 
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totx>logy, S is an open subset of Q.1./Q. 

• '!he quotient Q.1./Q is closed in A/Q. Reason: Q.1. is a closed subgroup 

of A containing Q, so the following generality is applicable: If G is a totx>logical 

group, if H is a subgroup of G, if F is a closed subgroup of G containing H, then 

n(F) is closed in G/H (n:G-+ G/H the projection). 

3: SCHOLIUM 

Q "' 'A/Q' => Q "'~ z A/Q. 

[Note: Bear in mind that Q carries the discrete top:>logy. ] 

A 

4: DISCUSSIOO Explicate:i, if x E Q' then there exists a t E A such that 

5: DEFINITIOO '!he Bruhat space B(Af. ) consists of all finite linear 
- ID 

ccmb.inations of functions of the form 

f = lT fp, 
p 

w~e v p, fp E B(QP) and fp = Xz for all but a finite nunber of p. 
p 

6: DEFINITICN 'lhe Bruhat-Schwartz space B (A) consists of all finite 
00 

linear canbina.tions of functions of the form 

where 

f=TTf xf, p 00 

p 
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Given an f E 8 CA), its Fourier transfonn is the function f:A ~ C defined by 
00 

the rule 
A 

f(t) = JA f(x)xQ,t(x)dµA{x) 

7: LEMMA If 

f=lTf xf p 00 
p 

is a Bruhat-Schwartz flmctian, then 

"' "' "' f=lTf xf. p 00 
p 

"' "' 8: REMARK f is ccmputed per §10, ill but f is canputed per p 00 

Xoo (x) = exp ( - 2nr-l x) , 

meaning that the sign ccnvention here is the opposite of that laid down in §10 

(a hannless deviation) • 

9: APPLICATICN 

"' f E 8
00 

(A) => f E 8
00 

(A) (cf. §10, 4fl6) • 

10: N.B. It is clear that 

B (A) c INV(A) 
00 

and V f E 8 (A), 
. 00 

A 

...... 

f (x) = f (-x) (x E A). 
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11: LEMMA Given f E B CA} , the series 
. 00 

A 

l: fCx+r), E fCx+q) 
rEQ qEQ 

are absolutely and uniformly oonvergent on canpact subsets of A. 

12: POISSCN SLM1ATION FOR1UIA Given f E B CA), 
00 

A 

E fCr} = E f(q). 
rEQ qEQ 

The proof is not difficult but there are scree :measure-theoretic issues to 

be dealt with first. 

On general grounds, 

(cf. §6, #11). 

Here the integral JA is with resi;:>ect to the Haar measure µA on A (cf. §14, #31). 

Taking µQ to be oounting measure, this choice of data fixes the Haar measure µA/Q 

on A/Q. 

[Note: The restriction of µA to the fundamental danain 

. D =TT z x [O,l[ 
p p 

for A/Q (cf. §14, #10) detennines µA/Q and 

1 = µA(D) = µA/Q (A/Q).] 

"' l't A 
If ¢:Q + C, then ¢:Q + C, i.e., ¢:A/Q + C or still, 

A 

¢Cx> = E ¢CrlxCr). 
rEQ 
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Specialize and SUPIX>se that <I> is the characteristic function of {O}, so v x, 

A 

<t><x> = x<o> = L 

" ~ ~~ 
'Iherefore <I> is the constant function 1 on A/Q. Pass now to <I>, thus cp: A/Q + C 

or still, 
A 

A, " 

<t><xQ,q> = f A/Q <f>(x)xQ,q (x)dµA/Q(x) 

which is 1 if q = 0 and is 0 otherwise (cf. §7, #46 {A/Q is canpact)), hence 

~ = <f>. But <I> (r) = <I> (-r) , thereby leading to the conclusion that the Haar measure 

µA/Q on A/Q is the one singled out by Fourier inversion (cf. §7, #45). 

SUnmary: Per Fourier mversion, 

• µQ is paired with µA/Q. 

• µA/Q is pairErl with µQ. 

Given f EB {A), put 
00 

F(x) = E f(x+r). 
rEQ 

" ~ '!hen F lives on A/Q, so F lives on A/Q ::;:: Q: 

A 

F(q) = f A/Q F(x)xQ,q(x)dµA/Q(x) 

en the other hand, 
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= !A/Q ( E f(x+r>xqCq(x+r)))dµA/Q(x) 
rEQ 

= f AIQ CL: f(x+r))x (qx)dµA/Q(x) 
rEQ Q 

A = F(q). 

'lb finish the proof, per Fourier mversion, write 

and then put x = 0: 

F(x) = E F(q)xQ{qx) 
qEQ 

A A 

F(O) = Z:: f(r) = L F(q) = L f(q). 
rEQ qEQ qEQ 

13: THEOREM Iet x EI -- then V f EB (A), 
00 

1 A -1 
Z:: f (rx) = ~ Z:: f (qx ) • 

rEQ 1X1A qEQ 

PRX>F Work with fx E 8
00

(A) (fx(y) = f{xy)): 
A 

Z:: f (r) = z:: fx(q). 
rEQ x qEQ 



But 

8. 

"' 
fx(q) =!A fx(Ylxq,q(y)dµA(y) 

=!A fx(Y)XQ(g:y)dµA(y) 

-1 
=/A f(xy}xQ(qxx y)dµA(y) 

1 "' -1 = -r;;r f (qx ) • 
1X1A 
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§16. FUNCTIONAL EQUATIONS 

l; (s) 
00 1 

= I: s 
n=l n 

(Re {s) > 1) 

be the Rianann zeta function -- then t;{s) can be merarorphically continued into 

the whole s-plane with a simple pole as s = 1 and· satisfies there the functional 

equation 

n-s/2r{s/2)~(s) = n-(l-s)/2rC(l-s)/2)~{1-s). 

-s/2 1: REMARK 'Ihe product n r (s/2) was denoted by r R (s) in §11, #8. 

There are many proofs of the functional equation satisfied by r;(s). Of these, 

tNe shall single out 'blto, one "classical", the other "m::xlern". 

'1'b proceed in the classical vein, start with 

l
oo -x S dx r{s) = 0 e x x (Re(s) > 1). 

'!hen by change of variable, 

So, upon sunming fran n = 1 to oo: 

where 
00 2 

~(x) = L e-n me. 

Put now 

n=l 

eCx> = 1 + 2~(x) = I: 
nEZ 

2 -n TIX e . 
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2: LEMMA 

e <!> = rx-e (x). 

Therefore 

1 rx 
= - 2 + T e(x) 

1 rx c 
= - 2 + T + vx ip (x) • 

One may then write 

= 11 ip (x) xs/2 dx + /n ip (x) xs/2 dx 
0 x 1 x 

= !~ (- ~ + f + rx ljJ(x))x -s/2 ~ + !~ ljJ{x)xs/2 ~ 

= _!__ _ .!.+ 1
00 ljJ(x) (xs/2 + x(l-s)/2) dx. 

s-1 s 1 x 

The last integral is convergent for all values of s and thus defines a 

hola:rorphic ftm.ction. M:>reover, the last expression is unchanged if s is replaced 

by 1 - s. I.e.: 

1T-s/2r(s/2)t;(s) = 1T-Cl-s)/2r((l-s)/2)7;(1-s). 
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The m:xlem proof of this relation uses the adele-idele machinery. 

'Ihus let 

'!hen if Re(s) > 1, 

2 -me 
~(x) = e 

00 Tr Xz (xp) (x EA). 
p p 

-1Tt
2 s dt s x 

= f x e It I TET • TT f x x z (xp) I xp Ip d xp 
R P Q p p 

-s/2 TT I Is x 
= n r(s/2) • lz -{O} xp Pd xp 

p p 

= n-s/2rcs/2) • Tr 1 (cf. §6, #26) 
P 1-p-s 

-s/2 = n rcs/2)~(s). 

'lb derive the ftmctional equation, \\le shall calculate the integral 

in another way. 'lb this end, put 

x TT x x 
D = Zp x R>O' 

p 

a fundaxrental danain for I/Qx (cf. §14, #26), so 

I = 

'Iheref ore 

x 
U rD 

rEQ 
x 

(disjoint tmion) • 
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s x 
= E f x <P{x) lxlA d x 

rEQx rD 

A A 

'lb proceErl further, recall that <P = <P (=> <P ( 0) = <P ( 0) = 1) , hence (cf. §15, 

1 + E "' ( ) 1 + 1 E "' ( -1) 
x'*'rx =~A ~A 'i'qx • 

rEQ qEQx 

Accordingly, 

i i -1 I s x {-1 + r.;r + r.:i- E <P{qx )) xlA d x 
1X1A 1X1A x 

qEQ 

{ IX I As-1 _ I I s) dx f { ) I 
1
1-s x x A x + x E <P qx x A d x. 

D x 
lxlA~l qEQ 
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But 

I l
s-1 I 

1
s x f x ( x A - x A)d x 

D 
lxlA~l 

= 11 ( t s-1 _ t) dt = ___!___ _ 1 
O t s-1 s • 

So, upon assanbling the data, we conclude that 

Since the second expression is invariant under the transfonnation s ~ 1-s, tte 

functional equation for z; (s) follows once again. 

3: REMARK Consider 

f x E ~(qx) •••• 
D x 
lxlA~l qEQ 

'!hen fran the definitions, 

x x 
x E D => x._ E Z & qx E Z 

.E:J p p p 

=> q E Z. 
Matters thus reiuce to 

or still, 

!00 
11,(t) (ts/2 + t(l-s)/2) dt 

1 o/ T' 

the classical express.ion. 
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§17. GLOBAL ZETA FUNCTIONS 

Structurally, there is a short exact sequence 

1 x x x 
1 + I /Q + I/Q + R>O + 1 (cf. §14, #27) 

and I 1/Qx is compa.ct (cf. §14, #24). 

1: DEFINITICN Given f E B (A) and a unitary character w: I/Qx + T, the 
- 00 

global zeta function attachai to the pair (f,w) is 

I
s x 

Z(f,w,s) = ! 1 f(x)w(x) Ix Ad x (Re(s) > 1). 

2: EXAMPLE In the notation of §16, take 

2 
-TIX 

f (x) = ~(x) = e 
00 TT Xz (x ) (x E A) 

p p p 

and let w = 1 -- then as shown there 

-s/2 Z(f,l,s) = ~ r(s/2)s(s). 

3: LEMMA Z(f,w,s) is a hol01.Prphic function of s in the strip Re(s) > 1. 

4: 'IHEOREM Z (f,w,s) can be :merarorphically continued into the whole 

s-plane and satisfies the functional equation 

Z(f,w,s) = Z(f,w,1-s). 

[Note: 

"' f E B (A) => f E B (A) 
00 00 

(cf. §15, #9) .] 

'Ihe proof is a canputation, albeit a lengthy one. 



'lb begin with, 

'!heref ore 

2. 

x 1 
I z R>O x I (cf. §14, #27). 

Z(f,w,s) = !
1 

f(x)w(x) !xi~ dxx 

I Is dt x 
= f x 1 f (tx)w(tx) tx A t d x 

R>0xr 

oo I 
1
s x at = ! 0 (! 1 f(tx)w(tx) tx Ad x) t:". 

I 

5: NOI'ATION Put 

6: LEM1A 

POOOF Write 

I Is x 
Zt(f,w,s) = f 1 f(tx)w(tx) tx Ad x. 

I 

I Is x 
Zt(f,w,s) + f(O) f 1 x w(tx) tx Ad x 

I /Q 

A _ A - -1 I -1 
1
1-s x 

= Z _1 (f,w,1-s) + f(O)f 1 x w(t x) t x A d x. 
t I /Q 

s x 
f 1 f (tx)w(tx) ltxlA d x 

I 



Then 
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Zt(f,w,s) + f(O) f 1 x w(tx) It.xi~ dxx 
I /Q 

s x 
=fl x ( E f(rtx))w(tx) ltxlA d x 

I /Q rEQ 

A -1 - -1 I -1 
1
1-s x 

= 1
1
1/Qx {~Q f{gt x))w{t x) t x A d x 

A -1 - -1 I -1 
1
1-s x = J 1 { E x f(qt x)w{gt x) qt x A )d x 

I /Qx qEQ 

A - -1 I -1 
1
1-s x + f (0) J 1 x w(t x) t x A d x 

I /Q 

A -1 - -1 I -1 
1
1-s x = J 1 f (t x)w(t x) t x A d x 

I 

A - -1 I -1 
1
1-s x + f {O) J 1 x w(t x) t x A d x 

I /Q 

{cf. §15, #13) 

-1 {x -+ x ) 

A _ A - -1 I -1 
1
1-s x 

= Z (f ,w,1-s) + f (0) f 1 x w(t x) t x A d x. 
t-l I /Q 

Retum to Z(f,w,s) and break it up as follows: 
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7: LEM-1A The integral 

is a holatnrphic function of s. 

[It can be expressed as 

f 1 f(x)w(x) lxl~ dxx.] 

lxlA~l 

This leaves 

which can thus be represented. as 

J~ cz _1 c£,w,l-s) 
t 

- f(O) J 1 x w(tx) It.xi~ dxx 
I /Q 

A - -1 I -1 1-s x dt + f(O) J 1 x w(t x) t xlA d x) ~. 
I /Q 

To carry out the analysis, subject 

1 A - dt J0 z _1 Cf,w,l-s) -:r-
t 

to the change of variable t-+ t-1, thereby leading to 

a holcm:>rphic function of s (cf. #7 supra). 
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It remains to discuss 

R(f,w,s) = f~ (- f (O) f 1 x w(tx) ltxl~ dxx 
I /Q 

A - -1 -1 1-s X dt 
+ f(O) f 1 x w(t x) It xjA d x) ~ 

I /Q 

= f~ (- f (O)w(t) ltls f 1 x w(x)dxx 
I /Q 

there being bNo cases. 

1. w is nontrivial on I 1• Since I 1 /Qx is canpact (cf. §14, #24), the 

integrals 

x - x 
f 1 x w(x)d x, f 1 x w(x)d x 

I /Q I /Q 

must vanish (cf. §7, #46). Therefore R(f,w,s) = 0, hence 

a holaoorphic function of s. 

2. . . ial I 1 w is triv on • !et <t>:R~0 + I/I1 be the isa:torphism per §14, #27 --

then w o <f>:R;0 + T is a unitary character of R;0, thus for sane w E R, w o cf> = 

I 1
-r-r w . , so 

I 1
-r-r w -1 w = • o <t> => w(x) I 1

-r-r w = x A • 

Therefore 
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- r-r w+s - r-I w+s-1 

a nercm:::>rphic function that has a simple pole at 

s = ;.:I"w with residue - f{O)vol{I 1/Qx) if f(O) ~ 0 

s = r-r w+l with residue f {O)vol CI1 /Qx) if f (0) ~ O. 

8: N.B. 'Ib explicate vol{I1/Qx), use the machinery of §16: In the 

notation of #2 above, 

1 1 
Z(f,l,s) = - s + s-l + 

1 x 
=>vol(! /Q ) = 1. 

A, 

[Note: Here, w = 0 and f (O) = 1, f(O) = l.] 

That Z(f,w,s) can be merarorphically continued into the whole s-plane is n<:M 

manifest. As for the ftmctional equation, we have 

00 dt 
Z(f,w,s) = !1 Zt(f,w,s) t:" 

+ R(f ,w,s) 

oo A, - 1-s x dt + !1 (f 1 f(tx)w(tx) ltxlA d x) -:r-
I 

+ R(f,w,s). 
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And \ve also have 

A 00 A - dt 
Z(f,w,1-s) = 11 zt(f,w,1-s) t 

A -

00 A - dt 
+ J1 Zt(f,w,l - (1-s)) ""t" 

A -

+ R(f ,w, 1-s) 

A 

+ R(f ,w,1-s> 

= Joo (J 1 f (tx)w(tx) ltxlAl-s dxx) dt 
1 I t 

A 

+ !~ Cf 11 f {tx)w{tx) ltxl~ dxx) a; 

+ R(f,w,1-s). 

'Ihe first of these tenns can be left as is (since it already figures in the 

fonnula for Z(f,w,s)). Recalling that 

f (x) = f (-x) (x E A) (cf. §15, #10) , 

the second tei.m becanes 

co I 
1
s x dt ! 1 (f 1 f(-tx)w(tx) tx Ad x) ""t" 

I 
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or still, 

00 s x dt 
f 1 (f 1 f(tx)w(-tx) 1-txlA d x) t 

I 

00 s x dt = !1 (! 1 f (tx)w(-tx) ltxlA d x) t . 
I 

But by hypothesis, w is trivial on Qx, hence 

w(-tx) = w((-l)tx) = w(-l)w(tx:) = w(tx:), 

and we end up with 

which likewise figures in the fornula for Z(f,w,s). Finally, if w is trivial on 

"' -R(f ,w,1-s) 
A 

A 
A 

= ___ f_(_O_) _ + f(O) 

r-r w + 1-s r-r w + (l-s)-1 

A 

f (0) =---- f (0) 

r-r w - s r-r w + 1-s 

A 

f (O) f (O) 
= - ----- + -----------

- r-I w + s - r-r w + s-1 

= R(f,w,s). 

en the other hand, if w is nontrivial on I 1, then w is nontrivial on I 1 and 

R(f ,w,s) = o, R(f,w,1-s) = o. 
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§18. LOCAL ZETA FUNCTIONS [BIS] 

To be in confonnity with the global framework laid down in §17, we shall 

reformulate the local theory of §11 and §12. 

1: DEFINITION Given f E S ( R) and a unitary character w: Rx -+ T, the 

local zeta function attached to the pair (f ,w) is 

Z(f,w,s) = f x f(x)w(x) !xis dxx (Re(s) > 0). 
R 

2: THEDREM There exists a meraoorphic function p(w,s) such that v f, 

p(w,s) = Z(f,w,s) 
I'\ -Z(f,w,1-s) 

Decanpose w as a product: 

w(x) = (sgn x) a lxl-r-1 w (a E {0,1}, w E R). 

3: DEFINITICN Write (cf. §11, #9) 

r R (s - l=f w) (a= 0) 

L(w,s) = 

r R Cs - /.=I w + 1) (cr = 1) • 

4: FACI' 

p(w,s) = L(w,s) (a= 0) 
L(w,1-s) 

p (w,s) = - r-r L(w,s) (a = 1). 
L(w,1-s) 
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5: REMARK The canplex case can be discussed analogous! y but it trill not 

be needed in the sequel. 

6: DEFINITION Given f E B (Q ) and a unitary character w: Qx + T, the 
- p p 

lcx:al zeta function attached to the pair (f ,w) is 

Z(f,w,s) = f x f(x)w(x) lxfs dxx (Re(s) > 0). 
Q p 
p 

7: THEDREM '!here exists a me:rcnnrphic function p(w,s) such that \I f, 

p(w,s) _ Z(f,w,s) - "' -Z(f,w,1-s) 

lJecat1:Ex:>se w as a praiuct: 

I 1
-r-r w /0 

w(x) = ~(x) x p (~ E Zp' w ER). 

8: DEFINITICN Write (cf. § 12, #8) 

- -s -1 
(1 - w (p) p } (~ = 1) 

L(w,s) = 
1 (~ ~ 1). 

[Note: If ~ = 1, then 

I 1
-r-r w r-r w w(p) = pp = p .] 

9: FACT {~ = 1) 

p(w,s) = L(w,s) 

L(w,1-s) 

= 1 _ ~(p)p-(1-s) 
-s 1 - w(p)p 



10: FACT (~ ~ 1) 

where 

anddegw=n~l. 

It can happen that 

3. 

p(w,s) = T(w)~(-l)pn(s + ;.:r -l), 

T (w) 
r 

= E w(e.)x (p-ne
1
.) 

i=l - l. p 

APPENDIX 

Z(f,w,s) = O. 

To illustrate, suppose that w (-1) = -1 and f (x) = f (-x). Working with Qx (the 
p 

story for Rx being the same), we have 

Z(f,w,s) = J x f(x)w(x) !xis dxx 
Q p 
p 

I s x = J f {-x)w(-x) -xi d x 
Qx p 
p 

= w(-1) J x f (x)w(x) !xis dxx 
Q p 
p 

= w(-l)Z(f,w,s) 

= - Z(f,w,s). 
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§19. L-FUNCTIONS 

Let w:I/Qx-+ T be a unitary character. 

1: LE»1A '!here is a unique unitary character ~ of I/Qx of finite order 

and a unique real number w such that 

-r-r w 
w = ~I· IA • 

[Note: 'lb say that ~ is of finite order neans that there exists a {X>Sitive 

integer n such that ~(x)n = 1 for all x E I.] 

where 

and 

2: N.B. 

3: DEFINITICN 

4: RAPPEL 

-w=Tfw xw, p 00 

p 

I 1
-r-r w w = w • p -p p 

w = 
00 

al 
1
-r-r w {sgn) • • 
00 

L(w,s) =Tr L(w ,s) x L(w ,s). p 00 

p 

-s -1 
(1-wp (p)p ) . (~p = 1) 

L(wp 1 s) = (cf. §18, #8). 

1 Cw ;t 1) -p 



2. 

[Note: The set s of pr:i.ires for which w ~ 1 is finite.] 
w -p 

5: SUBLEM'1A 

'Iheref ore 

6: N.B. 

=> 

lxl < 1 => log(l-x) = -
00 k 

x 
l: k. 

k=l 

lxl > 1 => log 1-1 
1-x 

-1 = log 1 - log(l-x ) 

00 -k x = - (- E - ) 
k=l k 

00 -k x = E k. 
k=l 

log f (z) = log I f (z} I + H arg f (z) 

Re log f (z) = log I f (z} I • 

7: LEMMA '!he product 

TT L{w ,s) 
p p 

is absolutely convergent provided Re(s) > 1. 

PRJOF Ignoring s (a finite set)-, it is a question of estimating w 

1 
1T -sl 11 - w (p}p p 
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So take its logarithm and consider 

E log( l ) -s 11 - wP<P>P I 

= E Re log( l ) 
-s 

1 - wp(p)p 

= Re E log( l ) 
-s 

1 - wp{p)p 

k 
oo wp(p) p-ks 

= Re E E k k=l 

'Ille claim then is that the series 

is absolutely convergent. But 

oo -k Re(s) = E E =-P __ _ 
k=l k 

which is l::x:>unded by 

oo -k Re(s) 
E E =-P __ _ 
p k=l k 

00 -k(l+cS) 
= E E =-P __ _ 

p k=l k 
(Re (s) = 1 + o) 
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00 

s l: l: p-k(l+cS) 
p k=l 

-(l+cS) 
- l: p 
- p 1 - p-(l+cS) 

= l: 1 
c1+0> ci -c1+0>> pp - p 

= l: (l+o) 1 
pp -

1 

1 
s; 2 l: 1 +cS < oo. 

pp 

8: EXAMPLE Take w = 1 -- then 

1 
L(w,s) = lT -s x r R (s) 

p 1 - p 

-s/2 = rr r(s/2)~(s). 

9: LEIYlMA L(w,s) is a holarorphic function of s in the strip Re(s) > 1. 

10: ~ L(w,s} admits a merOODrphic continuation to the whole s-plane 

(see below}. 

owing to §17, #4, V f EB (A), 
00 

,,.... -
Z(f,w,s} = Z(f,w,1-s). 



5. 

To exploit this, assume that 

f=1Tf xf, p 00 
p 

where v p, fp E B(~) and fp = Xzp for all but a finite number of p, while 

f E S(R) -- then 
00 

Z(f,w,s) 

I s x 
= ! 1 f(x)w{x) xlA d x 

s x s x 
= Tr f x f (x )w (x ) Ix I d x x f x f (x )w (x ) Ix I d x 

I I Q p p p p p p p R 00 00 00 00 00 00 00 

p p 

=IT Z(f ,w ,s) x Z{f ,w ,s) 
p p p 00 00 

....., -
and analogously for Z(f,w,1-s). 

'Ih.eref ore 

1 = 
Z(f,w,s) 
A 

z(f,w,1-s) 

Z (f ,w ,s) 
00 00 

Z(f ,w ,s) 
=TI A p p X-----A 

p z (f ,w ,1-s) p p Z(f ,w ,1-s) 
00 00 

=Tr p(w ,s) x p(w ,s) II p oo 
p 

= 1T p(w ,s) x Tf p(w ,s) x p(w ,s) 
~S p pES p 

00 

w w 



where 

6. 

L(w ,s) L(w ,s) 
= 1T _ P x Tr p (w ,s) x 

00 

~s L(w ,1-s) pes ~ L(w ,1-s) 
W. p W oo 

L(wp,s) L(wp,s) L(w. ,s) 
= Tr p(w ,s) X 1T x Tf x --

00

-

pES P pjlS LCw ,1-s) pes L(w ,1-s) LCw ,1-s) w w p w p . 00 

L(wp 1 s) L(w ,s) 
= TT p (w ,s) x Tr x --

00

--

pES P p LCw ,1-s> LCw ,1-s) w p 00 

lT L(w ,s) x L(w ,s) p 00 = lT P (w 's) x ___ P ________ _ 

pes P Tr L(w ,1-s) x L(w ,1-s) 
w p p 00 

= lT P (w ,s) x L(w,s) 
pes P L(w,1-s) 

w 

TT L(w,s) 
= £ (w ,s) x -------

pES P L(w,1-s> 
w 

= t:(w,s) x L(w,s) 
L(w,1-s) 

(Cf• §12 I #11) 

t:(w,s) = Tr t:(w ,s). 
pES p 

w 

11: THEOREM 

L(w,1-s) = e(w,s)L(w,s). 

12: EXAMPLE Take w = 1 (cf. #8) -- then E:(w,s) = 1 and 

L(w,1-s) = L(w,s) 
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translates mto 

'Ihen 

'Ihen 

'!hen 

Make the following explicit choice for 

e If w = 1, let -p 

f=lTf xf. p 00 
p 

f (x) = x Cx >xz (x ). p p p p p p 

Z(f ,w ,s) = L(w ,s). p p p 

• If w ~ 1 and deg w = n ~ 1, let -p p 

At infinity, take 

fp(xp) = xp<xp>xp_nz (xp). 
p 

(cf. §16) • 

2 2 
-TIX -7TX 

00 00 

f (x) = e (cr = 0) or f (x) = x e (cr = 1). 
00 00 00 00 00 

Z(f ,w ,s) = L(w ,s). 
00 00 00 

13: NOI'ATICN Put 

1 + n(s + r-rw -1) 
H(w,s) = TT T (wp) =-P _______ _ 

pESW p - 1 
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14: N.B. H(w,s) is a never zero entire function of s. 

Z(f,w,s) = H{w,s)L{w,s). 

Since Z(f,w,s) is a roorarorphic function of s (cf. §17, *4), it therefore 

follows that L(w,s) is a mararorphic function of s. 

~rking rJCM with.in the setting of §17, we distinguish two cases per w. 

1. w is nontrivial on I1 , h:mce ~ ~ 1 and in this situation, z (f,w,s} is 

a holarorphic function of s, hence the sane is true of L(w,s}. 

2 . . . 1 I 1 then I ,-r-r w and th . 1 1 • w is trivia on - w = • A ere are sJ.Inp e po es at 

s = r-1 w with residue - f(O} if f (O) ~ 0 

A A 

s = r-r w + 1 with residue f (O} if f (0) ~ O. 

I 1
-r-l w But v p, WP= • (=> w = 1), so f (O} = 1. p -p p And likewise f (0) = 1 (cr = 0). 

00 

A A 

Conclusion: f (O) = 1. 'AS for the Fourier transfonns, f = Xz => f (0) = 1. 
p p p 

A A A 

Also f
00 

= f
00 

{cr = 0) => f
00 

(0) = 1. Conclusion: f (0) = 1. The respective residues 

are therefore -1 and 1. 

16: 'IHEOREM Suppose that w1 = w2 for all but finitely many p and - ,p ,p 

wl,oo = w2,oo -- then wl = w2. 

-1 . PRX>F Put w = w1w2 , thus wp = l for all p outside a finite set S of pr.irres, so 

L(w,s} = JT L(wp,s) x L(w
00

,s) 
p 



9. 

= lT L(w ,s) 1T L(l ,s) x L(l ,s) p· p 00· 
pES p¢S 

L(wp,s) 
= L(l,s) 1T (l } 

pES L p's 

Tf
l-p-s 

= L(l,s) -s , 
pES 1 - Cl.pP 

where a = w (p) if w = 1 and a = 0 if w ~ 1, and each factor p p -p p -p 

-s 1 - p 
-s 

1 - aif' 

is nonzero at s = 0 and s = 1. Therefore L(w,s) has a simple pole at s = 0 and 

s = 1. Consider the decanposition 

I 1
-r-r w 

w=~·A (cf §19, #1) • 

'!hen ~ = 1 since otherwise L (w, s) would be holarorphic, which it isn't. But then 

fran the theory, L(w,s) has sjrople poles at 

s = r-I w with residue -1 

s = r-r w + 1 with residue 1, 

thereby forcing w = 0, which implies that w = 1, i.e. , w1 = w2 . 

[Note: In the end, wp = 1 v p, hence 

-s -s 
Tf l-p =Trl-p =l 

-s -s , 
pES 1 - CJ.pP pES 1 - p 

as it has to be.] 
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§20. FINITE CLASS FIELV THEORY 

Given a f :inite field F of characteristic p (thus q is an :integral µ:Mer q 

of p), then in Fee., 
p 

F = {x:xq = x}. 
q 

1: LEMMA The multiplicative group 

Fx = {x:xq-l = l} 
q 

is cyclic of order q - 1. 

2 : NOI'ATION 

F = {x:xc{1 = x} 
qn 

(n ;?! 1). 

3: LEMMA F is a Galois extens :ion of F of degree n. n q 
q 

4: LEMMA Gal ( F /F ) is a cyclic group of order n generaterl by the elanent 
qn q 

cr , where q,n 

cr (x) = xq 
q,n (x E F n). 

q 

5: LEMMA The F n are finite abelian extensions of F q and they canprise 
q 

all the finite extensions of F q' hence the algebraic closure u F n is F~. 
nq 

6: 'I'.HEX)REM There is a 1-to-l corres:E;X)Ildalce between the finite abelian 
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extens:ions of F and the subgroups of Z of f :inite :index wh:ich is given by 
q 

Schanatically: 

n n 

n 

F 9 
q 

< > 

Z => 2Z => 4Z 

u u 

3Z => 6Z 

u 

9Z. 

F <~> nZ (n ~ 1). n 
q 

The "class field" aspect of all this is the existence of a canonical hem:>-

rrorphian 

7: NOI'ATICN Define 

by 
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8: N. B. under the arrow of restriction 

a is sent to a n· q q, 

9: DEFINITICN 

rec (k) = ak (k E Z). q q 

10: LEMMA The .identification 

is the arrow k -+ ak • 
q,n 

On general grounds, 

Z/nZ :::: Gal(F ifF J 
q 

Gal (Fab /F ) = l:im Gal (F /F ) • 
q q + qn q 

[Note: The oi;:en subgroups of Gal ( r:abq /Fq) are the Gal ( Fab /F ) arrl 
q qn 

Therefore 

Gal ( r:ab /F ) :::: lim Z/nZ, 
q q + 

another realization of the RHS being TT Z which if invoked leads to 
p p 

a<~~ (1,1,1, ••• ). 
q 
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11: N. B. The cantX>Sition 

rec 
Z --3.> Gal ( F~ /F q) ~ lim Z/nZ 

~ 

coincides with the canonical map 

k -+- (k m:rl n) • 
n 

12: REMARK Give Z the discrete to:p:>logy -- then 

rec : Z -+- Gal ( ~ /F ) q q q 

is continuous and injective but it is not a haneatnrphism (Gal(F~/Fq) is canpact). 

[Note: '!he image recq(Z) is the cyclic subgroup <crq> generated by crq. And: 

• <cr > ~ Gal(~/F ) q q q 

• <cr > = Gal(~/F ).] q q q 

13: SCHOLIUM The finite abelian extensions of F correspond 1-to-l with - q 

ab 
the open subgroups of Gal(Fq /Fq). 

[Quote the appropriate facts fran infinite Galois theory.] 

14: SCHOLIUM The open subgroups of Gal(~/F ) correspond 1-to-l with - q q 

the open subgroups of Z of finite .index.] 

[Given an open subgroup u c Gal ( ~ /F q> , send it to rec~ 1 
(U) c Z (discrete 

to:p:>logy). Explicated: 



The nonn map 

is surjective. 

[Let x E Fx • n· 
q 

s. 

APPENDIX 

x x 
NF IF :F n -+ F 

rt q q q 
q 

n-1 
NF /F (x) = TT 

n q i=O 

i 
(a n> x q, 

q 

n-1 i 
= Tr xq 

i=O 

=x 

n-1 
E 

i=O 

i 
q 

n = x(q -1)/(q-l). 

Specialize IlOW' and take for x a generator of F:n, hence x is of order qn -1, hence 

NF /F (x} is of order q-1, hence is a generator of F .] 
n q q 

q 
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§21. LOCAL CLASS FIELV THEORY 

I.et K be a local field -- then there exists a unique continuous hcm:norphisn 

r~:Kx-+ Gal(r(lh/K), 

the so-called reciprocity map, that has the properties delineated in the results 

that follCM. 

1: CHARI' 

finite field K 

local field K 

z 

x 
K 

2: CCNVENTICN An abelian extension is a Galois extension whose Galois 

group is abelian. 

3: SCHOLIUM 'llle finite abelian extensions L of K correspond 1-to-l with 

the open subgroups of Gal(r(lh/K): 

L <-> Gal (r(lh /L) • 

[Note: Gal(I/K) is a hcmm:>rphic image of Gal(r(lh/K): 

4: LEMMA Suppose that L is a finite extension of K -- then 

x x 
~/K:L -+ K 

is continuous, sends open sets to open sets, and closed sets to closed sets. 
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5: :ra.m SutJEX>se that L is a finite extension of K -- then 

x x 
[K :~(L )] ::; [L:K]. 

6: LEM-m. SUPfX>se that L is a finite extension of K -- then 

x x 
[K :NL/K(L )] = {L:K] 

iff L/K is abelian. 

7: NOl'ATION Given a finite abelian extension L of K, denote the canp:>sition 

7T 

L/K ::> Gal (I/K) 

by (. , L/K) , the nonn residue·· symlx>l. 

8: THEDREM SUPI.X>se that L is a finite abelian extension of K -- then 

the kernel of (. , L/K) is ~ (L x) , hence 

x x 
K /NL/K (L ) ~ Gal (L/K) • 

9: EXAMPLE Take K = R, thus Kab = C and 

.M::>reover, 

Gal(C/R) = {idc,cr}, 

where a is the canplex conjugation. Define ncM 

by stipulating that 
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10: EXAMPLE Take K = C -- then ~ = C = K and matters in this situation 

are trivial. 

11: THEDREM. 'Ihe arrow 

is a bijection bet'ween the finite abelian extensions of K and the open subgroups 

of finite index of IC. 

-1 12: THEOREM The arrCM u -+ recK {U) is a bijection between the open sub-

groups of Gal(~/K) and the open subgroups of finite index of Kx. 

Fran this point forward, it will be assumed that K is non-archimerl.ean, hence 

is a finite extension of Qp for sane p (cf. §5, il3). 

13: LEMMA r~ is injective and its image is a proper, dense subgroup 

of Gal(Kab/K). 

14: LEMMA 

x 
(R , L/K) = Gal (L/Kur) , 

where K is the largest unramified extension of K contained in L {cf. §5, i33). 
ur 

[Note: 'I.be inage 

the ith ramification group in the upper numbering (convantionally, one puts 
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and refers to it as the inertia group) • ] 

i~rkmg with.ID rep, the extension Kur generated by the f mite unrarnified 

extensions of K is called the maximal unramified extension of K. This is a Galois 

extension and 

where Fq = R/P (cf. §5, #19). 

15: REMARK The finite unramified extensions L of K corres:p::md 1-to-l with 

the finite extensions of R/P = Fq and 

Gal (L/K} :::: Gal CF /F ) 
qn q 

(n = [L:K]). 

16: LEMMA Kur is the field obtained by adjoining to K all roots of unity 

having order pr.ime to p. 

17: APPLICATION Kur is a subfield of Kab. 

[C.{Clotanic extensions are Galois and abelian.] 

18: THEDREM '!here is a ccmnutative diagram 

r~ 

-----"> Gal(~ /K) 

l 
---~~ Ga.l(Fab/F ) I q q 
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the vertical arrow on the right being the canp:>sition 

[Note: 
x 

V' a E K , 

:::: Gal ct31> /F ) • q q 

-or%(a) 
~(a) = q .] 

19: N.B. The image of 

in Gal(Fab/F) is a (cf. §20, #7). 
q q q 

[Note: If L is a finite unramifierl extension of K and if cr is tre q,n 

generator of Gal (L/K) which is the lift of the generator a of Gal ( F /F ) 
q,n qn q 

(n = [L:K]), then 

(1T ,L/K) = fJ • ] q,n 

20: FlJ?CIORIAtl'IY Suppose that L '.:) K is a finite extension of K -- then 

the diagram 

x 
recL 

Gal(Lab/L) L > 

~1 1 res 

i< > Gal ctili !K> 
recK 

carmutes. 
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21: DEFINITICN Given a Hausiorff topological group G, let G* be its 

camrotator subgroup, and put rfh = G/G* -- then G£ is a closed no:onal subgroup 

of G and Gab is abelian, the topological abelianization of G. 

22: EXAMPLE 

23: CONSTRUCI'ION Let G be a Hausdorff totnlogical group arrl let H be a 

closed subgroup of finite Wex -- than the transfer hom:m:>rphisn T:cfh-+ Hab 

is defined as follows: Choose a sect.ion s:H\G-+ G and for x E G, put 

T (xW} = TI h (nod H*) ' 
aEH\G x,a. 

where h E H is defined by x,a. 

s(a.)x = h s(ax). x,a. 

24: EXAMPLE SuPFQse that L => K is a finite extension of K -- then Lsep "" 

is a closed subgroup of f:inite index (viz. [L:K]), :tence there is a transfer 

hom:m:>rphisn 

T:Gal(~/K}-+ Gal(Lab/L). 

25: THEOREM The diagram 

L
x r~ Gal (Lab /L) 
----> 

f i T 

Kx ---> Gal (Kab /K) 

camrutes. 
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§22. WEIL GROUPS: 11-IE ARCHI MEVEAN CASE 

1. DEFINITION Put We = ex, call it the ·Neil group of e, and leave it 

at that. 

2: DEFINITION Put 

WR = ex u Jex (disjoint union) (J a fonnal symbol) , 

2 .-1 -where J = -1 and JzJ = z (obvious toi;x:>logy on WR) • Accordingly, there is a 

nonsplit slDrt exact sequence 

x 
1 -+ C -+WR -+ Gal(e/R) -+ 1, 

the :image of J in Gal ( C/R) being canplex conjugation. 

[Note: H
2 (Gal(e/R) ,ex) is cyclic of order 2, thus up to equivalence of 

extensions of Ga.l(e/R) by ex per the canonical act.ion of Ga.l(C/R) on Cx, there 

are two i;x:>ssibilities: 

1. A split extension 

x 
1 -+ e -+ E -+ Gal(e/R) -+ 1. 

2. A nonsplit extension 

x 
1 -+ C -+ E -+ Gal (C/R) -+ 1. 

The Weil group W is a representative of the second situation which is why we took 

;l = -1 (rather than Jl- = + 1) • ] 

3: LEMMA The camru.tator subgroup WR of WR consists of all elanents of the 

-1 -1 z fo:rm JzJ z = z , i.e., WR = S, thus is closed. 



Let 
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x 
pr:WR + R 

be the map sending J to -1 and z to jz 12 • 

4: LEMMA S is the kernel of pr and pr is surjective. 

5: LEMMA The. arrav 

induced by pr is an isarnrphisn. 

6: REMARK The inverse Rx + ~ of prab is characterized by the oonditions 

* -1 -> JWR 

* x -> vX" WR {x > 0} • 

7 : NOI'ATICN Define 

by the prescription 

11 z I J = zz (z E C}' I IJI I = 1. 

8: N.B. 11 • 11 drops to a continuous hcm::norphism ~ + R:0 . 

9: DEFINITION A representation of WR is a ccntinuous h::m:m:>rphism 

p:WR + GL {V}, where V is a finite dimensional canplex vector space. 

10: EXAMPLE If s E C, then the assignment w + I lw 11 s is a I-dimensional 
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representation of WR, i.e. , is a character. 

11: N.B. If x is a character of Rx, then x 0 pr is a character of WR and 

all such have this fonn. 

"' 
[For any p E WR' 

P <z> -1 p(J)p(z)p(J) = p(z). 

Therefore 

1 = p(-1) (cf. § 7 , # 12) . 

But 

p(-1) = p(~) = p(J)2, 

s::> p (J) = ± 1. This said, the characters of Rx are described in §7, #11, thus the 

1-dimens.ional representations of WR are parameterized by a sign and a complex 

m:unber s: 

• (+,s) :p(z) = lzls, p(J) = +l 

• (-,s):p(z) = lzls, p(J) = -1.] 

I.et V be a finite dimensional canplex vector space. 

12: DEFINITICN A linear transfonnation T :V -+ V is senisimple if every 

T-invariant subspace has a canplanentary T-:invariant subspace. 

13: FACI' T is semisimple iff T is diagonalizable, i.e. , in sane basis 

T is represented by a diagonal matrix. 

[Bear in mind that C is algebraically closed •••• ] 
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14: DEFINITICN A representation p :WR + GL(V) is semisnnple if V w E WR, 

p(w):V +Vis sanis.imple. 

15: DEFINITICN A representation p :WR + GL (V) is irreducible if V ~ 0 and 

the only p-invariant subspaces are 0 and v. 

'!he irreiucible !-dimensional representaticns of WR are its characters (which, 

of course, are autanatically semisimple). 

16: LEMMA If p :WR + GL (V) is a sanisimple irreducible representation of 

WR of dimension > 1, then dim V = 2. 

PRCX>F There is a nonzero vector v E V and a character x:ex + ex such that 
x 

V z E e , 

p(z)v = xCz)v. 

Since the span S of v,p(J)v is a p-invariant subspace, the assumption of irreduc-

iliility implies that dim V = 2. 

[To check the p-invariance of S, note that 

p(z)p(J)v = p(zJ)v = p(Jz)v = p(J)p(z)v = p(J)x(z)v 

p(J)p(J)v = p(~)v = p(-l)v = xC-l)v.J 

Given an integer k and a canplex number s, define a character Xk :ex + ex ,s 
by the prescription 

z k I 
1
2 s 

xk,s Cz> = <w> c z > 

and let Pk,s = ind xk,s be the representation of WR which it induces. 
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17: LEMMA Pk,s is 2-dimensional. 

18: LEMMA Pk,s is sanisimple. 

19: LEMMA Pk,s is irreducible iff k ~ O. 

20: DEFINITICN let 

pl :WR -+ GL (V1) 

be representations of WR -- then (pl'Vl) is equivalent to (p2 ,v2) if there exists 

an isorcorphisn f:v1 -+ v2 such that v w E WR' 

f o p1 (w} = p2 (w} of. 

21: 

22: THEOREM Every 2-dhnensional senis:imple irreducible representation of 

WR is equivalent to a unique Pk,s (k > O}. 

23: N.B. Therefore the equivalence classes of 2-d.imensional sanisimple 

irreducible representations of WR are parameterized by the I:Qints of N x C. 

24: DEFINITICN A representation p :WR -+ GL (V} is ccmpletely reducible 

if V is the direct sum of a collection of irreducible p-invariant subspaces. 
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25: LEMMA Iet p:WR -+ GL (V) be a sanisjmple representation -- then p is 

canpletely reducible. 

PR(X)F The characters of Cx are of the form z -+ zµzv with µ,v E C, µ-v E Z 

and v is tre direct sum of subspaces V , where p (z) IV = zµzv iCL • Cla:im: µ,v µ~v ~ 

Proof: 'V v E V , µ,v 

P CJ) v " = v" . µ, v v,µ 

- -1 p(z)p(J)v = p(JzJ )p(J)v 

= p(J)p(z)p(J-1)p(J)v 

= p(J)p(z)v 

v-µ 
= p(J)z z v 

v-µ 
= z z p(J)v. 

µ,v 

Proceeding: 

• µ = v Choose a basis of eigenvectors for p(J) on V -- then the µ,µ 

span of each eigenvector is a !-dimensional p-invariant subspace. 

• µ ~ v Choose a basis v1 , ..• ,v for V "and put v! = p(J)v. (1 ~ i ~ r) --r µ, v i i 

then Cv. ED Cv! is a 2-<l.llnensional p-invariant subspace and the direct sum 
1. 1. 

r 
ED 

i=l 
(Cv. E9 Cv!) 

1. 1. 



equals 

7. 

v E9 v . µ,v v,µ 

26: REMARK Suppose that p :WR -+- GL(V) is a representation -- then 

J2- = -1 => {-l)J • J = 1 

=> 

-1 
=> {-l)J = J 

-1 -1 p(J) = p{J ) 

= p {{-l)J) 

= p{-l)p{J). 

en the other hand, if~= 1 {the split extension situation {cf. #2)), then 

i'V = p{l) 

= p{;J2-) = p{J)p{J) 

=> 

-1 
p {J) = p {J) • 
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§23. WEIL GROUPS; THE NON~ARCHIMEVEAN CASE 

Iet K be a non-arch.irnedean local field. 

1: NOI'ATICN Put 

cfi> = Ga.I cre1' /K> • 

2: N.B. Every character of ~ factors through GI, hence gives rise to a 

ab 
character of GI{ . 

ab 
'lb study the characters of GI{ , precanµ>se with the reciprocity map 

r~:Kx + ~, thus 

3: LEMMA XK is a hcm::m:>rphism. 

4: LEMMA XK is injective. 

PR!X>F Suppose that 

xK<x> = x 0 r~ 

is trivial -- then x !Im reel< = 1. But Im r; is dense .in ~ (cf. §21, #13), so 

by contmuity, x = 1. 
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5: LEMMA xK is not surjective. 

PRX>F ~ is canp:1.ct abelian and totally disoonnected. Therefore (~) - = 

(~)"and every xis unitary and of finite order (cf. §7, #7 and §8, #2), thus 

the xK<x> are unitary and of finite order. 
x 

But there are characters of K for 

which this is not the case. 

6: N .B. The failure of xK to be surjective will be remedied below (cf. #19) • 

'!he kernel of the arrow 

Gal (Ksep /K) ~ Gal (Kur /K} 

of restriction is Gal(Ksep/Kur} and there is an exact sequence 

Identify 

with 

and put 

Gal (Fab /F ) q q 

= <cr > 
q 

(discrete topology}. 

7: DEFINITICN '!he weil group W (Ksep /K} is the inverse :image of w ( ~ /F } 
q q 

in Gal (Ksep /K} , i.e. , the elanents in Gal (Ksep /K) which induce an integral power 

of crq. 
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8: NOrATICN Abbreviate W{~p/K) to WK' hence~ c ~· 

Setting 

(the inertia group) , 

there is, an exact sequence 

1 ~ 
z 

[Note: Fix an elarent crq E WK which maps to oq - .... then structurally, WK is 

the disjo:int union 

u {crq) n1i<·] 
nEZ 

'lb:[X>logize WK by tak:ing for a neighOOrhood basis at the identity the 

where L is a finite Galois extension of K. 

9: REMARK ~ has the relative to};X)logy per the inclusion ~ + ~ and 

any splitting Z + WK induces an iscnorphism ~ :::: ~ x Z of to};X)logical groups, 

where Z has the discrete topology. 

10: liErJMA WK is a totally disconnected locally canpact group. 

[Note: WK is not canpact •••• ] 

11: LEM-1A The inclusion WK + ~ is continuous and has a dense image. 
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Suppose that L :J K is a finite extension of K -- then ~ c ~ is the subgroup 

of ~ fbcing L, hence 

14: LEMMA 

is open and of finite index in WK' it being nonnal in WK iff L/K is Galois. 

15: THEOREM The arrow 

L+W 
L 

is a bijection between the finite extensions of K and the open subgroups of finite 

[By contrast, the arrow 

is a bijection between the finite extensions of K and the open subgroups of ~-] 

16: LEMMA 

17: APPLICATION '!he hcm:m:>rphism tfi' + ~ is l-to-1. 



5. 

18: 'IHEOREM 'Ibe image of r~ :Kx -+ <' is vi{(> and the :induced map 

Kx-+ vi{(> is an iSOOPrphism of topological groups (cf. §21, #13). 

The characters of WK "are" the characters of vt;i>, so -we have: 

19: SCEOLIUM There is a bijective correspondence bebNeen the characters 

of WK and the characters of Kx or still, there is a bijective correspondence between 

the 1-d.in:elsional representations of WK and the 1-dimensional representations of 

GL1 (K). 

Suppose that L => K is a finite Galois extension of K -- then ~ c ~ and 

¥~ :::: Gal (I/K) 

is finite of cardinality [L:K] • Since WK is dense in ~, it follows that the irrage 

of the arrow 

is all of ¥~, its kernel being those w E WK such that w E ~, i.e., its kernel 

is ~ n ~ or still, is wL. 

20: 1a1MA 

WI{"WL :::: ¥'\ :::: Gal (L/K) • 

21: ~ Wf is a normal subgroup of WK. 
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[Bearing in mind that WL is a nonnal subgroup of WK' if a, f3 E wt, and if 

y E WK' then 

-1 -1 -1 -1 -1 -1 -1 -1 -1 yaSa. f3 y = {yay ) (y8y ) (ya y ) (y(3 y ) • ] 

There is an exact sequence 

or still, there is an exact sequence 

l -+ Wrf'Wr -+ Wi!Wf -+ WJ!WL -+ 1. 

22: NOrATION Put 

W (L,K) = Wi!W£. 

23: SCHOLilM '!here is an exact sequence 

and a diagram 

~ --> W(L,K) -> WJ!WL 

~r 1 ~ 
x 

Gal (I/K) -+ 1. 1-> L 

24: NOI'ATION Given w E WK' let I lwl I denote the effect on w of passing 
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25: ID-iMA 11 • 11 :WK + R;0 is a continuous haralorphism and its kernel 

is 1i<· 

[Under the arrow 

~drops to 

Gal cK'1'> /Kur) c ¥fi>. 
Consider ncN1 the arrOlli 

Then Rx is sent to Gal(K'1'>/Kur) and a prime elanent 1f E R is sent to an element cr 
q 

26: DEFINITION A representation of WK is a continuous hcm::m:>rphism 

p: WK + GL (V) , where V is a finite dimensional canplex vector space. 

27: LEMMA A hcm::m:>rphism p :WK + GL (V) is continuous per the usual 

toi;x:>logy on GL (V) iff it is continuous per the discrete toi;x:>logy on GL {V) • 

[GL (V) has no small subgroups.] 
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28: SClIOLIUM '!'he kernel of every representation of WK is trivial on an 

open subgroup J of ~· Conversely, if p;WK-+- Gl(V) is a hcm:m:>rphism which is 

trivial on an open subgroup J of~, then the inverse :ima.ge of any subset of GL(V) 

is a tmian of cosets of J, hence is open, hence p is continuous, so by def initian 

is a representation of WK. 

29: EXAMPLE SuPIX>se that L :::> K is a finite Ga.lois extension of K -- then 

is an open subgroup of ~· But 

WI{('WL ~ Gal (L/K) (cf. #20). 

'Iherefore every hcm:roorphism Gal (L/K) + GL (V) lifts to a hcm::rcorphism ~ -+- GL (V} 

which is trivial on an open subgroup of ~, hence is a representation of WK. 

30: N .B. Representations of WK arising in this manner are said to be of 

Galois type. 

31: LEMMA A representation of WK is of Galois type iff it has finite :image. 

32: EX.AMPLE 11 • 11 is a character of WK but as a representation, is not 

of Galois type. 

33: LEMMA Let p:WK + GL{Vl be. a representation -- then the image p(~) 

is finite. 
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PR(X)F Suppose that J is an open subgroup of IK on which p is trivial. Since 

1r< is canpact and J is open, the quotient 1<fJ is finite, thus p(1i<) = p(YJ) 

is finite. 

34: DEFINITICN A representation p:WK-+ GL(V) is ·trreaucible if V ~ 0 and 

the only p-invariant subspaces are 0 and v .. 

35: THEDREM Given an irreducible representation p of WK' th.ere exists an 

irreducilile representation i)·of WK and a canplex parameters such that 

P ~Pe it· I ls· 

36: LEMMA Let p:WK-+ GL(V) be a representation -- then V is the sum of its 

irreducible p-invariant subspaces iff every p ..... invariant subspace has a p-invariant 

camplanent. 

37: DEFINITICN Let p :WK -+ Gl (V) be a representation -- then p is sani-

s:imple if it satisfies either condition of the preceding lemna. 

38: N.B. Irreducilile representations are semis.llnple. 

39: 'I'HEX)REM Let p:WK -+ GL(V) be a representation -- then the following 

oonditions are equivalent. 

1. p is sanis.imple. 

2. p{cr ) is sanis.i.mple. 
q 

3. p (w) is sanis.imple v w E WK. 
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§24. THE WETL-VELIGNE GROUP 

1: DEFINITION '!he Weil-Deligne group WDK is the semidirect product 

C x I WK' the nrul tiplication rule being 

[Note: The identity in WDK is (O,e) and the inverse of (z,w) is 

= (z - z,e) = (O,e).] 

2: N.B. The top:>logy on WOK is tre product topology. 

· 3: DEFilUTION A Deligne representation of WK is a triple {p,V,N), where 

p:~ + GL(V) is a representation of WK and N:V-+ V is a nilp:>tent endarorphism of 

V subject to the relation 

-1 
p (w)Np (w) = I lwl IN (w E WK). 

[Note: N = O is admissible so every representation of WK is a Deligne rep

resentation.] 

4: EXAMPLE Take V = ~' hence GL(V) = Gln (C). Let e 0 ,el' ••• ,en-l be the 

usual basis of v. Defme p by the rule 
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and define N by the rule 

Ne. = e.+l (0 ~ i ~ n-2), Ne 1 = 0. 
1 1 ~ 

'I.hen the triple (p,V,N) is a Deligne representation of ~, the n..;.(l.imensional 

special representation, denote:l sp(n). 

5: DEFINITICN A representation of~ is a continuous ha:r:mDrphism 

p' :~ + GL(V) whose restriction to C is canplex analytic, where Vis a finite 

d:imensional canplex vector space. 

6: ~Every Deligne representation (p,V,N) of WK gives rise to a 

representation p' =WD:K + GL(V) of~· 

PRX>F Put 

p' (z , w) = exp (zN) p (w) • 

Then 
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[Note: The continuity of p' is manifest as is the canplex analyticity of 

its restrict fun to C.] 

One can alro go the other way but this is nore involvOO.. 

7 : RAPPEL If T: V -+ V is un.ipotent, then 

is nilp::>tent. 

log T = L: 
n;::::l 

8: SUBLEMMA Let p' :wn__-+ GL(V) be a representation of WDv. - then v z ~ O, 
---K ... " 

p ' ( z , e) is Ul1l ip::>tent. 

9: SUBLEMMA Let p' :~ -+ GL (V) be a representation of WOK -- then v z ~ O, 

log p' (z,e) 

is nilpotent and 

(log p' (z,e))/z (z ~ 0) 

is .independent of z. 

10: LEMMA Every representation p' :WDK-+ GL(V) of W11< gives rise to a 

Del :igne representation ( p, V ,N) of WK. 

PRCX:>F Put 

p = p' !{O} x WK' N =log p'(l,e). 



'!hen V w E WK, 

And 

'Iheref ore 

4. 

-1 -1 p(w)Np(w) = p(w)log- p'{l,e)p(w) 

= p(w) ( l: 
(-l)n+l 

(p'(l,e) - I)n)p(w)-l n 
n~l 

l: 
(-l)n+l -1 n = (p(w)p' (l,e)p(w) - I) • n 

n~l 

-1 p (w) p' (l,e) p (w) 

-1 = p'(O,w)p'(l,e)p'(O,w ) 

-1 = p' ((O,w) (l,e) (O,w )) 

= p' ((I lwl I ,w) (O,w-1)) 

= P'Cllwll,e>. 

-1 p(w)Np(w) 

= l: 
n~l 

(-l)n+l (p' ( 1 lwl I ,e) - I)n 
n 

= log P • c f lw I I ,e> 

= llw II (log- P 1 
( llw 11,e)) I llw II 

= I lwl I log p~· (l,e) 

= llwl I N. 
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11: OPERATICNS 

then their direct sum is the triple 

then their tensor prOO.uct is the triple 

• Contragredient: let ( p, V, N) be a Deligne representation -- then its 

contragredient is the triple 

( v v _ Nv). p ,v , 

[Note: Vv is the dual of V and N v is the transp::>se of N (thus v f E vv, 

Nv (f) = f o N) • ] 

12: REMARK The definitions of E9, 9, v when transcribed to the "pr:ime 

picture" are the usual representation-theoretic fonnalities applied to the group WOK. 

13: N.B. I.et 

be Deligne representations of WK -- then a rrorphisrn 



6. 

is a linear map T:V1 -+ v2 such that 

[Note: If T is a linear iscm:>rphism, then the Deligne representations 

are said to be iscm::>rphic. ] 

14: DEFINITICN Suppose that (p,V,N) is a Deligne representation of WK --

then a subspace v0 c v is an invariant subspace if it is invariant under p and N. 

15: ~ The kernel of N is an invariant subspace. 

PRCX>F If NV= 0, then V w E WK' 

-1 
Np(w)v = I lw I IP(W)NV = o. 

16: DEFINITICN A Deligne representation (p,V,N} of WK is indeccmp:>sable 

if V cannot be written as a direct sum of proper .invariant subspaces. 

17: EXAMPIE COnsider sp(n) -- then it is indecanposable. 

[If c1'1 = S EB T was a nontrivial decanposition into proper invariant subspaces, 

S n Ker N 
then both 'WOUld be nontrivial.] 

T n Ker N 
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18: DEFINITION A Deligne representation (p,V,N} of WK is sanis.irople 

if pis sanisimple (cf. §23, #37}. 

19: EXAMPLE Consider sp(n) -- then it is sanisimple. 

20: LEM."1A. I.et 1T be an irreducible representation of WK -- then sp{n) 9 '1T 

is sanisimple and indeccmp:>sable. 

[N:>te: Recall tiat 1T is identified with ( 1T, 0) • ] 

21: THEOREM :Every sanisimple irrleccmp:>sable Deligne representation of ~ 

is equivalent to a Deligne representation of the fonn sp (n) Q 1T, where 1T is an 

irrerl.ucible representat.ion of ~ and n is a p:::>sitive .lnteger. 

22: THEOREM I.et (p,N,V) be a sanis:imple Deligne representation of ~ -

then there is a decomp:>sition 

s 
{p,V,N) = & 

i=l 
sp (n . ) Q 1T • , 

1 1 

where 1Ti is an irreducible representation of WK and ni is a p:::>sitive integer .. 

FurthernDre, if 

t 
( p , V, N) = EB sp (n ! ) Q 1T ! 

j=l J J 

is another such decomp:>sition, then s = t and after a :renumbering of the Slmilallds, 

'IT. ~'IT~ and n. = n!. 
1 1 1 1 

APPENDIX 

Instead of working with 

WO =Cxjw, K · K 
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oome auth:>rities work with 

SL{2,C) x ~' 

the rationale for this be.ing that tha sanisimple representations of the tWJ groups 

are the "same". 

Given w E ~, let 

h = w 

and identify z E C with 

Then 

1 

0 

I lwl 1112 

0 

z 

1 

0 

I lwl I- 112 

1 z 

0 1 

1 I lwl lz -

0 1 

But conjugation by hw is an autatorphisn of SL{2,C), thus one can form the sani-

direct product SL {2,C) x I WK' the multiplication rule being 



f ran 
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(X,w) + (Xh ,w) w 

SL(2,C) xi WK to SL(2,C) x WK 

is an isaoorphism of groups. 

DEFINITION A representation of SL(2,C) x WK is a continuous hcm:m:>rphism 

p:SL(2,C) x ~ + GL(V) (Va finite dimensional canplex vector space) such that the 

restriction of p to SL(2,C) is ccmplex analytic. 

N.B. p is semis.imple iff its restriction to WK is semisimple. 

[The restriction of p to SL(2 1 C) is necessarily sanishnple.] 

'!he finite dimensional irreducible representations of SL(2,C) are pararreterized 

by the positive integers: 

n <-> sym(n), dim sym(n) = n. 

'IHEDREM The isaoorphism classes of san.is.imple Deligne representations of 

WK are m a 1-to-l correspondence with the isarorphism classes of senisimple rep-

resentations of SL(2,C) x WK. 

To explicate matters, start with a se:nisimple in.decanposable Deligne rep-

resentation of WK' say sp(n) fa 'IT, and assign to it the external tensor product 

sym(n) lxl'IT, hence in general 

s s 
e sp(n.) e 'IT. + e sym(n. > lxl1T .• 

. 1 .l. .l. • 1 .l. - .l. i= i= 


