
FACE NUMBERS OF PSEUDOMANIFOLDS WITH ISOLATED

SINGULARITIES

ISABELLA NOVIK AND ED SWARTZ

Abstract
We investigate the face numbers of simplicial complexes with Buchsbaum vertex links, especially
pseudomanifolds with isolated singularities. This includes deriving Dehn-Sommerville relations
for pseudomanifolds with isolated singularities and establishing lower and upper bound theorems
when the singularities are also homologically isolated. We give formulas for the Hilbert function
of a generic Artinian reduction of the face ring when the singularities are homologically isolated
and for any pure two-dimensional complex. Some examples of spaces where the f -vector can
be completely characterized are described. We also show that the Hilbert function of a generic
Artinian reduction of the face ring of a simplicial complex ∆ with isolated singularities minus the
h-vector of ∆ is a PL-topological invariant.
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1. Introduction

Stanley’s introduction of commutative algebra into the study of face numbers of
simplicial complexes via the face ring revolutionized the subject. For instance, he
was able to give a complete characterization of all possible f -vectors of Cohen-
Macaulay complexes [28]. A simplicial complex is Cohen-Macaulay (CM) if the
homology of the link of any face (including the empty face) is trivial except possibly
in the top dimension. Thus all triangulated spheres and balls are CM complexes. In
[25] Schenzel showed how to extend many of these ideas to Buchsbaum complexes,
that is, pure complexes whose vertex links are CM. This includes triangulations of
manifolds (with and without boundary). In [18] algebraic aspects of face rings of
spaces with more complicated singularities were studied.

The algebraic picture is, roughly, the following: a simplicial complex ∆ is CM if
and only if all local cohomology modules of the face ring of ∆ but the top one vanish;
∆ is Buchsbaum if and only if all local cohomology modules of the face ring (but
the top one) vanish except in degree zero; and ∆ has singularity dimension at most
m− 1 if and only if all local cohomology modules (but the top one) of the face ring
of ∆ modulo m generic linear forms vanish except in degrees 0, 1, . . . ,m. What are
the dimensions of the non-vanishing parts of these local cohomology modules and
what is the module structure? In the Buchsbaum case the answer is well-known
[25]: the dimensions coincide with the Betti numbers of ∆ — the dimensions of
(reduced) simplicial homology of the complex, and the module structure is trivial.
However, for singular spaces the answer is much less tractable at the moment, and
that is what makes studying their face numbers a significantly harder problem.

Here we begin work on this problem. Specifically we begin the difficult task of
understanding the precise connection between the algebraic, enumerative and com-
binatorial properties of face rings of singular spaces: we examine face rings of pure
complexes whose vertex links are Buchsbaum with a particular emphasis on pseu-
domanifolds with isolated singularities. Pseudomanifolds with isolated singularities
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provide a vast generalization of manifolds, and include, among others, many quo-
tients of compact manifolds where the group action is free away from a finite set,
such as Kummer varieties, and complexes obtained from compact manifolds with
boundary by coning off boundary components, such as suspensions. In particular,
face enumeration on manifolds with boundary is closely related to face enumeration
on spaces with isolated singularities. For a specific example see [21, Theorem 5.1].

We start by introducing the basic notations, definitions and results we need
for simplicial complexes, face rings and local cohomology. In Section 3 we derive
Dehn-Sommerville relations for pseudomanifolds with isolated singularities. This is
followed by a close examination of spaces with homologically isolated singularities,
see Section 4 for a definition. In this case we are able to establish formulas for the
Hilbert function of an arbitrary Artinian reduction of the face ring (Theorems 4.2
and 4.7), a version of the upper bound theorem (Theorem 4.10), and a lower bound
formula (Theorem 4.9) analogous to [22, Theorem 5.2] for manifolds. The latter
result provides a considerable strengthening of Barnette’s lower bound theorem [3,
12] by taking into account homological data. We remark that having homologically
isolated singularities is a topological invariant of a space; in particular, our results
apply to all triangulations of spaces having this property.

Highly connected (in the topological sense) spaces are the subject of Section 5.
A corollary of these results is a formula for the Hilbert function of generic Artinian
reductions of pure two-dimensional complexes (Eq. (12)). Some examples of pseu-
domanifolds where we can give a complete characterization of their f -vectors are
the subject of Section 6. Finally, we show that the Hilbert function of a generic
Artinian reduction of the face ring of a complex with isolated singularities is deter-
mined by its f -vector and PL-homeomorphism type (Theorem 7.1).

2. Preliminaries

In this section we review certain aspects of simplicial complexes and their face rings
that will be needed in the rest of the paper. An excellent general reference to this
material is [30].

2.1. Simplicial complexes
Let ∆ be a (d − 1)-dimensional simplicial complex. The main object of our study
is the f -vector of ∆, f(∆) := (f−1(∆), f0(∆), . . . , fd−1(∆)), where fi(∆) denotes
the number of i-dimensional faces of ∆. It is sometimes more convenient to work
with the h-vector of ∆, h(∆) = (h0(∆), . . . , hd(∆)), defined by

d
∑

i=0

hix
d−i =

d
∑

i=0

fi−1(x − 1)d−i.

Thus, h0(∆) = 1, h1(∆) = f0(∆) − d, and hd(∆) = (−1)d−1χ̃(∆), where χ̃(∆) is
the reduced Euler characteristic of ∆.

Fix an infinite field k. Another set of invariants we need is the set of the Betti
numbers,

βi(∆) := dimk H̃i(∆; k) = dimk H̃i(‖∆‖; k), 0 ≤ i ≤ dim∆.

Here H̃i(∆; k) is the i-th reduced simplicial homology of ∆ computed with coeffi-

cients in k, ‖∆‖ is the geometric realization of ∆, and H̃i(‖∆‖; k) is the i-th singular
homology.

For a face τ of ∆, the link of τ in ∆ is lk τ := {σ : τ ∩σ = ∅, τ ∪σ ∈ ∆}. We use
the following terminology: ∆ is a k-Cohen–Macaulay complex (k-CM, for short) if
for every face τ ∈ ∆ (including the empty face), βi(lk τ) = 0 for all i < d− |τ | − 1;
if in addition βd−|τ |−1(lk τ) = 1 for all τ ∈ ∆, then ∆ is called a k-homology sphere.
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For instance, three triangles glued together along a common edge form a k-Cohen-
Macaulay complex which is not a k-homology sphere. When no confusion is likely
we may suppress the field k.

A face of ∆ is a facet if it is maximal under inclusion. We say that ∆ is pure
if all facets of ∆ have dimension d − 1. Following [8, Definition 1.1], we call ∆
a pseudomanifold if it is pure and each codimension-one face of ∆ is contained in
exactly two facets. (Note that we do not assume that a pseudomanifold is strongly
connected.)

A pure simplicial complex ∆ is k-Buchsbaum if all vertex links of ∆ are k-CM,
and it is a k-homology manifold if all vertex links are k-homology spheres. A pure
simplicial complex ∆ is a k-space with isolated singularities if all vertex links of ∆ are
k-Buchsbaum (equivalently, all edge links are k-CM), and it is a k-pseudomanifold
with isolated singularities if all vertex links are k-homology manifolds (equivalently,
all edge links are k-homology spheres). A vertex v of a space (pseudomanifold,
resp.) with isolated singularities is called singular if the link of v is not k-CM (not
a k-homology sphere, resp.).

A few comments are in order. Our definition of a space with isolated singularities
is not typical as we allow the link of a singularity to be any Buchsbaum complex
rather than a manifold. Note also that this definition implies that singularities
can only occur at the vertices of the complex. Finally, observe that an elementary
application of excision shows that whether or not ∆ is a space with isolated singu-
larities or a pseudomanifold with isolated singularities is a topological property of
∆.

2.2. Face rings
The face ring (also known as the Stanley-Reisner ring) of a simplicial complex ∆
on the vertex set V is

k[∆] := k[xv : v ∈ V ]/I∆,

where I∆ is the squarefree monomial ideal generated by non-faces:

I∆ = (xv1 . . . xvk : {v1, . . . , vk} /∈ ∆).

It is a result of Reisner [23] that ∆ is a k-CM simplicial complex if and only if k[∆] is
a Cohen–Macaulay ring, and it is a result of Schenzel [25] that ∆ is a k-Buchsbaum
complex if and only if k[∆] is a Buchsbaum ring.

A linear system of parameters (an l.s.o.p., for short) for k[∆] is a set of d =
dim∆+ 1 linear forms Θ = {θ1, . . . , θd} such that

k(∆,Θ) := k[∆]/(θ1, . . . , θd)

is a finite-dimensional k-space. If k is an infinite field, then an l.s.o.p. always exists.
The ring k(∆,Θ) is called an Artinian reduction of k[∆].

2.3. Local cohomology
Let m = (xv : v ∈ V ) be the irrelevant ideal of the polynomial ring S := k[xv :
v ∈ V ]. For a finitely-generated graded S-module M , we denote by Mk the k-th
homogeneous component ofM and by Hi

m
(M) the i-th local cohomology ofM with

respect to m. For t ∈ S define (0 :M t) := {ν ∈M : tν = 0}. The socle of M is

Soc(M) =
⋂

v∈V

(0 :M xv) = {ν ∈M : mν = 0}.

For a simplicial complex ∆, Gräbe [9] gave a description of Hi
m
(k[∆]) and its

S-module structure in terms of the simplicial cohomology of the links of ∆ and
the maps between them. In the case when ∆ is a space with isolated singularities,
this description takes the following simple form that we review now. For v ∈ V ,
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let costar of v be cost(v) = {τ ∈ ∆ : v /∈ τ}, and consider the i-th simplicial
cohomology of the pair (∆, cost v) with coefficients in k:

Hi
{v}(∆) := Hi(∆, cost v; k) ∼= Hi(‖∆‖, ‖∆‖ − v; k) ∼= H̃i−1(lk v; k).

Also set Hi
∅(∆) := Hi(∆, ∅; k) = H̃i(∆; k), and let ι∗ : Hi

{v}(∆) → Hi
∅(∆), for

v ∈ V , be the map induced by inclusion. In the following, δwv denotes the Kronecker
delta, and (sv)v∈V an element of

⊕

v∈V H
i
{v}(∆).

Theorem 2.1. [Gräbe] Let ∆ be a space with isolated singularities and −1 ≤
i < dim∆. Then

Hi+1
m

(k[∆])−j =







0 (if j < 0),
Hi

∅(∆) (if j = 0),
⊕

v∈V H
i
{v}(∆) (if j > 0).

The S-module structure on Hi+1
m

(k[∆]) is given by

·xw : Hi+1
m

(k[∆])−(j+1) → Hi+1
m

(k[∆])−j

(sv)v∈V 7→

{

ι∗(sw) if j = 0,
(δwvsv)v∈V if j > 0.

3. Dehn-Sommerville relations

One of the nicest properties of the h-vectors of homology manifolds is the Dehn-
Sommerville relations due to Klee [13] asserting that if Γ is an (r − 1)-dimensional
homology manifold, then

(1) hr−i(Γ) = hi(Γ) + (−1)i−1

(

r

i

)

(1 + (−1)rχ̃(Γ)) for all 0 ≤ i ≤ r.

The goal of this section is to derive the following generalization of Eq. (1) for
pseudomanifolds with isolated singularities. In principle this could be done using
the results of [4] or [35, Lemma 2] that are stated in terms of f -vectors and are
designed to include more general complexes. However, as we will require an h-
vector version and only need it for pseudomanifolds with isolated singularities, we
derive the formula ourselves. By convention, for all a, b ∈ Z,

(

b
0

)

= 1, and
(

b
a

)

= 0
if a < 0.

Theorem 3.1. Let ∆ be a (d− 1)-dimensional simplicial complex on the vertex
set V . If ∆ is a pseudomanifold with isolated singularities, then for all 0 ≤ i ≤ d,

hd−i(∆) = hi(∆) + (−1)i−1

(

d

i

)

(

1 + (−1)dχ̃(∆)
)

+

(−1)i
(

d− 1

i− 1

)

∑

v∈V

(

1 + (−1)d−1χ̃(lk v)
)

.

Proof. We utilize Eq. (1) applied to the links of vertices — notice that since ∆ is
a pseudomanifold with isolated singularities, all vertex links are (d−2)-dimensional
homology manifolds. Another ingredient needed for the proof is the following con-
nection between the h-vector of a pure simplicial complex and the sums of the
h-vectors of the vertex links (see [32, Proposition 2.3]):

(2) ihi(∆) + (d− i + 1)hi−1(∆) =
∑

v∈V

hi−1(lk v) for all 1 ≤ i ≤ d.

The proof of the theorem is by induction on i. For i = 0 the statement reduces
to

hd(∆) − h0(∆) = −
(

1 + (−1)dχ̃(∆)
)

.

This holds as h0(∆) = 1 and hd(∆) = (−1)d−1χ̃(∆) for all simplicial complexes.
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For i > 0, we have

ihi(∆) + (d− i+ 1)hi−1(∆)

=
∑

v∈V

hi−1(lk v)

=
∑

v∈V

[

h(d−1)−(i−1)(lk v) + (−1)i−1

(

d− 1

i− 1

)

(

1 + (−1)d−1χ̃(lk v)
)

]

=

[

∑

v∈V

hd−i(lk v)

]

+ (−1)i−1

(

d− 1

i− 1

)

∑

v∈V

(

1 + (−1)d−1χ̃(lk v)
)

= (d− i+ 1)hd−i+1(∆) + ihd−i(∆) +

(−1)i−1

(

d− 1

i− 1

)

∑

v∈V

(

1 + (−1)d−1χ̃(lk v)
)

,

where the first and the last steps follow from Eq. (2), and the second step from
Eq. (1) applied to the vertex links. Thus

i(hd−i − hi) = −(d− i+ 1)(hd−(i−1) − hi−1)(3)

+(−1)i
(

d− 1

i− 1

)

∑

v∈V

(

1 + (−1)d−1χ̃(lk v)
)

.

Substituting in Eq. (3) our inductive hypothesis for hd−(i−1) − hi−1 and using that

1

i
·(d−i+1)

(

d

i− 1

)

=

(

d

i

)

and
1

i
·

[

(d− i+ 1)

(

d− 1

i− 2

)

+

(

d− 1

i− 1

)]

=

(

d− 1

i− 1

)

yields the result.

The above formula can be written exclusively in terms of χ(∆).When d is odd every
vertex link is an odd-dimensional homology manifold, so its Euler characteristic is
zero and Theorem 3.1 reduces to Eq. (1). When d is even, there exists ∆′ —
an odd-dimensional homology manifold with boundary whose boundary consists of
the disjoint union of the vertex links of ∆ — such that ∆ is homeomorphic to ∆′

with each boundary component coned off. (To obtain such ∆′, consider the second
barycentric subdivision of ∆ and delete the open stars of singular vertices.) The
Euler characteristic of ∆′ is one-half the Euler characteristic of its boundary and
hence equals one-half the sum of the Euler characteristics of the vertex links and,
of course, the Euler characteristic of each cone is one. Hence,

χ(∆) =
1

2

∑

v∈V

χ(lk v) + |V | −
∑

v∈V

χ(lk v) and

∑

v∈V

(

1 + (−1)d−1χ̃(lk v)
)

= 2|V | −
∑

v∈V

χ(lk v) = 2χ(∆).

4. Homologically isolated singularities

We now turn our attention to inequalities. In this section we derive lower bounds
on the face numbers of spaces with homologically isolated singularities — a certain
subclass of spaces with isolated singularities introduced in [18, Section 4]. To
achieve this goal we first compute the Hilbert series of Artinian reductions of such
complexes generalizing Schenzel’s formula for Buchsbaum complexes [25], which in
turn is a generalization of Stanley’s formula for CM complexes [28].
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We use the notation of Subsection 2.3. For a linear form θ =
∑

v∈V avxv with

all av 6= 0, consider the maps ι∗ : Hi
{v}(∆) → Hi

∅(∆) and their weighted direct sum

f i,θ :

[

⊕

v∈V

Hi
{v}(∆)

]

→ Hi
∅(∆), f i,θ =

∑

v∈V

avι
∗
[

Hi
{v}(∆) → Hi

∅(∆)
]

.

Define Kθi (∆) := dimk ker f
i,θ and Cθi (∆) := dimk coker f

i,θ.

Definition 4.1. We say that a (d− 1)-dimensional simplicial complex ∆ on the
vertex set V has homologically isolated singularities if (i) it is a space with isolated
singularities, and (ii) for all 0 ≤ i ≤ d − 2, the images ι∗ : Hi

{v}(∆) → Hi
∅(∆) for

v ∈ V are linearly independent subspaces of Hi
∅(∆). Equivalently, the kernel of the

above map f i,θ decomposes as a direct sum of the kernels of the summands, and
in particular the dimension of the kernel is independent of a specific choice of θ
(as long as all coefficients of θ are non-vanishing); in this case we write Ki and Ci
instead of Kθi and Cθi , resp.

Let X = ‖∆‖, and let Σ be the set of singularities of X . Since for a non-singular
vertex v and i ≤ d− 2, Hi

{v}(∆) = 0, and since Hi
{v}(∆) is canonically isomorphic

to Hi(X,X − v; k) while Hi
∅(∆) is canonically isomorphic to H̃i(X ; k), it follows

that ∆ has homologically isolated singularities if and only if for all 0 ≤ i ≤ d − 2,
the images ι∗ : Hi(X,X − v; k) → H̃i(X ; k) for v ∈ Σ are linearly independent

subspaces of H̃i(X ; k). Thus being a pseudomanifold with homologically isolated
singularities is a topological invariant.

Evidently, any complex with only one isolated singularity has homologically iso-
lated singularities. Many other examples of such complexes are described in [18,
Section 4]. On the other hand, suspensions of manifolds have isolated singularities
that are not homologically isolated.

Schenzel [25] proved that if ∆ is a k-Buchsbaum complex of dimension d − 1,
then the Hilbert series of k(∆,Θ) is independent of the choice of an l.s.o.p. Θ and
is given by

(4) F (k(∆,Θ), λ) =

d
∑

i=0



hi(∆) +

(

d

i

) i−1
∑

j=1

(−1)i−j−1βj−1(∆)



λi.

If ∆ is k-CM, this formula reduces to Stanley’s result: F (k(∆,Θ), λ) =
∑d

i=0 hiλ
i.

Here (see Theorems 4.2 and 4.7) we extend Schenzel’s result to all complexes with
homologically isolated singularities. The main point is that the Hilbert series of
an Artinian reduction of the face ring of such a complex ∆ is determined by the
f -numbers and the homeomorphism type of ∆.

Theorem 4.2. Let ∆ be a (d− 1)-dimensional simplicial complex with homolog-
ically isolated singularities. Then for any l.s.o.p. Θ of k[∆], the Hilbert series of

k(∆,Θ) is equal to
∑d

i=0 h
′
i(∆)λi, where (for 0 ≤ i ≤ d)

h′i(∆) = hi(∆) +

(

d

i

) i−1
∑

j=1

(−1)i−j−1βj−1(∆)

+

(

d− 1

i

)



Ki−1(∆) −
∑

v∈V

i−2
∑

j=1

(−1)i−jβj−1(lk v)



 .

The crucial part of the proof is the following property of the face rings of com-
plexes with homologically isolated singularities that was observed in [18, Section
4].
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Lemma 4.3. Let ∆ be a (d − 1)-dimensional simplicial complex with isolated
singularities and let θ =

∑

v∈V avxv be a 1-form with all coefficients non-vanishing.
Then

(1) For all i < d− 1, the Hilbert series of the i-th local cohomology of k[∆]/(θ),
F (Hi

m
(k[∆]/(θ)), λ), equals βi(∆)λ + (Kθi (∆) + Cθi−1(∆)).

(2) If ∆ has homologically isolated singularities, then k[∆]/(θ) is a Buchsbaum
S-module.

Proof. (Sketch) The first part follows from Theorem 2.1 together with the long
exact sequence in local cohomology arising from the short exact sequence

0 → k[∆]
·θ
→ k[∆] → k[∆]/(θ) → 0.

Moreover, the condition on homologically isolated singularities implies that

mHi
m
(k[∆]/(θ)) = 0.

The second part then follows from [31, Prop. I.3.10].

A comprehensive reference to Buchsbaum rings and modules is [31]. Here we
will need only a few standard properties that we record in the following lemma.

Lemma 4.4. Let ∆ be a (d−1)-dimensional simplicial complex with homologically
isolated singularities and let θ1, . . . , θd be an l.s.o.p. for k[∆] with θ1 having non-
vanishing coefficients. Then for all 1 ≤ s ≤ d− 1,

(1) k[∆]{s} := k[∆]/(θ1, . . . , θs) is a Buchsbaum S-module of Krull dimension
d− s,

(2) (0 :k[∆]{s} θs+1) = H0
m
(k[∆]{s}), and

(3) for all i+ s < d− 1 and j ∈ Z,

Hi
m
(k[∆]{s+ 1})j ∼= Hi

m
(k[∆]{s})j ⊕Hi+1

m
(k[∆]{s})j−1.

Proof. Part 1 is a consequence of Lemma 4.3(2) above and Corollary 1.11 on
p. 65 of [31]; Part 2 follows from Part 1 and Proposition 1.10 on p. 64 of [31]; Part
3 is immediately apparent from Part 1 and [20, Lemma 8.2].

Lemma 4.5. For ∆ and θ1, . . . , θd as in Lemma 4.4, and for all s ≥ 1, i+ s < d,
and j ∈ Z,

dimkH
i
m
(k[∆]{s})j =

(

s− 1

j − 1

)

βi+j−1(∆) +

(

s− 1

j

)

(Ki+j(∆) + Ci+j−1(∆)).

In particular, for 1 ≤ s ≤ d− 1 and j ∈ Z,

dimk(0 :k[∆]{s} θs+1)j =

(

s− 1

j − 1

)

βj−1(∆) +

(

s− 1

j

)

(Kj(∆) + Cj−1(∆)).

Proof. We use induction on s. For s = 1 the statement reduces to Part 1
of Lemma 4.3. Part 3 of Lemma 4.4 together with the binomial identity

(

a
b

)

+
(

a
b−1

)

=
(

a+1
b

)

gives the inductive step. The “in particular”-part then follows from

Lemma 4.4(2).

We are now in a position to prove Theorem 4.2.

Proof. Since for any l.s.o.p. Θ = {θ1, . . . , θd} of k[∆], the linear span of Θ
contains a 1-form with all coefficients non-vanishing, we can assume w.l.o.g. that
θ1 is such a form. It is a well-known fact (see for instance [31, p. 150]) that for a
(d− 1)-dimensional complex ∆ and an l.s.o.p. Θ,

F (k(∆,Θ), λ) =

d
∑

i=0

hi(∆)λi +

d−1
∑

s=1

λ(1− λ)d−s−1 · F (0 :k[∆]{s} θs+1, λ).
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Substituting in this equation the “in particular”-part of Lemma 4.5 yields

F (k(∆,Θ), λ) =

d
∑

i=0

hi(∆)λi +

∑d−1

s=1
(1− λ)d−s−1

∑s

j=1
λj+1

[

(

s−1

j−1

)

βj−1(∆) +
(

s−1

j

)

(Kj(∆) + Cj−1(∆))
]

.

Comparing the coefficients of λi on both sides we obtain

h′i(∆) = hi(∆)

+

i−1
∑

j=1

(−1)i−j−1





d−1
∑

s=j

(

d− s− 1

i− j − 1

)(

s− 1

j − 1

)



βj−1(∆)

+

i−1
∑

j=1

(−1)i−j−1





d−1
∑

s=j+1

(

d− s− 1

i− j − 1

)(

s− 1

j

)



 (Kj(∆) + Cj−1(∆)).

Using that
∑l

r=0

(

l−r
i−j

)(

r
j

)

=
(

l+1
i+1

)

then implies

(5)

h′i(∆) = hi(∆) +

i−1
∑

j=1

(−1)i−j−1

[(

d− 1

i− 1

)

βj−1(∆) +

(

d− 1

i

)

(Kj(∆) + Cj−1(∆))

]

.

Finally, it follows from exactness of

0 → ker(f j,θ) →
⊕

v∈V

Hj

{v}(∆)
fj,θ

→ Hj

∅(∆) → coker(f j,θ) → 0

that

(6) Cj(∆) = Kj(∆) + βj(∆)−
∑

v

βj−1(lk v).

We infer the theorem by substituting these expressions in Eq. (5) and using the

identity
(

d−1
i−1

)

+
(

d−1
i

)

=
(

d
i

)

.

Corollary 4.6. Let ∆ be a (d − 1)-dimensional simplicial complex with ho-
mologically isolated singularities, and let Θ = {θ1, . . . , θd} be an l.s.o.p. for k[∆].
Then for all i < d− 1,

dimSoc(k(∆,Θ))i ≥

(

d

i

)

βi−1(∆) +

(

d− 1

i

)

(Ki(∆) +Ki−1(∆) −
∑

v∈V

βi−2(lk v)),

and hence h′i(∆) ≥
(

d
i

)

βi−1(∆) +
(

d−1
i

)

(Ki(∆) +Ki−1(∆)−
∑

v∈V βi−2(lk v)).

Proof. Since by Lemma 4.3(2), k[∆]/(θ1) is a Buchsbaum ring of Krull dimen-
sion d− 1, Theorem 2.2 of [22] applies and gives

dimSoc(k(∆,Θ))i ≥
d−2
∑

j=0

(

d− 1

j

)

dimkH
j
m
(k[∆]/(θ1))i−j .

By Lemma 4.3(1), for i < d− 1 this inequality can be rewritten as

(7) dimSoc(k(∆,Θ))i ≥

(

d− 1

i− 1

)

βi−1(∆) +

(

d− 1

i

)

(Ki(∆) + Ci−1(∆)).

The result follows from Eq. (6).

If ∆ is a Buchsbaum complex, then for i < d−1 and v ∈ V , βi−1(lk v) = Ki(∆) =
0. Thus, in this case, Theorem 4.2 reduces to Schenzel’s theorem and Corollary 4.6
to [22, Theorem 3.4]. Theorem 4.2 and Corollary 4.6 can be restated in terms of
singular homology.
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Theorem 4.7. Let ∆ be a (d− 1)-dimensional simplicial complex with isolated
singularities, X = ‖∆‖ its geometric realization, Σ ⊂ X the set of singularities of

X, and θ =
∑

v∈V xv. Then for all j < d, Kθj (∆)+Cθj−1(∆) = dimk H̃j−1(X−Σ; k).
Moreover, if ∆ has homologically isolated singularities and Θ is any l.s.o.p. for k[∆],
then for 0 ≤ i ≤ d,

h′i(∆) = hi(∆) +
i−1
∑

j=1

(−1)i−j−1

[(

d− 1

i− 1

)

dimk H̃j−1(X ; k) +

(

d− 1

i

)

dimk H̃j−1(X − Σ; k)

]

,

and for i < d− 1,

dimSoc(k(∆,Θ))i ≥

(

d− 1

i− 1

)

dimk H̃i−1(X ; k) +

(

d− 1

i

)

dimk H̃i−1(X − Σ; k).

Proof. The second assertion follows the first one and Eqs. (5) and (7), respec-
tively. To prove the first assertion consider the following long cohomology sequence
of the pair (where we omit k to simplify the notation)

Hj−1(X,X − Σ)
ψ
→ H̃j−1(X) → H̃j−1(X − Σ) → Hj(X,X − Σ)

φ
→ H̃j(X).

It implies that

dimk H̃j−1(X − Σ) = dimk H̃
j−1(X − Σ) = dimk coker(ψ) + dimk ker(φ).

Thus to derive the first assertion it suffices to show that dimk coker(ψ) = Cθj−1(∆)

and dimk ker(φ) = Kθj (∆). This is immediate from the following series of canonical
isomorphisms:

Hj(X,X−Σ) ∼=
⊕

v∈Σ

Hj(X,X−v) ∼=
⊕

v∈V

Hj(X,X−v) ∼=
⊕

v∈V

Hj

{v}(∆) ∀j < d−1.

The first isomorphism in this series follows, for instance, by induction on the size
of Σ using the relative form of the Mayer-Vietoris sequence for the inductive step.
The last isomorphism is implied by the fact that ‖ costv‖ is a deformation retract
of X−v. The middle one is immediate from the definition of a non-singular vertex:
for such a vertex v and j < d− 1, Hj(X,X − v) ∼= H̃j−1(lk v) = 0.

Remark 4.8. WhenX = ‖∆‖ is a pseudomanifold with isolated singularities and

j < dimX , H̃j−1(X−Σ; k) coincides with H
(0)
j−1(X ; k) — the (j−1)-st intersection

homology of perversity 0. (Intersection homology was introduced and studied in
[8].) Thus for pseudomanifolds with homologically isolated singularities, h′i(∆) −
h(∆)i can be written as a linear combination of the usual Betti numbers of ∆ and
the intersection Betti numbers of ‖∆‖.

We now turn to numerical consequences of Theorem 4.2. Let

g2(∆) := h2(∆) − h1(∆).

The celebrated Lower Bound Theorem [3, 12] asserts that if ∆ is a connected k-
homology manifold of dimension d − 1 ≥ 2, then g2(∆) ≥ 0. Moreover, it was
shown in [22, Theorem 5.3] that if ∆ is a connected orientable k-homology mani-

fold of dimension d − 1 ≥ 3, then g2(∆) ≥
(

d+1
2

)

β1(∆). Here we extend this result
to pseudomanifolds with homologically isolated singularities. (For normal pseudo-
manifolds, that is, pseudomanifolds all of whose faces of codimension at least two
have connected links, it is a result of Fogelsanger [7] that the lower bound g2 ≥ 0
continues to hold.)
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Theorem 4.9. Let ∆ be a (d−1)-dimensional pseudomanifold with homologically
isolated singularities. If d ≥ 5, then

g2(∆) ≥

(

d+ 1

2

)

[βd−2(∆) − βd−1(∆) + 1] + d · Kd−2(∆)

− d
∑

v∈V

[βd−3(lk v)− βd−2(lk v) + 1] .

The same assertion also holds if d = 4 and ∆ has at most 5 singularities.

If ∆ is a connected orientable k-homology manifold, then βd−1(∆) = 1 and by
Poincaré duality βd−2(∆) = β1(∆); also for every vertex v, βd−2(lk v) = 1 while
βd−3(lk v) = 0. Thus in this case Theorem 4.9 is equivalent to the inequality

g2(∆) ≥
(

d+1
2

)

β1(∆) mentioned above. In general the right-hand side is a topo-
logical invariant of ∆ as all of the nonsingular vertices contribute zero to the last
term.

Proof. First assume d ≥ 5. Since ∆ is a (d − 1)-dimensional pseudomanifold
with isolated singularities, it follows that the link of every (d − 4)-face F is a 2-
dimensional homology sphere, and hence the boundary of a 3-dimensional simplicial
polytope. Thus for a generic 1-form ω, multiplication by ω considered as a linear
map from k(lkF )1 to k(lkF )2, where k(lkF ) is an Artinian reduction of k[lkF ] by a
generic l.s.o.p., is an isomorphism. (In characteristic 0 this result was proved in [29];
for a field of arbitrary characteristic it follows from Murai’s paper [19] combined
with Whiteley’s proof that 2-dimensional spheres are strongly edge decomposable
[36].) The proof of Theorem 4.26 in [33] then implies that if Θ is a generic l.s.o.p. of
k[∆] and ω ∈ k[∆] is a generic 1-form, then the map

·ω : k(∆,Θ)d−2 → k(∆,Θ)d−1,

is surjective. As the socle, Soc(k(∆,Θ))d−2, is in the kernel of this map, we obtain
that

(8) h′d−2(∆) − dimk Soc(k(∆,Θ))d−2 ≥ h′d−1(∆).

If d = 4 and ∆ has at most 5 singular vertices, then we appeal to Lemma 6.2 in
Section 6 below to see that Eq. (8) holds in this case as well.

Since ∆ has homologically isolated singularities, Theorem 4.2 implies that

h′d−1(∆) = hd−1(∆) + d





d−2
∑

j=1

(−1)(d−1)−j−1βj−1(∆)



+Kd−2(∆)

−
∑

v∈V

d−3
∑

j=1

(−1)(d−1)−jβj−1(lk v)

= hd−1(∆) + d
[

(−1)d−1χ̃(∆) − βd−1(∆) + βd−2(∆)
]

+Kd−2(∆)

−
∑

v∈V

[

(−1)dχ̃(lk v)− βd−2(lk v) + βd−3(lk v)
]

= h1(∆) + d [βd−2(∆)− βd−1(∆) + 1] +Kd−2(∆)(9)

−
∑

v∈V

[βd−3(lk v)− βd−2(lk v) + 1] ,
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where the last step follows from Theorem 3.1. A similar computation using Theo-
rems 4.2 and 3.1, and Corollary 4.6 gives

h′d−2(∆) − dimk Soc(k(∆,Θ))d−2

≤ h2 −

(

d

2

)

[βd−2(∆)− βd−1(∆) + 1]− (d− 1)Kd−2(∆)(10)

+(d− 1)
∑

v∈V

[βd−3(lk v)− βd−2(lk v) + 1] .

Substituting Eqs. (9) and (10) in (8) and combining like terms yields the result.

A (d − 1)-dimensional simplicial complex ∆ is called Eulerian if for every face
τ ∈ ∆ (including the empty face), the link of τ has the same Euler characteristic
as the sphere of dimension d − 1 − |τ |. Another famous conjecture concerning
the f -numbers is the Upper Bound Conjecture (UBC, for short). This conjecture,
proposed for polytopes by Motzkin and for Eulerian complexes by Klee [14], asserts
that in the class of all Eulerian simplicial complexes of dimension d − 1 and with
n vertices, the boundary complex of a certain polytope (called the cyclic polytope)
simultaneously maximizes all the h-numbers, and hence also all the f -numbers.
Numerically, the UBC says that if ∆ is an Eulerian (d − 1)-dimensional complex
with n vertices, then

hi(∆) ≤

(

n− d+ i− 1

i

)

for all i ≤ d/2.

(It is a result of Klee that Eulerian complexes have symmetric h-vector: hi =
hd−i for all i [13].) The UBC is known to hold for all Eulerian complexes with
≥ O(d2) vertices [14], as well as for all polytopes [17], homology spheres [27], and
Eulerian homology manifolds [20]. In addition, a weaker version of the UBC (the
one concerning the f -numbers) was verified in [11] to hold for all odd-dimensional
Eulerian pseudomanifolds with isolated singularities. However the h-version of the
UBC as well as even-dimensional cases remained open. Here we partially solve this
problem by proving the following result.

Theorem 4.10. Let ∆ be a (d − 1)-dimensional pseudomanifold with homolog-
ically isolated singularities. If ∆ is Eulerian and has n ≥ 3d − 4 vertices, then
hi(∆) ≤

(

n−d+i−1
i

)

for all i ≤ d/2.

The proof relies on Theorem 4.7 but otherwise is very similar to that given in
[20], so we only sketch the main ideas, leaving details to our readers. To sim-

plify notation, we write βi for dim H̃i(X ; k), β0
i for dim H̃i(X − Σ; k), and Ni for

(

n−d+i−1
i

)

. We also write hi and h
′
i instead of hi(∆) and h′i(∆), respectively.

Proof. (Sketch) Since, for an arbitrary j, Soc(k(∆,Θ))j is an ideal of k(∆,Θ),
we have that

A(∆,Θ, j) := k(∆,Θ)/(Soc(k(∆,Θ))j)

is a standard graded k-algebra. Hence the dimensions of the homogeneous compo-
nents ofA(∆,Θ, j) satisfy Macaulay’s inequalities [30, p. 56]. Theorem 4.7 expresses
these dimensions in terms of the h-numbers and β, β0-numbers. Using these ex-
pressions together with Macaulay’s conditions, a computation analogous to that in
[20, Lemma 5.2] implies

(11) h′j+1 ≤ Nj+1 −

j
∑

i=1

Nj+1

Ni

[(

d− 1

i− 1

)

βi−1 +

(

d− 1

i

)

β0
i−1

]

for all j.
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Another rather straightforward computation shows that if n ≥ 3d− 4, then

Nj+1

Ni
·

(

d− 1

i− 1

)

≥

(

d− 1

j

)

and

Nj+1

Ni
·

(

d− 1

i

)

≥

(

d− 1

j + 1

)

for all 1 ≤ i ≤ j − 1 ≤
d

2
− 2.

Substituting these inequalities in Eq. (11) yields

h′j+1 ≤ Nj+1 −

j
∑

i=1

[(

d− 1

j

)

βi−1 +

(

d− 1

j + 1

)

β0
i−1

]

for all j ≤
d

2
− 1.

One last application of the formula from Theorem 4.7 relating hj+1 to h′j+1 and

Betti numbers then shows that hj+1 ≤ Nj+1 for all j + 1 ≤ d/2, as required.

5. Depth d− 1

The depth of ∆ is the largest j such that the (j − 1)-th skeleton of ∆ is CM. For

a space with isolated singularities this is equivalent to H̃i(∆; k) = 0 for i < j − 1

and for every vertex v, H̃i(lk v; k) ∼= Hi+1(‖∆‖, ‖∆‖ − v) = 0 for i < j − 2; in
particular, for a space with isolated singularities, having depth j is a topological
property. This notion coincides with the usual algebraic notion of depth for k[∆],
see [26]. Complexes of dimension d − 1 and depth d − 1 are also known in the
literature as almost CM complexes.

Theorem 5.1. Let ∆ be a (d−1)-dimensional complex with isolated singularities
with depth d− 1. Set h′i = dimk k(∆,Θ)i. Then for sufficiently generic Θ

h′d = βd−1(∆)

h′d−1 = hd−1(∆) + dimk(K
θ1
d−2(∆) ∩ · · · ∩ Kθdd−2(∆))

h′i = hi(∆), i < d− 1.

Proof. For any (d−1)-dimensional simplicial complex h′d = βd−1 for sufficiently
generic Θ, see [2, Lemma 2.2(3)]. Since ∆ has depth d − 1 the only possible
nontrivial Betti numbers of ∆ are βd−1 and βd−2 and the only potential nonzero
Betti numbers for the link of every vertex v are βd−2(lk v) and βd−3(lk v). By
Theorem 2.1, Hi

m
(k[∆]) = 0 for i < d− 1 and

Hd−1
m

(k[∆])0 ∼= Hd−2
∅ (∆)

Hd−1
m

(k[∆])−1
∼=

∑

vH
d−2
{v} (∆).

Since H0
m
(k[∆]) = 0, a prime avoidance argument (see, for instance, [6, Chapter

3]) implies the existence of θ1 ∈ k[∆]1 such that multiplication by θ1 on k[∆] is an
injection. Now apply the induced long exact sequence for local cohomology with
respect to the short exact sequence

0 → k[∆]
·θ1→ k[∆] → k[∆]/(θ1) → 0

to see that Hi
m
(k[∆]/(θ1)) = 0 for i < d − 2. In addition, the module structure of

Hd−1
m

(k[∆]) implies that

Hd−2
m

(k[∆]{1})1 ∼= Hd−2
∅ (∆)

Hd−2
m

(k[∆]{1})0 ∼= Kθ1d−2(∆),
Hd−2

m
(k[∆]{1})i ∼= 0, i 6= 0, 1.
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We can repeat this process until we produce θ1, . . . , θd−1 such that multiplication
·θi : k[∆]{i− 1} → k[∆]{i− 1} is an injection for each 1 ≤ i ≤ d− 1 and

H0
m
(k[∆]{d− 1})d−1

∼= Hd−2
∅ (∆)

H0
m
(k[∆]{d− 1})d−2

∼= Kθ1d−2(∆) ∩ · · · ∩ K
θd−1

d−2 (∆),
H0

m
(k[∆]{d− 1})i ∼= 0, i 6= d− 1, d− 2.

One last prime avoidance argument to find θd such that the kernel of multipli-
cation on k[∆]{d − 1}d−2 is isomorphic to Kθ1d−2(∆) ∩ · · · ∩ Kθdd−2(∆) finishes the
proof.

Any pure two-dimensional simplicial complex has isolated singularities. Indeed,
the link of any edge is a nonempty collection of points and hence Cohen-Macaulay.
As h′3 = β2, h

′
1 = h1, and h

′
0 = h0 = 1, it only remains to compute h′2.

In [16] Lee established that h′2 is the dimension of the space of stresses of a generic
embedding of the one-skeleton of ∆ into the plane. (Various definitions pertaining
to rigidity theory such as those of stresses, infinitesimal motions, etc. can be found
in [10].) As an algorithm for the latter for any graph, in particular for the one-
skeleton of a simplicial complex, had already been determined, see [10, Theorem
4.4.3] (it is a consequence of Laman’s theorem), a combinatorial formula for h′2
already exists. The following corollary states h′2 using the topology and f -vector ∆.

Corollary 5.2. Let ∆ be a connected two-dimensional pure complex. Then for
sufficiently generic Θ,

h′2 = h2 + dimk(K
θ1
1 (∆) ∩ Kθ21 (∆) ∩ Kθ31 (∆)).

Proof. The 1-skeleton of ∆ is CM if and only if ∆ is connected.

What about two-dimensional complexes that are not connected? One can either
appeal to the rigidity formula and the fact that each extra component introduces
three new infinitesimal motions or a local cohomology argument similar to the one
in Theorem 5.1 to find that the formula is

(12) h′2 = h2 + 3β0(∆) + dimk(K
θ1
1 (∆) ∩ Kθ21 (∆) ∩ Kθ31 (∆)).

6. Examples

In this section we use methods and results developed in the paper so far to provide
a complete characterization of the f -vectors of arbitrary simplicial triangulations
of certain 3-dimensional pseudomanifolds denoted by ‖N1‖, ‖N3‖, and ‖N4‖ in
[5, Example 4]. We start by recalling from [5] the necessary information on the
topology of Xi := ‖Ni‖, i = 1, 3, 4.

The pseudomanifold X1 is the only normal 3-pseudomanifold with 8 singularities
all of whose links are the torus that has an 8-vertex triangulation; its homology
groups (over Z) are H̃0 = H̃1 = 0, H̃2 = Z

8, and H̃3 = Z. Therefore, for any
triangulation ∆ of X1,

(13) h4(∆) = −χ̃(∆) = −7,
∑

v

(1−χ̃(lk v)) = 16, and so h3(∆)−h1(∆) = 16,

where the last equality is by Theorem 3.1.
The pseudomanifold X3 has 5 singularities; the links of the 5 singular vertices

in N3 have different topological types: four of them are projective planes, while
the fifth one is a 2-dimensional torus. The homology groups of X3 are H̃0 = H̃1 =
H̃3 = 0 and H̃2 = Z

2 ⊕ Z/2Z. Thus for any triangulation ∆ of X3,

(14) h4(∆) = −χ̃(X3) = −2,
∑

v

(1− χ̃(lk v)) = 6, hence h3(∆) − h1(∆) = 6.
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The pseudomanifold X4 is H ∪ C(∂H), where H is a solid 3-dimensional torus
and C(∂H) is the cone over the boundary of H . Hence X4 has only one isolated
singularity, and for any triangulation ∆ of X4, K2(∆) = 1. In addition,

h4(∆) = −χ̃(∆) = 0,
∑

v

(1 − χ̃(lk v)) = 2, and so h3(∆)− h1(∆) = 2.

As the above discussion shows, to characterize the h-vectors (equivalently, the
f -vectors) of arbitrary simplicial triangulations of Xi (i = 1, 3, 4) it is enough to
characterize all possible pairs (h1(∆), h2(∆)), where ‖∆‖ = Xi. This, in turn, is
equivalent to characterizing the set

{(g1(∆), g2(∆)) : ‖∆‖ = Xi}, where gj(∆) := hj(∆)− hj−1(∆).

To this end, we have the following result.

Theorem 6.1. For i = 1, 3, 4 and for a pair (g1, g2) ∈ Z
2, the following are

equivalent:

(i) There exists a simplicial complex ∆, ‖∆‖ = Xi such that (g1(∆), g2(∆)) =
(g1, g2);

(ii) 6 ≤ g2 ≤
(

g1+1
2

)

. (In particular, g1 ≥ 3.)

Proof. To verify that (ii) implies (i), start with the triangulation Ni of Xi

described in [5] (it satisfies g1(Ni) = 3 and g2(Ni) = 6) and follow the proof of
Lemma 7.3 in Walkup’s paper [34]. The triangulations Ni (taken from [5]) and
the “simple 3-trees” required to invoke this argument are listed at the end of this
section.

To prove that (i) implies (ii), fix a field k of characteristic zero. Consider a trian-
gulation ∆ of Xi, its face ring k[∆], a generic l.s.o.p. for k[∆], Θ = {θ1, . . . , θ4}, and
one additional generic linear form ω. Since ∆ is a normal 3-dimensional pseudo-
manifold, it follows from [7] that ∆ is generically 4-rigid in the graph-theoretic sense
(see [10] or [12] for appropriate definitions). This result combined with [16, The-
orem 10] yields that dimk k(∆,Θ)1 = h1(∆), dimk k(∆,Θ)2 = h2(∆) and the map
·ω : k(∆,Θ)1 → k(∆,Θ)2 is injective. Thus for j ≤ 2, dimk[k(∆,Θ)/ω]j = gj(∆),

and the inequality g2(∆) ≤
(

g1(∆)+1
2

)

follows from Macaulay’s theorem (see [30,
pp. 56-57]).

It only remains to show that g2(∆) ≥ 6. If ∆ is a triangulation of X4, then
∆ has one singular vertex, and the result follows from Theorem 4.9 according to
which g2(∆) ≥

(

5
2

)

[1− 1 + 1] + 4 · 1− 4[2− 1 + 1] = 6.
If ∆ is a triangulation of X3, then as a k-space (rather than k-pseudomanifold)

with isolated singularities, X3 has only one singular point. (This is because over a
field of characteristic 0, the projective plane is acyclic, and hence CM.) Theorem
4.2 then implies that dimk(∆,Θ)3 = h3(∆). Considered as a k-pseudomanifold,
∆ has only 5 singular points, and we infer from Lemma 6.2 below that the map
·ω : k(∆,Θ)2 → k(∆,Θ)3 is onto, and hence h2(∆) ≥ h3(∆). Thus

g2(∆) = h2(∆)− h1(∆) ≥ h3(∆) − h1(∆) = 6 by Eq. (14).

Finally, let ∆ be a triangulation of X1. Since the given triangulation N1 of
X1 in [5] contains the complete 2-skeleton on eight vertices its depth is 3. By
Theorem 5.1, dimk k(∆,Θ)3 = h3(∆) plus a term which only depends on the
topology of X1. However, as all of the missing faces of N1 are three-dimensional,
dimk k(N1,Θ)3 = h3 for this triangulation, and thus for all others. This implies
that dimk[k(∆,Θ)/ω]3 ≥ g3(∆), and hence that (1, g1(∆), g2(∆),max{0, g3(∆)}) is
an M-sequence. Thus according to Macaulay’s theorem, if g2(∆) < 6 =

(

4
2

)

, then

g3(∆) <
(

5
3

)

= 10, and hence h3(∆) − h1(∆) = g2(∆) + g3(∆) < 6 + 10 = 16,
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contradicting Eq.(13). Therefore, g2(∆) ≥ 6 in this case as well. The theorem
follows.

Lemma 6.2. Let ∆ be a 3-dimensional pseudomanifold with isolated singularities,
Θ = {θ1, . . . , θ4} a generic l.s.o.p. of k[∆], and ω ∈ k[∆]1 a generic 1-form. If ∆
has at most 5 singularities then the map ·ω : k(∆,Θ)2 → k(∆,Θ)3 is surjective.

Proof. Let U ⊆ V be the subset of singular vertices of ∆ and let ∆U be the
induced subcomplex. Consider the following commutative diagram.

0 → I2 → k(∆,Θ)2 → k(∆U ,Θ)2 → 0
↓ ·ω ↓ ·ω ↓ ·ω

0 → I3 → k(∆,Θ)3 → k(∆U ,Θ)3 → 0

By the snake lemma it is sufficient to show that the two outside maps are surjective
for generic choices of Θ and ω. As |U | ≤ 5, k(∆U ,Θ)3 = 0 unless |U | = 5 and ∆U

contains the entire 2-skeleton of the 4-simplex with vertex set U. However, if this is
the case, then the right-hand map is the same as for the boundary of the 4-simplex,
where it is known to be surjective. For the left-hand map, first we observe that I3
is generated by all monomials that contain at least one nonsingular vertex. Now
we follow the proof of [33, Theorem 4.26] to see that each of these monomials is in
the image.

Triangulation Facets Simple 3-tree

N1 1248, 1268, 1348, 1378, 1568, 1578, 1248, 1268, 1348, 1378, 1568
2358, 2378, 2458, 2678, 3468, 3568,
4578, 4678, 1247, 1257, 1367, 1467,
2347, 2567, 3457, 3567, 1236, 2346,

1345, 1235, 1456, 2456

N3 1248, 1268, 1348, 1378, 1568, 1578 1248, 1268, 1348, 1378, 1568
2358, 2378, 2458, 2678, 3468, 3568,
4578, 4678, 1234, 2347, 2456, 2467,

3456, 3457, 1235, 1256, 1357

N4 1248, 1268, 1348, 1378, 1568, 1578, 1248, 1268, 1348, 1378, 1568
2358, 2378, 2458, 2678, 3468, 3568,
4578, 4678, 1245, 1256, 2356, 2367,

3467, 1347, 1457

7. PL homeomorphic pseudomanifolds

As Theorem 4.7 shows, for a simplicial complex ∆ with homologically isolated singu-
larities, the quantities dimk k(∆,Θ)i−hi(∆), for 0 ≤ i ≤ dim∆+1, are independent
of the choice of an l.s.o.p. Θ; moreover, they depend only on the homeomorphism
type of ‖∆‖. While for an arbitrary complex ∆, the Hilbert function of k(∆,Θ) does
depend on Θ, for sufficiently generic linear systems of parameters it is a constant,
and we define

h′i(∆) := dimk k(∆,Θ)i, where Θ is a generic l.s.o.p. for k[∆].

Since in this section we work only with generic linear systems of parameters, to
simplify the notation we write k(∆) instead of k(∆,Θ).

A natural question raised in [18] is whether for an arbitrary (d− 1)-dimensional
complex ∆, h′i(∆)− hi(∆) is determined by the homeomorphism type of ‖∆‖. As
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noted earlier, for i = d, the answer is yes as h′d(∆) = βd−1(∆), [2, Lemma 2.2(3)].
The main result of this section is that for spaces with isolated singularities, h′i− hi
is determined by the PL-homeomorphism type for all i. Two simplicial complexes
are called PL-homeomorphic if they have a common subdivision. For other basic
facts and terminology related to PL-topology we refer our readers to [24].

Theorem 7.1. If two simplicial complexes with isolated singularities, ∆ and Γ,
are PL-homeomorphic, then h′i(Γ)− hi(Γ) = h′i(∆) − hi(∆) for all i.

We recall that the stellar subdivision of a simplicial complex ∆ at a face F
(where F ∈ ∆ and dimF > 0) is the simplicial complex obtained from ∆ by
removing all faces containing F and adding a new vertex ρ as well as all sets of
the form τ ∪ {ρ} where τ does not contain F but τ ∪ F ∈ ∆. By Alexander’s
theorem [1], two simplicial complexes possess a common subdivision if and only if
they possess a common subdivision obtained via successive stellar subdivisions and
their inverses. Since PL-homeomorphic complexes have a common subdivision, and
since the link of any face F , dimF > 0, of a complex with isolated singularities is
CM, Theorem 7.1 is a corollary to the following result.

Theorem 7.2. Let ∆ be a (d−1)-dimensional simplicial complex, F a face of ∆
of positive dimension, and Γ the stellar subdivision of ∆ at F . If the link of F in ∆,
lkF , is Cohen–Macaulay of dimension d−1−|F |, then h′i(Γ)−hi(Γ) = h′i(∆)−hi(∆)
for all i.

Proof. Our proof is motivated by the ideas from [15]. Let V be the vertex set
of Γ and V −{ρ} the vertex set of ∆. We write F to denote the simplex F with all
its faces. Consider the following subcomplexes:

L = F ∗ lkF — the closed star of F in ∆,

R = {G ∈ ∆ : G 6⊇ F} — the costar of F in ∆,

L′ = ρ ∗ ∂F ∗ lkF —

the join of the boundary complex of F with ρ and the link of F .

Then ∆ = L ∪ R, Γ = L′ ∪ R, and L ∩ R = ∂F ∗ lkF = L′ ∩ R — denote this
common intersection by T . Therefore, we have the following short exact sequences
of S-modules (recall that S = k[xv : v ∈ V ]), where the maps φ, ψ, φ′, ψ′ are induced
by inclusions of the corresponding subcomplexes:

0 −→ k[∆]
ψ

−→ k[L]⊕ k[R]
φ

−→ k[T ] −→ 0,

0 −→ k[Γ]
ψ′

−→ k[L′]⊕ k[R]
φ′

−→ k[T ] −→ 0.

Let Θ = (θ1, . . . , θd) be an ideal of S generated by d generic linear forms. In
particular, we can assume that {θ1, . . . , θd} is an l.s.o.p. for each of the modules
k[∆], k[Γ], k[L], and k[L′]. (Since dim∆ = dimΓ = dimL = dimL′ = d − 1, all
four of these modules have Krull dimension d. Note however that T and R may
have a strictly smaller dimension.)

We now tensor the above two sequences with S/Θ (over S). As lkF is CM of
dimension d− 1− |F |, it follows that L = F ∗ lkF and L′ = ρ ∗ ∂F ∗ lkF are both
CM of dimension d − 1, and so k[L] and k[L′] are free k[θ1, . . . , θd]-modules. The

fact that for any S-module M , TorS1 (M,S/Θ) = ker(M ⊗s ΘS →M), then implies
that

TorS1 (k[L], S/Θ) = TorS1 (k[L
′], S/Θ) = 0.
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Thus by naturality of the long exact Tor sequence, we obtain the following com-
mutative diagram:

TorS1 (k[R], S/Θ)
φ⋆
−−→ TorS1 (k[T ], S/Θ)

δ
−→ k(∆)

ψ⋆
−−→ k(L)⊕ k[R]/Θ

φ⋆
−−→ k[T ]/Θ −→ 0

id

x




id

x





TorS1 (k[R], S/Θ)
φ′

⋆−−→ TorS1 (k[T ], S/Θ)
δ′

−→ k(Γ)
ψ′

⋆−−→ k(L′)⊕ k[R]/Θ
φ′

⋆−−→ k[T ]/Θ −→ 0,

where id is the identity map, and δ and δ′ are connecting homomorphisms. Hence
for all i,

dimk k(Γ)i − (dimk(k[R]/Θ)i + dimk k(L
′)i) =

dimk k(∆)i − (dimk(k[R]/Θ)i + dimk k(L)i),

yielding that

h′i(Γ)− h′i(∆) = h′i(L
′)− h′i(L) = hi(L

′)− hi(L) = hi(Γ)− hi(∆) ∀i,

as required. The second step in this computation holds since L and L′ are CM,
and thus h′(L) = h(L) and h′(L′) = h(L′); the last step follows from the fact that
fj(∆) = fj(L)+ fj(R)− fj(T ) and fj(Γ) = fj(L

′)+ fj(R)− fj(T ) for all j, so that
fj(L

′)−fj(L) = fj(Γ)−fj(∆) for all j, and hence also hi(L
′)−hi(L) = hi(Γ)−hi(∆)

for all i.
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