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Chapter 1

Review of Fundamentals

1.1 Inner products and linear maps

Throughout, we fix an Euclidean space E, meaning that E is a finite-
dimensional real vector space endowed with an inner product 〈·, ·〉. Recall
that an inner-product on E is an assignment 〈·, ·〉 : E × E → R satisfying
the following three properties for all x, y, z ∈ E and scalars a, b ∈ R:

(Symmetry) 〈x, y〉 = 〈y, x〉

(Bilinearity) 〈ax+ by, z〉 = a〈x, z〉+ b〈y, z〉

(Positive definiteness) 〈x, x〉 ≥ 0 and equality 〈x, x〉 = 0 holds if and
only if x = 0.

The most familiar example is the Euclidean space of n-dimensional col-
umn vectors Rn, which unless otherwise stated we always equip with the
dot-product 〈x, y〉 :=

∑n
i=1 xiyi. One can equivalently write 〈x, y〉 = xT y.

A basic result of linear algebra shows that all Euclidean spaces E can be
identified with Rn for some integer n, once an orthonormal basis is cho-
sen. Though such a basis-specific interpretation can be useful, it is often
distracting, with the indices hiding the underlying geometry. Consequently,
it is often best to think coordinate-free.

The space of real m×n-matrices Rm×n furnishes another example of an
Euclidean space, which we always equip with the trace product 〈X,Y 〉 :=
trXTY . Some arithmetic shows the equality 〈X,Y 〉 =

∑
i,j XijYij . Thus

the trace product on Rm×n is nothing but the usual dot-product on the ma-
trices stretched out into long vectors. This viewpoint, however, is typically
not very fruitful, and it is best to think of the trace product as a standalone
object. An important Euclidean subspace of Rn×n is the space of real sym-
metric n× n-matrices Sn, along with the trace product 〈X,Y 〉 := trXY .
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4 CHAPTER 1. REVIEW OF FUNDAMENTALS

For any linear mapping A : E→ Y, there exists a unique linear mapping
A∗ : Y → E, called the adjoint, satisfying

〈Ax, y〉 = 〈x,A∗y〉 for all points x ∈ E, y ∈ Y.

In the most familiar case of E = Rn and Y = Rm, the matrix representing
A∗ is simply the transpose of the matrix representing A.

Exercise 1.1. Given a collection of real m × n matrices A1, A2, . . . , Al,
define the linear mapping A : Rm×n → Rl by setting

A(X) := (〈A1, X〉, 〈A2, X〉, . . . , 〈Al, X〉).

Show that the adjoint is the mapping A∗y = y1A1 + y2A2 + . . .+ ylAl.

Linear mappings A between E and itself are called linear operators, and
are said to be self-adjoint if equality A = A∗ holds. Self-adjoint operators
on Rn are precisely those operators that are representable as symmetric
matrices. A self-adjoint operator A is positive semi-definite, denoted A � 0,
whenever

〈Ax, x〉 ≥ 0 for all x ∈ E.

Similarly, a self-adjoint operator A is positive definite, denoted A � 0, when-
ever

〈Ax, x〉 > 0 for all 0 6= x ∈ E.

A positive semidefinite linear operator A is positive definite if and only if A
is invertible.

Consider a self-adjoint operator A. A number λ is an eigenvalue of X if
there exists a vector 0 6= v ∈ E satisfying Av = λv. Any such vector v is
called an eigenvector corresponding to λ. The Rayleigh-Ritz theorem shows
that the following relation always holds:

λmin(A) ≤ 〈Au, u〉
〈u, u〉

≤ λmax(A) for all u ∈ E \ {0},

where λmin(A) and λmax(A) are the minimal and maximal eigenvalues of
A, respectively. Consequently, an operator A is positive semidefinite if and
only λmin(A) ≥ 0 and A is positive definite if and only λmin(A) > 0.

1.2 Norms

A norm on a vector space V is a function ‖·‖ : V → R for which the following
three properties hold for all point x, y ∈ V and scalars a ∈ R:

(Absolute homogeneity) ‖ax‖ = |a| · ‖x‖

(Triangle inequality) ‖x+ y‖ ≤ ‖x‖+ ‖y‖
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(Positivity) Equality ‖x‖ = 0 holds if and only if x = 0.

The inner product in the Euclidean space E always induces a norm
‖x‖ :=

√
〈x, x〉. Unless specified otherwise, the symbol ‖x‖ for x ∈ E will

always denote this induced norm. For example, the dot product on Rn

induces the usual 2-norm ‖x‖2 =
√
x2

1 + . . .+ x2
n, while the trace product

on Rm×n induces the Frobenius norm ‖X‖F =
√

tr (XTX).
Other important norms are the lp−norms on Rn:

‖x‖p =

{
(|x1|p + . . .+ |xn|p)1/p for 1 ≤ p <∞
max{|x1|, . . . , |xn|} for p =∞ .

The most notable of these are the l1, l2, and l∞ norms. For an arbitrary
norm ‖ · ‖ on E, the dual norm ‖ · ‖∗ on E is defined by

‖v‖∗ := max{〈v, x〉 : ‖x‖ ≤ 1}.

For p, q ∈ [1,∞], the lp and lq norms on Rn are dual to each other whenever
p−1 + q−1 = 1. For an arbitrary norm ‖ · ‖ on E, the Cauchy-Schwarz
inequality holds:

|〈x, y〉| ≤ ‖x‖ · ‖y‖∗.

Exercise 1.2. Given a positive definite linear operator A on E, show
that the assignment 〈v, w〉A := 〈Av, w〉 is an inner product on E, with
the induced norm ‖v‖A =

√
〈Av, v〉, and dual norm ‖v‖∗A = ‖v‖A−1 =√

〈A−1v, v〉

All norms on E are “equivalent” in the sense that any two are within a
constant factor of each other. More precisely, for any two norms ρ1(·) and
ρ2(·), there exist constants α, β ≥ 0 satisfying

αρ1(x) ≤ ρ2(x) ≤ βρ1(x) for all x ∈ E.

Case in point, for any vector x ∈ Rn, the relations hold:

‖x‖2 ≤ ‖x‖1 ≤
√
n‖x‖2

‖x‖∞ ≤ ‖x‖2 ≤
√
n‖x‖∞

‖x‖∞ ≤ ‖x‖1 ≤ n‖x‖∞.

For our purposes, the term “equivalent” is a misnomer: the proportionality
constants α, β strongly depend on the (often enormous) dimension of the
vector space E. Hence measuring quantities in different norms can yield
strikingly different conclusions.

Consider a linear map A : E → Y, and norms ‖ · ‖a on E and ‖ · ‖b on
Y. We define the induced matrix norm

‖A‖a,b := max
x: ‖x‖a≤1

‖Ax‖b.
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The reader should verify the inequality

‖Ax‖b ≤ ‖A‖a,b‖x‖a.

In particular, if ‖ · ‖a and ‖ · ‖b are the norms induced by the inner products
in E and Y, then the corresponding matrix norm is called the operator norm
of A and will be denoted simply by ‖A‖. In the case E = Y and a = b, we
simply use the notation ‖A‖a for the induced norm.

Exercise 1.3. Equip Rn and Rm with the lp-norms. Then for any matrix
A ∈ Rm×n, show the equalities

‖A‖1 = max
j=1,...,n

‖A•j‖1

‖A‖∞ = max
i=1,...,n

‖Ai•‖1

where A•j and Ai• denote the j’th column and i’th row of A, respectively.

1.3 Eigenvalue and singular value decompositions
of matrices

The symbol Sn will denote the set of n × n real symmetric matrices, while
O(n) will denote the set of n×n real orthogonal matrices – those satisfying
XTX = XXT = I. Any symmetric matrix A ∈ Sn admits an eigenvalue
decomposition, meaning a factorization of the form A = UΛUT with U ∈
O(n) and Λ ∈ Sn a diagonal matrix. The diagonal elements of Λ are precisely
the eigenvalues of A and the columns of U are corresponding eigenvectors.

More generally, any matrix A ∈ Rm×n admits a singular value decom-
position, meaning a factorization of the form A = UDV T , where U ∈ O(m)
and V ∈ O(n) are orthogonal matrices and D ∈ Rm×n is a diagonal matrix
with nonnegative diagonal entries. The diagonal elements of D are uniquely
defined and are called the singular values of A. Supposing without loss of
generality m ≤ n, the singular values of A are precisely the square roots
of the eigenvalues of AAT . In particular, the operator norm of any matrix
A ∈ Rm×n equals its maximal singular-value.

1.4 Point-set topology and differentiability

The symbol Br(x) will denote an open ball of radius r around a point x,
namely Br(x) := {y ∈ E : ‖y − x‖ < r}. The closure of a set Q ⊂ E,
denoted clQ, consists of all points x such that the ball Bε(x) intersects Q
for all ε > 0; the interior of Q, written as intQ, is the set of all points x
such that Q contains some open ball around x. We say that Q is an open
set if it coincides with its interior and a closed set if it coincides with its
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closure. Any set Q in E that is closed and bounded is called a compact set.
The following classical result will be fundamentally used.

Theorem 1.4 (Bolzano-Weierstrass). Any sequence in a compact set Q ⊂ E
admits a subsequence converging to a point in Q.

For the rest of the section, we let E and Y be two Euclidean spaces, and
U an open subset of E. A mapping F : Q→ Y, defined on a subset Q ⊂ E,
is continuous at a point x ∈ Q if for any sequence xi in Q converging to
x, the values F (xi) converge to F (x). We say that F is continuous if it is
continuous at every point x ∈ Q. By equivalence of norms, continuity is a
property that is independent of the choice of norms on E and Y. We say
that F is L-Lipschitz continuous if

‖F (y)− F (x)‖ ≤ L‖y − x‖ for all x, y ∈ Q.

Theorem 1.5 (Extreme value theorem). Any continuous function f : Q→
R on a compact set Q ⊂ E attains its supremum and infimum values.

A function f : U → R is differentiable at a point x in U if there exists a
vector, denoted by ∇f(x), satisfying

lim
h→0

f(x+ h)− f(x)− 〈∇f(x), h〉
‖h‖

= 0.

Rather than carrying such fractions around, it is convenient to introduce the
following notation. The symbol o(r) will always stand for a term satisfying
0 = limr↓0 o(r)/r. Then the equation above simply amounts to

f(x+ h) = f(x) + 〈∇f(x), h〉+ o(‖h‖).

The vector ∇f(x) is called the gradient of f at x. In the most familiar
setting E = Rn, the gradient is simply the vector of partial derivatives

∇f(x) =


∂f(x)
∂x1
∂f(x)
∂x2
...

∂f(x)
∂xn


If the gradient mapping x 7→ ∇f(x) is well-defined and continuous on U , we
say that f is C1-smooth. We say that f is β-smooth if f is C1-smooth and
its gradient mapping ∇f is β-Lipschitz continuous.

More generally, consider a mapping F : U → Y. We say that F is
differentiable at x ∈ U if there exists a linear mapping taking E to Y,
denoted by ∇F (x), satisfying

F (x+ h) = F (x) +∇F (x)h+ o(‖h‖).
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The linear mapping∇F (x) is called the Jacobian of F at x. If the assignment
x 7→ ∇F (x) is continuous, we say that F is C1-smooth. In the most familiar
setting E = Rn and Y = Rm, we can write F in terms of coordinate
functions F (x) = (F1(x), . . . , Fm(x)), and then the Jacobian is simply

∇F (x) =


∇F1(x)T

∇F2(x)T

...
∇Fm(x)T

 =


∂F1(x)
∂x1

∂F1(x)
∂x2

. . . ∂F1(x)
∂xn

∂F2(x)
∂x1

∂F2(x)
∂x2

. . . ∂F2(x)
∂xn

...
...

. . .
...

∂Fm(x)
∂x1

∂Fm(x)
∂x2

. . . ∂Fm(x)
∂xn

 .

Finally, we introduce second-order derivatives. A C1-smooth function
f : U → R is twice differentiable at a point x ∈ U if the gradient map
∇f : U → E is differentiable at x. Then the Jacobian of the gradient
∇(∇f)(x) is denoted by ∇2f(x) and is called the Hessian of f at x. Unrav-
eling notation, the Hessian ∇2f(x) is characterized by the condition

∇f(x+ h) = ∇f(x) +∇2f(x)h+ o(‖h‖).

If the map x 7→ ∇2f(x) is continuous, we say that f is C2-smooth. If f is
indeed C2-smooth, then a basic result of calculus shows that ∇2f(x) is a
self-adjoint operator.

In the standard setting E = Rn, the Hessian is the matrix of second-
order partial derivatives

∇2f(x) =


∂2f(x)
∂x21

∂2f(x)
∂x1∂x2

. . . ∂2f1(x)
∂x1∂xn

∂2f(x)
∂x2∂x1

∂2f(x)
∂x22

. . . ∂2f(x)
∂x2∂xn

...
...

. . .
...

∂2f(x)
∂xn∂x1

∂2f(x)
∂xn∂x2

. . . ∂2f(x)
∂x2n

 .

The matrix is symmetric, as long as it varies continuously with x in U .

Exercise 1.6. Define the function

f(x) = 1
2〈Ax, x〉+ 〈v, x〉+ c

where A : E→ E is a linear operator, v is lies in E, and c is a real number.

1. Show that if A is replaced by the self-adjoint operator (A+A∗)/2, the
function values f(x) remain unchanged.

2. Assuming A is self-adjoint derive the equations:

∇f(x) = Ax+ v and ∇2f(x) = A.

3. Using parts 1 and 2, describe ∇f(x) and ∇2f(x) when A is not nec-
essarily self-adjoint.
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Exercise 1.7. Define the function f(x) = 1
2‖F (x)‖2, where F : E→ Y is a

C1-smooth mapping. Prove the identity ∇f(x) = ∇F (x)∗F (x).

Exercise 1.8. Consider a function f : U → R and a linear mappingA : Y →
E and define the composition h(x) = f(Ax).

1. Show that if f is differentiable at Ax, then

∇h(x) = A∗∇f(Ax).

2. Show that if f is twice differentiable at Ax, then

∇2h(x) = A∗∇2f(Ax)A.

Exercise 1.9. Consider a mapping F (x) = G(H(x)) where H is differen-
tiable at x and G is differentiable at H(x). Derive the formula ∇F (x) =
∇G(H(x))∇H(x).

Exercise 1.10. Define the two sets

Rn
++ := {x ∈ Rn : xi > 0 for all i = 1, . . . , n},

Sn++ := {X ∈ Sn : X � 0}.

Consider the two functions f : Rn
++ → R and F : Sn++ → R given by

f(x) = −
n∑
i=1

log xi and F (X) = − ln det(X),

respectively. Note, from basic properties of the determinant, the equality
F (X) = f(λ(X)), where we set λ(X) := (λ1(X), . . . , λn(X)).

1. Find the derivatives ∇f(x) and ∇2f(x) for x ∈ Rn
++.

2. Prove ∇F (X) = −X−1 and ∇2F (X)[V ] = X−1V X−1 for any X � 0.

3. Using the property tr (AB) = tr (BA), prove

〈∇2F (X)[V ], V 〉 = ‖X−
1
2V X−

1
2 ‖2F

for any X � 0 and V ∈ Sn. Deduce that the operator ∇2F (X) : Sn →
Sn is positive definite.
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1.5 Fundamental theorems of calculus & accuracy
in approximation

For any two points x, y ∈ E, define the closed segment (x, y) := {λx+ (1−
λ)y : λ ∈ [0, 1]}. The open segment (x, y) is defined analogously. A set
Q in E is convex if for any two points x, y ∈ Q, the entire segment [x, y]
is contained in Q. For this entire section, we let U be an open, convex
subset of E. Consider a C1-smooth function f : U → R and a point x ∈ U .
Classically, the linear function

l(x; y) = f(x) + 〈∇f(x), y − x〉

is a best first-order approximation of f near x. If f is C2-smooth, then the
quadratic function

Q(x; y) = f(x) + 〈∇f(x), y − x〉+ 1
2〈∇

2f(x)(y − x), y − x〉

is a best second-order approximation of f near x. These two functions play
a fundamental role when designing and analyzing algorithms, they furnish
simple linear and quadratic local models of f . In this section, we aim to
quantify how closely l(x; ·) and Q(x; ·) approximate f . All results will fol-
low quickly by restricting multivariate functions to line segments and then
applying the fundamental theorem of calculus for univariate functions. To
this end, the following observation plays a basic role.

Exercise 1.11. Consider a function f : U → R and two points x, y ∈ U .
Define the univariate function ϕ : [0, 1]→ R given by ϕ(t) = f(x+ t(y−x))
and let xt := x+ t(y − x) for any t.

1. Show that if f is C1-smooth, then equality

ϕ′(t) = 〈∇f(xt), y − x〉 holds for any t ∈ (0, 1).

2. Show that if f is C2-smooth, then equality

ϕ′′(t) = 〈∇2f(xt)(y − x), y − x〉 holds for any t ∈ (0, 1).

The fundamental theorem of calculus now takes the following form.

Theorem 1.12 (Fundamental theorem of multivariate calculus). Consider
a C1-smooth function f : U → R and two points x, y ∈ U . Then equality

f(y)− f(x) =

∫ 1

0
〈∇f(x+ t(y − x)), y − x〉 dt,

holds.
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Proof. Define the univariate function ϕ(t) = f(x + t(y − x)). The funda-
mental theorem of calculus yields the relation

ϕ(1)− ϕ(0) =

∫ 1

0
ϕ′(t) dt.

Taking into account Exercise 1.11, the result follows.

The following corollary precisely quantifies the gap between f(y) and its
linear and quadratic models, l(x; y) and Q(x; y).

Corollary 1.13 (Accuracy in approximation). Consider a C1-smooth func-
tion f : U → R and two points x, y ∈ U . Then we have

f(y) = l(x; y) +

∫ 1

0
〈∇f(x+ t(y − x))−∇f(x), y − x〉 dt.

If f is C2-smooth, then the equation holds:

f(y) = Q(x; y) +

∫ 1

0

∫ t

0
〈(∇2f(x+ s(y − x))−∇2f(x))(y − x), y − x〉 ds dt.

Proof. The first equation is immediate from Theorem 1.12. To see the sec-
ond equation, define the function ϕ(t) = f(x+ t(y−x)). Then applying the
fundamental theorem of calculus twice yields

ϕ(1)− ϕ(0) =

∫ 1

0
ϕ′(t) dt =

∫ 1

0
(ϕ′(0) +

∫ t

0
ϕ′′(s) ds) dt

= ϕ′(0) +
1

2
ϕ′′(0) +

∫ 1

0

∫ t

0
ϕ′′(s)− ϕ′′(0) ds dt.

Appealing to Excercise 1.11, the result follows.

Recall that if f is differentiable at x, then the relation holds:

lim
y→x

f(y)− l(x; y)

‖y − x‖
= 0.

An immediate consequence of Corollary 1.13 is that if f is C1-smooth then
the equation above is stable under perturbations of the base point x: for
any point x̄ ∈ U we have

lim
x,y→x̄

f(y)− l(x; y)

‖y − x‖
= 0.

Similarly if f is C2-smooth, then

lim
x,y→x̄

f(y)−Q(x; y)

‖y − x‖2
= 0.

When the mappings ∇f and ∇2f are Lipschitz continuous, one has even
greater control on the accuracy of approximation, in essence passing from
little-o terms to big-O terms.
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Corollary 1.14 (Accuracy in approximation under Lipschitz conditions).
Given any β-smooth function f : U → R, for any points x, y ∈ U the in-
equality ∣∣∣f(y)− l(x; y)

∣∣∣ ≤ β

2
‖y − x‖2 holds.

If f is C2-smooth with M -Lipschitz Hessian, then∣∣∣f(y)−Q(x; y)
∣∣∣ ≤ M

6
‖y − x‖3.

It is now straightforward to extend the results in this section to mappings
F : U → Rm. Given a curve γ : R→ Rm, we define the intergral

∫ 1
0 γ(t) dt =(∫ 1

0 γ1(t) dt, . . . ,
∫ 1

0 γm(t) dt
)

, where γi are the coordinate functions of γ.

The main observation is that whenever γi are integrable, the inequality∥∥∥∥∫ 1

0
γ(t) dt

∥∥∥∥ ≤ ∫ 1

0
‖γ(t)‖ dt holds.

To see this, define w =
∫ 1

0 γ(t) dt and simply observe

‖w‖2 =

∫ 1

0
〈γ(t), w〉 dt ≤ ‖w‖

∫ 1

0
‖γ(t)‖ dt.

Exercise 1.15. Consider a C1-smooth mapping F : U → Rm and two points
x, y ∈ U . Derive the equations

F (y)− F (x) =

∫ 1

0
∇F (x+ t(y − x))(y − x) dt.

F (y) = F (x) +∇F (x)(y − x) +

∫ 1

0
(∇F (x+ t(y − x))−∇F (x))(y − x) dt.

In particular, consider a C1-smooth mapping F : U → Y, where Y is
some Euclidean space, and a point x̄ ∈ U . Choosing an orthonormal basis
for Y and applying Excercise 1.15, we obtain the relation

lim
x,y→x̄

F (y)− F (x)−∇F (x)(y − x)

‖y − x‖
= 0.

Supposing that F is β-smooth, the stronger inequality holds:

‖F (y)− F (x)−∇F (x)(y − x)‖ ≤ β

2
‖y − x‖2.

Exercise 1.16. Show that a C1-smooth mapping F : U → Y is L-Lipschitz
continuous if and only if ‖∇F (x)‖ ≤ L for all x ∈ E.



Chapter 2

Smooth minimization

In this chapter, we consider the problem of minimizing a smooth function on
a Euclidean space E. Such problems are ubiquitous in computation mathe-
matics and applied sciences. Before we delve into the formal development,
it is instructive to look at some specific and typical examples that will moti-
vate much of the discussion. We will often refer to these examples in latter
parts of the chapter to illustrate the theory and techniques.

Example 2.1 (Linear Regression). Suppose we wish to predict an output
b ∈ R of a certain system on an input a ∈ Rn. Let us also make the
following two assumptions: (i) the relationship between the input a and
the output b is fairly simple and (ii) we have available examples ai ∈ Rn

together with inexactly observed responses bi ∈ R for i = 1, . . . ,m. Taken
together, {(b, ai)}mi=1 is called the training data.

Linear regression is an important example, where we postulate a linear
relationship between the examples a and the response b. Trying to learn
such a relationship from the training data amounts to finding a weight vector
x ∈ Rn+1 satisfying

bi ≈ x0 + 〈ai, x〉 for each i = 1, . . . ,m.

To simplify notation, we may assume that the examples ai lie in Rn+1

with the first coordinate of ai equal to one, so that we can simply write
bi ≈ 〈ai, x〉. The linear regression problem then takes the form

min
x

n∑
i=1

1
2 |〈ai, x〉 − bi|

2 = 1
2‖Ax− b‖

2,

where A ∈ Rm×(n+1) is a matrix whose rows are the examples ai and b is the
vector of responses. The use of the squared l2-norm as a measure of misfit
is a choice here. Other measures of misfit are often more advantageous from
a modeling viewpoint – more on this later.

13



14 CHAPTER 2. SMOOTH MINIMIZATION

Figure 2.1: Least squares, Huber, and Student’s t penalties. All three take
(nearly) identical values for small inputs, but Huber and Student’s t penalize
larger inputs less harshly than least squares.

Example 2.2 (Ridge regularization). The linear regression problem always
has a solution, but the solution is only unique if A has a trivial null-space. To
obtain unique solutions, as well as to avoid “over-fitting”, regularization is
often incorporated in learning problems. The simplest kind of regularization
is called Tikhonov regularization or ridge regression:

min
x

1
2‖Ax− b‖

2 + λ‖x− x0‖2,

where λ > 0 is a regularization parameter that must be chosen, and x0 is
most often taken to be the zero vector.

Example 2.3 (Robust Regression). While least squares is a good criterion
in many cases, it is known to be vulnerable to outliers in the data. Therefore
other smooth criteria ρ can be used to measure the discrepancy between bi
and 〈ai, x〉:

min
x

m∑
i=1

ρ(〈ai, x〉 − bi).

Two common examples of robust penalties are:

• Huber: ρκ(z) =

{
1
2‖z‖

2 |z| ≤ κ
κ|z| − 1

2κ
2 |z| > κ.

• Student’s t: ρν(z) = log(ν + z2).

Note that both (nearly) agree with 1
2‖z‖

2 for small values of z, but penalize
larger z less harshly, see Figure 2.1.

Example 2.4 (General Linear Models). The use of the squared l2-norm in
linear regression (Example 2.1) was completely ad hoc. Let us see now how
statistical modeling dictates this choice and leads to important extensions.
Suppose that the observed response bi is a realization of a random variable
bi, which is indeed linear in the input vector up to an additive statistical
error. That is, assume that there is a vector x ∈ Rn+1 satisfying

bi = 〈ai, x〉+ εi for i = 1, . . . ,m,
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Figure 2.2: Penalties log(1 + exp(·)), exp(·), and − log(·) are used to model
binary observations, count observations, and non-negative observations.

where εi is a normally distributed random variable with zero mean and
variance σ2. Thus bi is normally distributed with mean µi := 〈ai, x〉 and
variance σ2. Assuming that the responses are independent, the likelihood of
observing bi = bi for i = 1, . . . ,m is given by

L({bi|µi, σ2}) =

n∏
i=1

1√
2πσ

exp

(
− 1

σ2

m∑
i=1

1

2
(bi − µi)2

)
.

To find a good choice of x, we maximize this likelihood with respect to x,
or equivalently, minimize its negative logarithm:

min
x
− log(L{bi|µi(x), σ2}) = min

x

1
2

m∑
i=1

(bi − 〈ai, x〉)2

= min
x

1
2‖Ax− b‖

2.

This is exactly the linear regression problem in Example 2.1
The assumption that the bi are normally distributed limits the systems

one can model. More generally, responses bi can have special restrictions.
They may be count data (number of trees that fall over in a storm), indicate
class membership (outcome of a medical study, hand-written digit recogni-
tion), or be non-negative (concentration of sugar in the blood). These prob-
lems and many others can be modeled using general linear models (GLMs).
Suppose the distribution of bi is parametrized by (µi, σ

2):

L(bi|µi, σ2) = g1(bi, σ
2) exp

(
biµi − g2(µi)

g3(σ2)

)
.

To obtain the GLM, set µi := 〈ai, x〉, and minimize the negative log-
likelihood:

min
x

m∑
i=1

g2(〈ai, x〉)− bi〈ai, x〉,

ignoring g1 and g3 as they do not depend on x. This problem is smooth
exactly when g2 is smooth. Important examples are shown in Figure 2.2:

• Linear regression (bi ∈ R): g2(z) = 1
2‖z‖

2.
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• Binary classification (bi ∈ {0, 1}): g2(z) = log(1 + exp(z)).

• Poisson regression (bi ∈ Z+): g2(z) = exp(z).

• Exponential regression (bi ≥ 0): g2(z) = − ln(z).

Example 2.5 (Nonlinar inverse problems). Suppose that we are given mul-
tivariate responses bi ∈ Rk, along with functions fi : Rn → Rk. Our task is
to find the best weights x ∈ Rn to describe bi. This gives rise to nonlinear
least squares:

min
x

m∑
i=1

1

2
‖fi(x)− bi‖2

For example, global seismologists image the subsurface of the earth using
earthquake data. In this case, x encodes density of subterranean layers and
initial conditions at the start the earthquake i (e.g. ‘slip’ of a tectonic plate),
bi are echograms collected during earthquake i, and fi is a (smooth) function
of layer density and initial conditions that predicts bi.

Example 2.6 (Low-rank factorization). Suppose that we can observe some
entries aij of a large matrix A ∈ Rm×n, with ij ranging over some small
index set I. The goal in many applications is to recover A (i.e. fill in the
missing entries) from the partially observed information and an a priori up-
per bound k on the rank of A. One approach is to determine a factorization
A = LRT , for some matrices L ∈ Rm×k and R ∈ Rn×k. This approach
leads to the problem

min
L,R

1
2

∑
ij∈I
‖(LRT )ij − aij‖2 + g(L,R),

where g is a smooth regularization function. Such formulations were suc-
cessfully used, for exampe, to ‘fill in’ the Netflix Prize dataset, where only
about 1% of the data (ratings of 15000 movies by 500,000 users) was present.

2.1 Optimality conditions

We begin the formal development with a classical discussion of optimality
conditions. To this end, consider the problem

min
x∈E

f(x)

where f : E→ R is a C1-smooth function. Without any additional assump-
tions on f , finding a global minimizer of the problem is a hopeless task.
Instead, we focus on finding a local minimizer: a point x for which there
exists a neighborhood U of x such that f(x) ≤ f(y) for all y ∈ U . After all,
gradients and Hessians provide only local information on the function.
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When encountering an optimization problem, such as above, one faces
two immediate tasks. First, design an algorithm that solves the problem.
That is, develop a rule for going from one point xk to the next xk+1 by
using computable quantities (e.g. function values, gradients, Hessians) so
that the limit points of the iterates solve the problem. The second task
is easier: given a test point x, either verify that x solves the problem or
exhibit a direction along which points with strictly better function value
can be found. Though the verification goal seems modest at first, it always
serves as the starting point for algorithm design.

Observe that naively checking if x is a local minimizer of f from the very
definition requires evaluation of f at every point near x, an impossible task.
We now derive a verifiable necessary condition for local optimality.

Theorem 2.7. (First-order necessary conditions) Suppose that x is a local
minimizer of a function f : U → R. If f is differentiable at x, then equality
∇f(x) = 0 holds.

Proof. Set v := −∇f(x). Then for all small t > 0, we deduce from the
definition of derivative

0 ≤ f(x+ tv)− f(x)

t
= −‖∇f(x)‖2 +

o(t)

t
.

Letting t tend to zero, we obtain ∇f(x) = 0, as claimed.

A point x ∈ U is a critical point for a C1-smooth function f : U → R if
equality ∇f(x) = 0 holds. Theorem 2.7 shows that all local minimizers of f
are critical points. In general, even finding local minimizers is too ambitious,
and we will for the most part settle for critical points.

To obtain verifiable sufficient conditions for optimality, higher order
derivatives are required.

Theorem 2.8. (Second-order conditions)
Consider a C2-smooth function f : U → R and fix a point x ∈ U . Then the
following are true.

1. (Necessary conditions) If x ∈ U is a local minimizer of f , then

∇f(x) = 0 and ∇2f(x) � 0.

2. (Sufficient conditions) If the relations

∇f(x) = 0 and ∇2f(x) � 0

hold, then x is a local minimizer of f . More precisely,

lim inf
y→x

f(y)− f(x)
1
2‖y − x‖2

≥ λmin(∇2f(x)).



18 CHAPTER 2. SMOOTH MINIMIZATION

Proof. Suppose first that x is a local minimizer of f . Then Theorem 2.7
guarantees ∇f(x) = 0. Consider an arbitrary vector v ∈ E. Then for all
t > 0, we deduce from a second-order expansion

0 ≤ f(x+ tv)− f(x)
1
2 t

2
= 〈∇2f(x)v, v〉+

o(t2)

t2
.

Letting t tend to zero, we conclude 〈∇2f(x)v, v〉 ≥ 0 for all v ∈ E, as
claimed.

Suppose ∇f(x) = 0 and ∇2f(x) � 0. Let ε > 0 be such that Bε(x) ⊂ U .
Then for points y → x, we have from a second-order expansion

f(y)− f(x)
1
2‖y − x‖2

=

〈
∇2f(x)

(
y − x
‖y − x‖

)
,
y − x
‖y − x‖

〉
+
o(‖y − x‖2)

‖y − x‖2

≥ λmin(∇2f(x)) +
o(‖y − x‖2)

‖y − x‖2
.

Letting y tend to x, the result follows.

The reader may be misled into believing that the role of the neces-
sary conditions and the sufficient conditions for optimality (Theorem 2.8)
is merely to determine whether a putative point x is a local minimizer of a
smooth function f . Such a viewpoint is far too limited.

Necessary conditions serve as the basis for algorithm design. If necessary
conditions for optimality fail at a point, then there must be some point
nearby with a strictly smaller objective value. A method for discovering
such a point is a first step for designing algorithms.

Sufficient conditions play an entirely different role. In Section 2.2, we
will see that sufficient conditions for optimality at a point x guarantee that
the function f is strongly convex on a neighborhood of x. Strong convexity,
in turn, is essential for establishing rapid convergence of numerical methods.

2.2 Convexity, a first look

Finding a global minimizer of a general smooth function f : E→ R is a hope-
less task, and one must settle for local minimizers or even critical points.
This is quite natural since gradients and Hessians only provide local in-
formation on the function. However, there is a class of smooth functions,
prevalent in applications, whose gradients provide global information. This
is the class of convex functions – the main setting for the book. This section
provides a short, and limited, introduction to the topic to facilitate algorith-
mic discussion. Later sections of the book explore convexity in much greater
detail.
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Definition 2.9 (Convexity). A function f : U → (−∞,+∞] is convex if the
inequality

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)

holds for all points x, y ∈ U and real numbers λ ∈ [0, 1].

In other words, a function f is convex if any secant line joining two point
in the graph of the function lies above the graph. This is the content of the
following exercise.

Exercise 2.10. Show that a function f : U → (−∞,+∞] is convex if and
only if the epigraph

epi f := {(x, r) ∈ U ×R : f(x) ≤ r}

is a convex subset of E×R.

Convexity is preserved under a variety of operations. Point-wise maxi-
mum is an important example.

Exercise 2.11. Consider an arbitrary set T and a family of convex functions
ft : U → (−∞,+∞] for t ∈ T . Show that the function f(x) := supt∈T ft(x)
is convex.

Convexity of smooth functions can be characterized entirely in terms of
derivatives.

Theorem 2.12 (Differential characterizations of convexity). The following
are equivalent for a C1-smooth function f : U → R.

(a) (convexity) f is convex.

(b) (gradient inequality) f(y) ≥ f(x) + 〈∇f(x), y − x〉 for all x, y ∈ U.

(c) (monotonicity) 〈∇f(y)−∇f(x), y − x〉 ≥ 0 for all x, y ∈ U .

If f is C2-smooth, then the following property can be added to the list:

(d) The relation ∇2f(x) � 0 holds for all x ∈ U .

Proof. Assume (a) holds, and fix two points x and y. For any t ∈ (0, 1),
convexity implies

f(x+ t(y − x)) = f(ty + (1− t)x) ≤ tf(y) + (1− t)f(x),

while the definition of the derivative yields

f(x+ t(y − x)) = f(x) + t〈∇f(x), y − x〉+ o(t).
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Combining the two expressions, canceling f(x) from both sides, and dividing
by t yields the relation

f(y)− f(x) ≥ 〈∇f(x), y − x〉+ o(t)/t.

Letting t tend to zero, we obtain property (b).
Suppose now that (b) holds. Then for any x, y ∈ U , appealing to the

gradient inequality, we deduce

f(y) ≥ f(x) + 〈∇f(x), y − x〉

and
f(x) ≥ f(y) + 〈∇f(y), x− y〉.

Adding the two inequalities yields (c).
Finally, suppose (c) holds. Define the function ϕ(t) := f(x + t(y − x))

and set xt := x + t(y − x). Then monotonicity shows that for any real
numbers t, s ∈ [0, 1] with t > s the inequality holds:

ϕ′(t)− ϕ′(s) = 〈∇f(xt), y − x〉 − 〈∇f(xs), y − x〉

=
1

t− s
〈∇f(xt)−∇f(xs), xt − xs〉 ≥ 0.

Thus the derivative ϕ′ is nondecreasing, and hence for any x, y ∈ U , we have

f(y) = ϕ(1) = ϕ(0) +

∫ 1

0
ϕ′(r) dr ≥ ϕ(0) + ϕ′(0) = f(x) + 〈∇f(x), y − x〉.

Some thought now shows that f admits the representation

f(y) = sup
x∈U
{f(x) + 〈∇f(x), y − x〉}

for any y ∈ U . Since a pointwise supremum of an arbitrary collection of
convex functions is convex (Excercise 2.11), we deduce that f is convex,
establishing (a).

Suppose now that f is C2-smooth. Then for any fixed x ∈ U and h ∈ E,
and all small t > 0, property (b) implies

f(x)+t〈∇f(x), h〉 ≤ f(x+th) = f(x)+t〈∇f(x), h〉+ t2

2
〈∇2f(x)h, h〉+o(t2).

Canceling out like terms, dividing by t2, and letting t tend to zero we deduce
〈∇2f(x)h, h〉 ≥ 0 for all h ∈ E. Hence (d) holds. Conversely, suppose
(d) holds. Then Corollary 1.13 immediately implies for all x, y ∈ E the
inequality

f(y)−f(x)−〈∇f(x), y−x〉 =

∫ 1

0

∫ t

0
〈∇2f(x+s(y−x))(y−x), y−x〉 ds dt ≥ 0.

Hence (b) holds, and the proof is complete.
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Exercise 2.13. Show that the functions f and F in Exercise 1.10 are convex.

Exercise 2.14. Consider a C1-smooth function f : Rn → R. Prove that
each condition below holding for all points x, y ∈ Rn is equivalent to f being
β-smooth and convex.

1. f(x) + 〈∇f(x), y − x〉+ 1
2β‖∇f(x)−∇f(y)‖2 ≤ f(y)

2. 1
β‖∇f(x)−∇f(y)‖2 ≤ 〈∇f(x)−∇f(y), x− y〉

3. 0 ≤ 〈∇f(x)−∇f(y), x− y〉 ≤ β‖x− y‖2

Global minimality, local minimality, and criticality are equivalent notions
for smooth convex functions.

Corollary 2.15 (Minimizers of convex functions). For any C1-smooth con-
vex function f : U → R and a point x ∈ U , the following are equivalent.

(a) x is a global minimizer of f ,

(b) x is a local minimizer of f ,

(c) x is a critical point of f .

Proof. The implications (a) ⇒ (b) ⇒ (c) are immediate. The implication
(c)⇒ (a) follows from the gradient inequality in Theorem 2.12.

Exercise 2.16. Consider a C1-smooth convex function f : E → R. Fix a
linear subspace L ⊂ E and a point x0 ∈ E. Show that x ∈ L minimizes the
restriction fL : L → R if and only if the gradient ∇f(x) is orthogonal to L.

Strengthening the gradient inequality in Theorem 2.12 in a natural ways
yields an important subclass of convex functions. These are the functions
for which numerical methods have a chance of converging at least linearly.

Definition 2.17 (Strong convexity). We say that a C1-smooth function
f : U → R is α-strongly convex (with α ≥ 0) if the inequality

f(y) ≥ f(x) + 〈∇f(x), y − x〉+
α

2
‖y − x‖2 holds for all x, y ∈ U.

Figure 2.3 illustrates geometrically a β-smooth and α-convex function.
In particular, a very useful property to remember is that if x is a mini-

mizer of an α-strongly convex C1-smooth function f , then for all y it holds:

f(y) ≥ f(x) +
α

2
‖y − x‖2.

Exercise 2.18. Show that a C1-smooth function f : U → R is α-strongly
convex if and only if the function g(x) = f(x)− α

2 ‖x‖
2 is convex.
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x

f

qx

Qx

Figure 2.3: Illustration of a β-smooth and α-strongly convex function f ,
where Qx(y) := f(x) + 〈∇f(x), y−x〉+ β

2 ‖y−x‖
2 is an upper models based

at x and qx(y) := f(x) + 〈∇f(x), y− x〉+ α
2 ‖y− x‖

2 is a lower model based
at x. The fraction Q := β/α is often called the condition number of f .

The following is an analogue of Theorem 2.12 for strongly convex func-
tions.

Theorem 2.19 (Characterization of strong convexity). The following prop-
erties are equivalent for any C1-smooth function f : U → R and any constant
α ≥ 0.

(a) f is α-convex.

(b) The inequality 〈∇f(y)−∇f(x), y−x〉 ≥ α‖y−x‖2 holds for all x, y ∈ U .

If f is C2-smooth, then the following property can be added to the list:

(c) The relation ∇2f(x) � αI holds for all x ∈ U .

Proof. By Excercise 2.18, property (a) holds if and only if f − α
2 ‖ · ‖

2 is
convex, which by Theorem 2.12, is equivalent to (b). Suppose now that f is
C2-smooth. Theorem 2.12 then shows that f − α

2 ‖ · ‖
2 is convex if and only

if (c) holds.

2.3 Rates of convergence

In the next section, we will begin discussing algorithms. A theoretically
sound comparison of numerical methods relies on precise rates of progress
in the iterates. For example, we will predominantly be interested in how fast
the quantities f(xk)− inf f , ∇f(xk), or ‖xk−x∗‖ tend to zero as a function
of the counter k. In this section, we review three types of convergence rates
that we will encounter.

Fix a sequence of real numbers ak > 0 with ak → 0.
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1. We will say that ak converges sublinearly if there exist constants c, q >
0 satisfying

ak ≤
c

kq
for all k.

Larger q and smaller c indicates faster rates of convergence. In par-
ticular, given a target precision ε > 0, the inequality ak ≤ ε holds
for every k ≥ ( cε)

1/q. The importance of the value of c should not be
discounted; the convergence guarantee depends strongly on this value.

2. The sequence ak is said to converge linearly if there exist constants
c > 0 and q ∈ (0, 1] satisfying

ak ≤ c · (1− q)k for all k.

In this case, we call 1− q the linear rate of convergence. Fix a target
accuracy ε > 0, and let us see how large k needs to be to ensure ak ≤ ε.
To this end, taking logs we get

c · (1− q)k ≤ ε ⇐⇒ k ≥ −1

ln (1− q)
ln
(c
ε

)
.

Taking into account the inequality ln(1 − q) ≤ −q, we deduce that
the inequality ak ≤ ε holds for every k ≥ 1

q ln( cε). The dependence on
q is strong, while the dependence on c is very weak, since the latter
appears inside a log.

3. The sequence ak is said to converge quadratically if there is a constant
c satisfying

ak+1 ≤ c · a2
k for all k.

Observe then unrolling the recurrence yields

ak+1 ≤
1

c
(ca0)2k+1

.

The only role of the constant c is to ensure the starting moment of
convergence. In particular, if ca0 < 1, then the inequality ak ≤ ε
holds for all k ≥ log2 ln( 1

cε)− log2(− ln(ca0)). The dependence on c is
negligible.

2.4 Two basic methods

This section presents two classical minimization algorithms: gradient de-
scent and Newton’s method. It is crucial for the reader to keep in mind how
the convergence guarantees are amplified when (strong) convexity is present.
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2.4.1 Majorization view of gradient descent

Consider the optimization problem

min
x∈E

f(x),

where f is a β-smooth function. Our goal is to design an iterative algorithm
that generates iterates xk, such that any limit point of the sequence {xk}
is critical for f . It is quite natural, at least at first, to seek an algorithm
that is monotone, meaning that the sequence of function values {f(xk)}
is decreasing. Let us see one way this can be achieved, using the idea of
majorization. In each iteration, we will define a simple function mk (the
“upper model”) agreeing with f at xk, and majorizing f globally, meaning
that the inequality mk(x) ≥ f(x) holds for all x ∈ E. Defining xk+1 to be
the global minimizer of mk, we immediately deduce

f(xk+1) ≤ mk(xk+1) ≤ mk(xk) = f(xk).

Thus function values decrease along the iterates generated by the scheme,
as was desired.

An immediate question now is where such upper models mk can come
from. Here’s one example of a quadratic upper model:

mk(x) := f(xk) + 〈∇f(xk), x− xk〉+
β

2
‖x− xk‖2. (2.1)

Clearly mk agrees with f at xk, while Corollary 1.14 shows that the inequal-
ity mk(x) ≥ f(x) holds for all x ∈ E, as required. It is precisely this ability
to find quadratic upper models of the objective function f that separates
minimization of smooth functions from those that are non-smooth.

Notice that mk has a unique critical point, which must therefore equal
xk+1 by first-order optimality conditions, and therefore we deduce

xk+1 = xk −
1

β
∇f(xk).

This algorithm, likely familiar to the reader, is called gradient descent. Let
us now see what can be said about limit points of the iterates xk. Appealing
to Corollary 1.14, we obtain the descent guarantee

f(xk+1) ≤ f(xk)− 〈∇f(xk), β
−1∇f(xk)〉+

β

2
‖β−1∇f(xk)‖2

= f(xk)−
1

2β
‖∇f(xk)‖2.

(2.2)

Rearranging, and summing over the iterates, we deduce

k∑
i=1

‖∇f(xi)‖2 ≤ 2β
(
f(x1)− f(xk+1)

)
.
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Thus either the function values f(xk) tend to−∞, or the sequence {‖∇f(xi)‖2}
is summable and therefore every limit point of the iterates xk is a critical
points of f , as desired. Moreover, setting f∗ := limk→∞ f(xk), we deduce
the precise rate at which the gradients tend to zero:

min
i=1,...,k

‖∇f(xi)‖2 ≤
1

k

k∑
i=1

‖∇f(xi)‖2 ≤
2β
(
f(x1)− f∗)

k
.

We have thus established the following result.

Theorem 2.20 (Gradient descent). Consider a β-smooth function f : E→
R. Then the iterates generated by the gradient descent method satisfy

min
i=1,...,k

‖∇f(xi)‖2 ≤
2β
(
f(x1)− f∗)

k
.

Convergence guarantees improve dramatically when f is convex. Hence-
forth let x∗ be a minimizer of f and set f∗ = f(x∗).

Theorem 2.21 (Gradient descent and convexity). Suppose that f : E→ R
is convex and β-smooth. Then the iterates generated by the gradient descent
method satisfy

f(xk)− f∗ ≤
β‖x0 − x∗‖2

2k

and

min
i=1,...k

‖∇f(xi)‖ ≤
2β‖x0 − x∗‖

k
.

Proof. Since xk+1 is the minimizer of the β-strongly convex quadratic mk(·)
in (2.1), we deduce

f(xk+1) ≤ mk(xk+1) ≤ mk(x
∗)− β

2
‖xk+1 − x∗‖2.

We conclude

f(xk+1) ≤ f(xk) + 〈∇f(xk), x
∗ − xk〉+

β

2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)

≤ f∗ +
β

2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2).

Summing for i = 1, . . . , k + 1 yields the inequality

k∑
i=1

(f(xi)− f∗) ≤
β

2
‖x0 − x∗‖2,

and therefore

f(xk)− f∗ ≤
1

k

k∑
i=1

(f(xi)− f∗) ≤
β‖x0 − x∗‖2

2k
,
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as claimed. Next, summing the basic descent inequality

1

2β
‖∇f(xk)‖2 ≤ f(xk)− f(xk+1)

for k = m, . . . , 2m− 1, we obtain

1

2β

2m−1∑
i=m

‖∇f(xi)‖2 ≤ f(xm)− f∗ ≤ β‖x0 − x∗‖2

2m
,

Taking into account the inequality

1

2β

2m−1∑
i=m

‖∇f(xi)‖2 ≥
m

2β
· min
i=1,...2m

‖∇f(xi)‖2,

we deduce

min
i=1,...2m

‖∇f(xi)‖ ≤
2β‖x0 − x∗‖

2m

as claimed.

Thus when the gradient method is applied to a potentially nonconvex
β-smooth function, the gradients ‖∇f(xk)‖ decay as β‖x1−x∗‖√

k
, while for

convex functions the estimate significantly improves to β‖x1−x∗‖
k .

Better linear rates on gradient, functional, and iterate convergence is
possible when the objective function is strongly convex.

Theorem 2.22 (Gradient descent and strong convexity).
Suppose that f : E → R is α-strongly convex and β-smooth. Then the

iterates generated by the gradient descent method satisfy

‖xk − x∗‖2 ≤
(
Q− 1

Q+ 1

)k
‖x0 − x∗‖2,

where Q := β/α is the condition number of f .

Proof. Appealing to strong convexity, we have

‖xk+1 − x∗‖2 = ‖xk − x∗ − β−1∇f(xk)‖2

= ‖xk − x∗‖2 +
2

β
〈∇f(xk), x

∗ − xk〉+
1

β2
‖∇f(xk)‖2

≤ ‖xk − x∗‖2 +
2

β

(
f∗ − f(xk)−

α

2
‖xk − x∗‖2

)
+

1

β2
‖∇f(xk)‖2

=

(
1− α

β

)
‖xk − x∗‖2 +

2

β

(
f∗ − f(xk) +

1

2β
‖∇f(xk)‖2

)
.
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Seeking to bound the second summand, observe the inequalities

f∗ +
α

2
‖xk+1 − x∗‖2 ≤ f(xk+1) ≤ f(xk)−

1

2β
‖∇f(xk)‖2.

Thus we deduce

‖xk+1 − x∗‖2 ≤
(

1− α

β

)
‖xk − x∗‖2 −

α

β
‖xk+1 − x∗‖2.

Rearranging yields

‖xk+1 − x∗‖2 ≤
(
Q− 1

Q+ 1

)
‖xk − x∗‖2 ≤

(
Q− 1

Q+ 1

)k+1

‖x0 − x∗‖2,

as claimed.

Thus for gradient descent, the quantities ‖xk − x∗‖2 converge to zero at
a linear rate Q−1

Q+1 = 1 − 2
Q+1 . We will often instead use the simple upper

bound, 1− 2
Q+1 ≤ 1−Q−1, to simplify notation. Analogous linear rates for

‖∇f(xk)‖ and f(xk)−f∗ follow immediately from β-smoothness and strong
convexity. In particular, in light of Section 2.3, we can be sure that the

inequality ‖xk − x∗‖2 ≤ ε holds after k ≥ Q+1
2 ln

(
‖x0−x∗‖2

ε

)
iterations.

Example 2.23 (Linear Regression). Consider a linear regression problem
as in Example 2.1:

min
x

1

2
‖Ax− b‖2. (2.3)

This problem has a unique solution only if A is injective, and in this case,
the solution is

x̄ = (ATA)−1AT b.

When the solution is not unique, for example if m < n, it is common to
regularize the problem by adding a strongly-convex quadratic perturbation:

min
x

1

2
‖Ax− b‖2 +

η

2
‖x‖2. (2.4)

This strategy is called ridge regression (Example 2.2). This problem always
has a closed form solution, regardless of properties of A:

x̄η = (ATA+ ηI)−1AT b,

In this example, we apply steepest descent with constant step length to
the ridge regression problem. Despite the availability of closed form solu-
tions, iterative approaches are essential for large-scale applications, where
forming ATA is not feasible. Indeed, for many real-world applications, prac-
titioners may have access to A and AT only through the action of these
operators on vectors.
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Figure 2.4: Convergence rate of steepest descent for Ridge Regression. In
this example, the condition number of A is set to 10, and we show conver-
gence of functional iterates f(xk)− f(x∗) for several values of η.

Since the eigenvalues of ATA+ηI are simply eigenvalues of ATA shifted
by η, it is clear that the Lipschitz constant of the gradient of (2.4) is β =
λmax(ATA) + η. Each iteration of steepest descent is therefore given by

xk+1 = xk −
1

λmax(ATA) + η

(
AT (Axk − b) + ηxk

)
. (2.5)

The strong convexity constant α of the objective functions is

α = λmin(ATA) + η.

Therefore, Theorem 2.22 guarantees

‖xk − x∗‖2 ≤
(

1− η + λmin(ATA)

η + λmax(ATA)

)k
‖x0 − x∗‖2.

The convergence rates of the steepest descent algorithm (for both iterates
and function values) for ridge regression is shown in Figure 2.4. The linear
rate is evident.

2.4.2 Newton’s method

In this section we consider Newton’s method, an algorithm much different
from gradient descent. Consider the problem of minimizing a C2-smooth
function f : E→ R. Finding a critical point x of f can always be recast as
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the problem of solving the nonlinear equation ∇f(x) = 0. Let us consider
the equation solving question more generally. Let G : E → E be a C1-
smooth map. We seek a point x∗ satisfying G(x∗) = 0. Given a current
iterate x, Newton’s method simply linearizes G at x and solves the equation
G(x)+∇G(x)(y−x) = 0 for y. Thus provided that ∇G(x) is invertible, the
next Newton iterate is given by

xN = x− [∇G(x)]−1G(x).

Coming back to the case of minimization, with G = ∇f , the Newton iterate
xN is then simply the unique critical point of the best quadratic approxi-
mation of f at xk, namely

Q(x; y) = f(x) + 〈∇f(x), y − x〉+
1

2
〈∇2f(x)(y − x), y − x〉,

provided that the Hessian∇2f(x) is invertible. The following theorem estab-
lishes the progress made by each iteration of Newton’s method for equation
solving.

Theorem 2.24 (Progress of Newton’s method). Consider a C1-smooth map
G : E → E with the Jacobian ∇G that is β-Lipschitz continuous. Suppose
that at some point x, the Jacobian ∇G(x) is invertible. Then the Newton
iterate xN := x− [∇G(x)]−1G(x) satisfies

‖xN − x∗‖ ≤
β

2
‖∇G(x)−1‖ · ‖x− x∗‖2,

where x∗ is any point satisfying G(x∗) = 0.

Proof. Fixing an orthonormal basis, we can identify E with Rm for some
integer m. Then appealing to (1.15), we deduce

xN − x∗ = x− x∗ −∇G(x)−1G(x)

= ∇G(x)−1(∇G(x)(x− x∗) +G(x∗)−G(x))

= ∇G(x)−1

(∫ 1

0
(∇G(x)−∇G(x+ t(x∗ − x)))(x− x∗) dt

)
.

Thus

‖xN − x∗‖ ≤ ‖∇G(x)−1‖ · ‖x− x∗‖
∫ 1

0
‖∇G(x)−∇G(x+ t(x∗ − x))‖ dt

≤ β

2
‖∇G(x)−1‖ · ‖x− x∗‖2,

as claimed.
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To see the significance of Theorem 2.24, consider a β-smooth mapG : E→
E. Suppose that x∗ satisfies G(x∗) = 0 and the Jacobian ∇G(x∗) is invert-
ible. Then there exist constants ε, R > 0, so that the inequality ‖∇G(x)−1‖ ≤
R holds for all x ∈ Bε(x∗). Then provided that Newton’s method is initial-
ized at a point x0 satisfying ‖x0−x∗‖ < 2ε

βR , the distance ‖xk+1−x∗‖ shrinks
with each iteration at a quadratic rate.

Notice that guarantees for Newton’s method are local. Moreover it ap-
pears impossible from the analysis to determine whether a putative point is
in the region of quadratic convergence. The situation becomes much better
for a special class of functions, called self-concordant. Such functions form
the basis for the so-called interior-point-methods in conic optimization. We
will not analyze this class of functions in this text.

2.5 Computational complexity for smooth convex
minimization

In the last section, we discussed at great length convergence guarantees of
the gradient descent method for smooth convex optimization. Are there
algorithms with better convergence guarantees? Before answering this ques-
tion, it is important to understand the rates of convergence that one can
even hope to prove. This section discusses so-called lower complexity bounds,
expressing limitations on the convergence guarantees that any algorithm for
smooth convex minimization can have.

Lower-complexity bounds become more transparent if we restrict atten-
tion to a natural subclass of first-order methods.

Definition 2.25 (Linearly-expanding first-order method). An algorithm
is called a linearly-expanding first-order method if when applied to any β-
smooth function f on Rn it generates an iterate sequence {xk} satisfying

xk ∈ x0 + span {∇f(x0), . . . ,∇f(xk−1)} for k ≥ 1.

Most first-order methods that we will encounter fall within this class.
We can now state out first lower-complexity bound.

Theorem 2.26 (Lower-complexity bound for smooth convex optimization).
For any k, with 1 ≤ k ≤ (n − 1)/2, and any x0 ∈ Rn there exists a convex
β-smooth function f : Rn → R so that iterates generated by any linearly-
expanding first-order method started at x0 satisfy

f(xk)− f∗ ≥
3β‖x0 − x∗‖2

32(k + 1)2
, (2.6)

‖xk − x∗‖2 ≥ 1
8‖x0 − x∗‖2, (2.7)

where x∗ is any minimizer of f .



2.5. COMPUTATIONAL COMPLEXITY FOR SMOOTH CONVEXMINIMIZATION31

For simplicity, we will only prove the bound on functional values (2.6).
Without loss of generality, assume x0 = 0. The argument proceeds by
constructing a uniformly worst function for all linearly-expanding first-order
methods. The construction will guarantee that in the k’th iteration of such
a method, the iterate xk will lie in the subspace Rk × {0}n−k. This will
cause the function value at the iterates to be far from the optimal value.

Here is the precise construction. Fix a constant β > 0 and define the
following family of quadratic functions

fk(z1, z2, . . . , zn) = β
4

(
1
2(z2

1 +
k−1∑
i=1

(zi − zi+1)2 + z2
k)− z1

)
indexed by k = 1, . . . , n. It is easy to check that f is convex and β-smooth.
Indeed, a quick computation shows

〈∇f(x)v, v〉 = β
4

(
(v2

1 +
k−1∑
i=1

(vi − vi+1)2 + v2
k)
)

and therefore

0 ≤ 〈∇f(x)v, v〉 ≤ β
4

(
(v2

1 +

k−1∑
i=1

2(v2
i + v2

i+1) + v2
k)
)
≤ β‖v‖2.

Exercise 2.27. Establish the following properties of fk.

1. Appealing to first-order optimality conditions, show that fk has a
unique minimizer

x̄k =

{
1− i

k+1 , if i = 1, . . . , k

0 if i = k + 1, . . . , n

with optimal value

f∗k = β
8

(
−1 + 1

k+1

)
.

2. Taking into account the standard inequalities,

k∑
i=1

i =
k(k + 1)

2
and

k∑
i=1

i2 ≤ (k + 1)3

3
,

show the estimate ‖x̄k‖2 ≤ 1
3(k + 1).

3. Fix indices 1 < i < j < n and a point x ∈ Ri × {0}n−i. Show
that equality fi(x) = fj(x) holds and that the gradient ∇fk(x) lies in
Ri+1 × {0}n−(i+1).
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Proving Theorem 2.26 is now easy. Fix k and apply the linearly-expanding
first order method to f := f2k+1 staring at x0 = 0. Let x∗ be the min-
imizer of f and f∗ the minimum of f . By Exercise 2.27 (part 3), the
iterate xk lies in Rk × {0}n−k. Therefore by the same exercise, we have
f(xk) = fk(xk) ≥ min fk. Taking into account parts 1 and 2 of Exercise 2.27,
we deduce

f(xk)− f∗

‖x0 − x∗‖2
≥

β
8

(
−1 + 1

k+1

)
− β

8

(
−1 + 1

2k+2

)
1
3(2k + 2)

=
3β

32(k + 1)2
.

This proves the result.
The complexity bounds in Theorem 2.26 do not depend on strong convex-

ity constants. When the target function class consists of β-smooth strongly
convex functions, the analogous complexity bounds become

f(xk)− f∗ ≥
(√

Q− 1√
Q+ 1

)2k

‖x0 − x∗‖2, (2.8)

‖xk − x∗‖2 ≥
α

2

(√
Q− 1√
Q+ 1

)2k

‖x0 − x∗‖2, (2.9)

where x∗ is any minimizer of f and Q := β/α is the condition number. These
bounds are proven in a similar way as Theorem 2.26, where one modifies
the definition of fk by adding a multiple of the quadratic ‖ · ‖2.

Let us now compare efficiency estimates of gradient descent with the
lower-complexity bounds we have just discovered. Consider a β-smooth
convex functions f on E and suppose we wish to find a point x satisfying
f(x) − f∗ ≤ ε. By Theorem 2.21, gradient descent will require at most

k ≤ O
(
β‖x0−x∗‖2

ε

)
iterations. On the other hand, the lower-complexity

bound (2.6) shows that no first-order method can be guaranteed to achieve

the goal within k ≤ O
(√

β‖x0−x∗‖2
ε

)
iterations. Clearly there is a large gap.

Note that the bound (2.7) in essence says that convergence guarantees based
on the distance to the solution set are meaningless for convex minimization
in general.

Assume that in addition that f is α-strongly convex. Theorem 2.21
shows that gradient descent will find a point x satisfying ‖x − x∗‖2 ≤ ε

after at most k ≤ O
(
β
α ln

(
‖x0−x∗‖2

ε

))
iterations. Looking at the corre-

sponding lower-complexity bound (2.9), we see that no first-order method
can be guaranteed to find a point x with ‖x − x∗‖2 ≤ ε after at most

k ≤ O
(√

β
α ln

(
α‖x0−x∗‖2

ε

))
iterations. Again there is a large gap between

convergence guarantees of gradient descent and the lower-complexity bound.
Thus the reader should wonder: are the proved complexity bounds

too week or do their exist algorithms that match the lower-complexity
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bounds stated above. In the following sections, we will show that the lower-
complexity bounds are indeed sharp and their exist algorithms that match
the bounds. Such algorithms are said to be “optimal”.

2.6 Conjugate Gradient Method

Before describing optimal first-order methods for general smooth convex
minimization, it is instructive to look for inspiration at the primordial
subclass of smooth optimization problems. We will consider minimizing
strongly convex quadratics. For this class, the conjugate gradient method –
well-known in numerical analysis literature – achieves rates that match the
worst-case bound (2.8) for smooth strongly convex minimization.

Setting the groundwork, consider the minimization problem:

min
x
f(x) := 1

2〈Ax, x〉 − 〈b, x〉,

where b ∈ Rn is a vector and A ∈ Sn is a positive definite matrix. Clearly
this problem amounts to solving the equation Ax = b. We will be interested
in iterative methods that approximately solve this problem, with the cost
of each iteration dominated by a matrix vector multiplication. Notice, that
if we had available an eigenvector basis, the problem would be trivial. Such
a basis is impractical to compute and store for huge problems. Instead,
the conjugate gradient method, which we will describe shortly, will cheaply
generate partial eigenvector-like bases on the fly.

Throughout we let x∗ := A−1b and f∗ := f(x∗). Recall that A induces
the inner product 〈v, w〉A := 〈Av,w〉 and the norm ‖v‖A :=

√
〈Av, v〉 (Ex-

ercise 1.2).

Exercise 2.28. Verify for any point x ∈ Rn the equality

f(x)− f∗ =
1

2
‖x− x∗‖2A.

We say that two vectors v and w are A-orthogonal if they are orthogonal
in the inner product 〈·, ·〉A. We will see shortly how to compute cheaply
(and on the fly) an A-orthogonal basis.

Suppose now that we have available to us (somehow) an A-orthogonal
basis {v1, v2, . . . , vn}, where n is the dimension of Rn. Consider now the
following iterative scheme: given a point x1 ∈ Rn define{

tk = argmint f(xk + tvk)
xk+1 = xk + tkvk

This procedure is called a conjugate direction method. Determining tk is easy
from optimality conditions. Henceforth, define the residuals rk := b− Axk.
Notice that the residuals are simply the negative gradients rk = −∇f(xk).
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Exercise 2.29. Prove the formula tk = 〈rk,vk〉
‖vk‖2A

.

Observe that the residuals rk satisfy the equation

rk+1 = rk − tkAvk. (2.10)

We will use this recursion throughout. The following theorem shows that
such iterative schemes are “expanding subspace methods”.

Theorem 2.30 (Expanding subspaces). Fix an arbitrary initial point x1 ∈
Rn. Then the equation

〈rk+1, vi〉 = 0 holds for all i = 1, . . . , k (2.11)

and xk+1 is the minimizer of f over the set x1 + span{v1, . . . , vk}.

Proof. We prove the theorem inductively. Assume that equation (2.11) holds
with k replaced by k − 1. Taking into account the recursion (2.10) and
Exercise 2.29, we obtain

〈rk+1, vk〉 = 〈rk, vk〉 − tk ‖vk‖2A = 0.

Now for any index i = 1, . . . , k − 1, we have

〈rk+1, vi〉 = 〈rk, vi〉 − tk 〈vk, vi〉A = 〈rk, vi〉 = 0.

where the last equation follows by the inductive assumption. Thus we have
established (2.11). Now clearly xk+1 lies in x1 + span {v1, . . . vk}. On the
other hand, equation (2.11) shows that the gradient ∇f(xk+1) = −rk+1 is
orthogonal to span {v1, . . . vk}. It follows immediately that xk+1 minimizes
f on x1 + span {v1, . . . vk}, as claimed.

Corollary 2.31. The conjugate direction method finds x∗ after at most n
iterations.

Now suppose that we have available a list of nonzero A-orthogonal vec-
tors {v1, . . . , vk−1} and we run the conjugate direction method for as long
as we can yielding the iterates {x1, . . . , xk}. How can we generate a new A-
orthogonal vector vk using only vk−1? Notice that rk is orthogonal to all the
vectors {v1, . . . , vk−1}. Hence it is natural to try to expand in the direction
rk. More precisely, let us try to set vk = rk + βkvk−1 for some constant βk.
Observe that βk is uniquely defined by forcing vk to be A-orthogonal with
vk−1:

0 = 〈vk, vk−1〉A = 〈rk, vk−1〉A + βk ‖vk−1‖2A .

What about A-orthogonality with respect to the rest of the vectors? For all
i ≤ k − 2, we have the equality

〈vk, vi〉A = 〈rk, vi〉A + βk〈vk−1, vi〉A = 〈rk, Avi〉 = t−1
i 〈rk, ri − ri+1〉.
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Supposing now that in each previous iteration i = 1, . . . , k−1 we had also set
vi := ri+βivi−1, we can deduce the inclusions ri, ri+1 ∈ span {vi, vi−1, vi+1}.
Appealing to Theorem 2.30 and the inequality above, we thus conclude that
the set {v1, . . . , vk} is indeed A-orthogonal. The scheme just outlined is
called the conjugate gradient method.

Algorithm 1: Conjugate gradient (CG)

1 Given x0;
2 Set r0 ← b−Ax0, v0 ← r0, k ← 0.
3 while rk 6= 0 do

4 tk ← 〈rk,vk〉
‖vk‖2A

5 xk+1 ← xk + tkvk
6 rk+1 ← b−Axk+1

7 βk+1 ← − 〈rk+1,vk〉A
‖vk‖2A

8 vk+1 ← rk+1 + βk+1vk
9 k ← k + 1

10 end
11 return xk

Convergence analysis of the conjugate gradient method relies on the
observation that the expanding subspaces generated by the scheme are ex-
tremely special. Define the Krylov subspace of order k by the formula

Kk(y) = span {y,Ay,A2y, . . . , Aky}.

Theorem 2.32. Consider the iterates xk generated by the conjugate gradi-
ent method. Supposing xk 6= x∗, we have

〈rk, ri〉 = 0 for all i = 0, 1, . . . , k − 1, (2.12)

〈vk, vi〉A = 0 for all i = 0, 1, . . . , k − 1, (2.13)

and

span {r0, r1, . . . , rk} = span {v0, v1, . . . , vk} = Kk(r0). (2.14)

Proof. We have already proved equation (2.13), as this was the motivation
for the conjugate gradient method. Equation (2.12) follows by observing
the inclusion ri ∈ span {vi, vi−1} and appealing to Theorem 2.30. We prove
the final claim (2.14) by induction. Clearly the equations hold for k = 0.
Suppose now that they hold for some index k. We will show that they
continue to hold for k + 1.

Observe first that the inclusion

span {r0, r1, . . . , rk+1} ⊆ span {v0, v1, . . . , vk+1} (2.15)
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holds since ri lie in span {vi, vi−1}. Taking into account the induction
assumption, we deduce vk+1 ∈ span {rk+1, vk} ⊆ span {r0, r1, . . . , rk+1}.
Hence equality holds in (2.15).

Next note by the induction hypothesis the inclusion

rk+1 = rk − tkAvk ∈ Kk(r0)−Kk+1(r0) ⊆ Kk+1(r0).

Conversely, by the induction hypothesis, we have

Ak+1r0 = A(Akr0) ⊆ span {Av0, . . . , Avk} ⊆ span {r0, . . . , rk+1}.

This completes the proof.

Thus as the conjugate gradient method proceeds, it forms minimizers of
f over the expanding subspaces x0+Kk(r0). To see convergence implications
of this observation, let Pk be the set of degree k univariate polynomials with
real coefficients. Observe that a point lies in Kk(r0) if and only if has the
form p(A)r0 for some polynomial p ∈ Pk. Therefore we deduce

2(f(xk+1)− f∗) = inf
x∈x0+Kk(r0)

2(f(x)− f∗)

= inf
x∈x0+Kk(r0)

‖x− x∗‖2A = min
p∈Pk

‖x0 − p(A)r0 − x∗‖2A

Let λ1 ≥ λ2 ≥ . . . ≥ λn be the eigenvalues of A and let A = UΛUT be an
eigenvalue decomposition of A. Define z := UT (x0 − x∗). Plugging in the
definition of r0 in the equation above, we obtain

2(f(xk+1)− f∗) = min
p∈Pk

‖(x0 − x∗) + p(A)A(x0 − x∗)‖2A

= min
p∈Pk

‖(I + p(Λ)Λ)z‖2Λ

= min
p∈Pk

n∑
i=1

λi(1 + p(λi)λi)
2z2
i

≤

(
n∑
i=1

λiz
2
i

)
min
p∈Pk

max
i=1,...,n

(1 + p(λi)λi)
2.

Observe now the inequality
∑n

i=1 λiz
2
i = ‖z‖2Λ = ‖x0 − x∗‖2A. Moreover, by

polynomial factorization, polynomials of the form 1 + p(λ)λ, with p ∈ Pk,
are precisely the degree k+ 1 polynomials q ∈ Pk+1 satisfying q(0) = 1. We
deduce the key inequality

f(xk+1)− f∗ ≤ 1

2
‖x0 − x∗‖2A · max

i=1,...,n
q(λi)

2 (2.16)

for any polynomial q ∈ Pk+1 with q(0) = 1. Convergence analysis now
proceeds by exhibiting polynomials q ∈ Pk+1, with q(0) = 1, that evaluate
to small numbers on the entire spectrum of A. For example, the following
is an immediate consequence.
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Theorem 2.33 (Fast convergence with multiplicities). If A has m distinct
eigenvalues, then the conjugate gradient method terminates after at most m
iterations.

Proof. Let γ1, . . . , γm be the distinct eigenvalues of A and define the degree
m polynomial q(λ) := (−1)m

γ1···γm (λ− γ1) · · · (λ− γm). Observe q(0) = 1. More-
over, clearly equality 0 = q(γi) holds for all indices i. Inequality (2.16) then
implies f(xm)− f∗ = 0, as claimed.

For us, the most interesting convergence guarantee is derived from Cheby-
shev polynomials. These are the polynomials defined recursively by

T0 = 1,

T1(t) = t,

Tk+1(t) = 2tTk(t)− Tk−1(t).

Before proceeding, we explain why Chebyshev polynomials appear naturally.
Observe that inequality (2.16) implies

f(xk+1)− f∗ ≤ 1

2
‖x0 − x∗‖2A · max

λ∈[λn,λ1]
q(λ)2.

It is a remarkable fact that Chebyshev polynomials, after an appropriate
rescaling of the domain, minimize the right-hand-side over all polynomials
q ∈ Pk+1 satisfying q(0) = 1. We omit the proof since we will not use this
result for deriving convergence estimates. See Figure 2.5 for an illustration.

Figure 2.5: T5, T10, T40 are shown in red, black, and violet, respectively, on
the interval [−1, 1].

For any k ≥ 0, the Chebyshev polynomials Tk satisfy the following two
key properties

(i) |Tk(t)| ≤ 1 for all t ∈ [−1, 1],

(ii) Tk(t) := 1
2

(
(t+
√
t2 − 1)k + (t−

√
t2 − 1)k

)
whenever |t| ≥ 1.
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Theorem 2.34 (Linear convergence rate). Letting Q = λ1/λn be the con-
dition number of A, the inequalities

f(xk)− f∗ ≤ 2

(√
Q− 1√
Q+ 1

)2k

‖x0 − x∗‖2A hold for all k.

Proof. Define the normalization constant c := Tk

(
λ1+λn
λ1−λn

)
and consider the

degree k polynomial q(λ) = c−1 ·Tk
(
λ1+λn−2λ
λ1−λn

)
. Taking into account q(0) =

1, the inequality (2.16), and properties (i) and (ii), we deduce

f(xk)− f∗
1
2‖x0 − x∗‖2A

≤ max
λ∈[λn,λ1]

q(λ)2 ≤ Tk
(
λ1 + λn
λ1 − λn

)−2

= 4

[(√
Q+ 1√
Q− 1

)k
+

(√
Q− 1√
Q+ 1

)k]−2

≤ 4

(√
Q− 1√
Q+ 1

)2k

.

The result follows.

Thus linear convergence guarantees of the conjugate gradient method
match those given by the lower complexity bounds (2.8).

2.7 Optimal methods for smooth convex minimiza-
tion

In this section, we discuss optimal first-order methods for minimizing β-
smooth functions. These are the methods whose convergence guarantees
match the lower-complexity bounds (2.6) and (2.8).

2.7.1 Fast gradient methods

We begin with the earliest optimal method proposed by Nesterov. Our anal-
ysis, however, follows Beck-Teboulle and Tseng. To motivate the scheme,
let us return to the conjugate gradient method (Algorithm 1). There are
many ways to adapt the method to general convex optimization. Obvious
modifications, however, do not yield optimal methods.

With f a strongly convex quadratic, the iterates of the conjugate gradient
method satisfy

xk+1 = xk+ tkvk = xk+ tk(rk+βkvk−1) = xk− tk∇f(xk)+
tkβk
tk−1

(xk−xk−1).

Thus xk+1 is obtained by taking a gradient step xk−tk∇f(xk) and correcting
it by the momentum term tkβk

tk−1
(xk − xk−1), indicating the direction from
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which one came. Let us emulate this idea on a β-smooth convex function
f : E→ R. Consider the following recurrence

yk = xk + γk(xk − xk−1)

xk+1 = yk −
1

β
∇f(yk)

 ,

for an appropriately chosen control sequence γk ≥ 0. The reader should
think of {xk} as the iterate sequence, while {yk} – the points at which we
take gradient steps – are the corrections to xk due to momentum.

Note that setting γk = 0 reduces to gradient descent. We will now see
that the added flexibility of choosing nonzero γk leads to faster methods.
Define the linearization

l(y;x) = f(x) + 〈∇f(x), y − x〉.

The analysis begins as gradient descent (Theorem 2.21). Since y 7→ l(y; yk)+
β
2 ‖y − yk‖

2 is a strongly convex quadratic, we deduce

f(xk+1) ≤ l(xk+1; yk) +
β

2
‖xk+1 − yk‖2

≤ l(y; yk) +
β

2
(‖y − yk‖2 − ‖y − xk+1‖),

for all points y ∈ E. Let x∗ be the minimizer of f and f∗ its minimum. In the
analysis of gradient descent, we chose the comparison point y = x∗. Instead,
let us use the different point y = akx

∗ + (1− ak)xk for some ak ∈ (0, 1]. We
will determine ak momentarily. We then deduce

f(xk+1) ≤ l(akx∗ + (1− ak)xk; yk)

+
β

2

(
‖akx∗ + (1− ak)xk − yk‖2 − ‖akx∗ + (1− ak)xk − xk+1‖2

)
= akl(x

∗; yk) + (1− ak)l(xk; yk)

+
βa2

k

2

(
‖x∗ − [xk − a−1

k (xk − yk)]‖2 − ‖x∗ − [xk − a−1
k (xk − xk+1)]‖2

)
.

Convexity of f implies the upper bounds l(x∗; yk) ≤ f(x∗) and l(xk; yk) ≤
f(xk). Subtracting f∗ from both sides and dividing by a2

k then yields

1

a2
k

(f(xk+1)− f∗) ≤ 1− ak
a2
k

(f(xk)− f∗)

+
β

2

(
‖x∗ − [xk − a−1

k (xk − yk)]‖2

− ‖x∗ − [xk − a−1
k (xk − xk+1)]‖2

)
.

(2.17)
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Naturally, we would like to now force telescoping in the last two lines by
carefully choosing γk and ak. To this end, looking at the last term, define
the sequence

zk+1 := xk − a−1
k (xk − xk+1). (2.18)

Let us try to choose γk and ak to ensure the equality zk = xk−a−1
k (xk−yk).

From the definition (2.18) we get

zk = xk−1 − a−1
k−1(xk−1 − xk) = xk + (1− a−1

k−1)(xk−1 − xk).

Taking into account the definition of yk, we conclude

zk = xk + (1− a−1
k−1)γ−1

k (xk − yk).

Therefore, the necessary equality

(1− a−1
k−1)γ−1

k = −a−1
k

holds as long as we set γk = ak(a
−1
k−1−1). Thus the inequality (2.17) becomes

1

a2
k

(f(xk+1)− f∗) +
β

2
‖x∗ − zk+1‖2 ≤

1− ak
a2
k

(f(xk)− f∗) +
β

2
‖x∗ − zk‖2.

(2.19)
Set now a0 = 1 and for each k ≥ 1, choose ak ∈ (0, 1] satisfying

1− ak
a2
k

≤ 1

a2
k−1

. (2.20)

Then the right-hand-side of (2.19) is upper-bounded by the same term as
the left-hand-side with k replaced by k − 1. Iterating the recurrence (2.19)
yields

1

a2
k

(f(xk+1)− f∗) ≤ 1− a0

a0
(f(xk)− f∗) +

β

2
‖x∗ − z0‖2.

Taking into account a0 − 1 = 0 and z0 = x0 − a−1
0 (x0 − y0) = y0, we finally

conclude

f(xk+1)− f∗ ≤ a2
k ·
β

2
‖x∗ − y0‖2.

Looking back at (2.20), the choices ak = 2
k+2 are valid, and will yield the

efficiency estimate

f(xk+1)− f∗ ≤ 2β‖x∗ − y0‖2

(k + 2)2
.

Thus the scheme is indeed optimal for minimizing β-smooth convex func-
tions, since this estimate matches the lower complexity bound (2.7). A
slightly faster rate will occur when choosing ak ∈ (0, 1] to satisfy (2.20) with
equality, meaning

ak+1 =

√
a4
k + 4a2

k − a
2
k

2
. (2.21)
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Exercise 2.35. Suppose a0 = 1 and ak is given by (2.21) for each index
k ≥ 1. Using induction, establish the bound ak ≤ 2

k+2 , for each k ≥ 0.

As a side-note, observe that the choice ak = 1 for each k reduces the
scheme to gradient descent. Algorithm 2 and Theorem 2.36 summarize our
findings.

Algorithm 2: Fast gradient method for smooth convex minimization

Input: Starting point x0 ∈ E.
Set k = 0 and a0 = a−1 = 1;
for k = 0, . . . , K do

Set

yk = xk + ak(a
−1
k−1 − 1)(xk − xk−1)

xk+1 = yk −
1

β
∇f(yk) (2.22)

Choose ak+1 ∈ (0, 1) satisfying

1− ak+1

a2
k+1

≤ 1

a2
k

. (2.23)

k ← k + 1.
end

Theorem 2.36 (Progress of the fast-gradient method). Suppose that f is
a β-smooth convex function. Then provided we set ak ≤ 2

k+2 for all k in
Algorithm 2, the iterates generated by the scheme satisfy

f(xk)− f∗ ≤
2β‖x∗ − x0‖2

(k + 1)2
. (2.24)

Let us next analyze the rate at which Algorithm 2 forces the gradient
to tend to zero. One can try to apply the same reasoning as in the proof of
Theorem 2.21. One immediately runs into a difficulty, however, namely there
is no clear relationship between the values f(yk) and f(xk). This difficulty
can be overcome by introducing an extra gradient step in the scheme. A
simpler approach is to take slightly shorter gradient steps in (2.22).

Theorem 2.37 (Gradient convergence of the fast-gradient method).
Suppose that f is a β-smooth convex function. In Algorithm 2, set ak ≤ 2

k+2

for all k and replace line (2.22) by xk+1 = yk− 1
2β∇f(yk). Then the iterates
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generated by the algorithm satisfy

f(xk)− f∗ ≤
4β‖x∗ − x0‖2

(k + 1)2
, (2.25)

min
i=1,...,k

‖∇f(yi)‖ ≤
8
√

3 · β‖x∗ − x0‖√
k(k + 1)(2k + 1)

. (2.26)

Proof. The proof is a slight modification of the argument outlined above of
Theorem 2.36. Observe

f(xk+1) ≤ l(xk+1; yk) +
β

2
‖xk+1 − yk‖2

≤ l(xk+1; yk) +
2β

2
‖xk+1 − yk‖2 −

1

8β
‖∇f(yk)‖2

≤ l(y; yk) +
2β

2
(‖y − yk‖2 − ‖y − xk+1‖2)− 1

8β
‖∇f(yk)‖2 .

Continuing as before, we set zk = xk − a−1
k (xk − yk) and obtain

1
a2k

(f(xk+1)− f∗) + β‖x∗ − zk+1‖2 ≤

≤ 1−ak
a2k

(f(xk)− f∗) + β‖x∗ − zk‖2 − 1
8βa2k
‖∇f(yk)‖2 .

Recall 1−ak
a2k
≤ 1

a2k−1
, a1 = 1, and z0 = x0. Iterating the inequality yields

1

a2
k

(f(xk+1)− f∗) + β‖x∗ − zk+1‖2 ≤ β‖x∗ − x0‖2 −
1

8β

k∑
i=1

‖∇f(yi)‖2

a2
i

.

Ignoring the second terms on the left and right sides yields (2.25). On the
other hand, lower-bounding the left-hand-side by zero and rearranging gives

min
i=1,...,k

‖∇f(yi)‖2 ·
k∑
i=1

(
1

a2
i

)
≤ 8β2‖x∗ − x0‖2.

Taking into account the inequality

k∑
i=1

(
1

a2
i

)
≥

k∑
i=1

(i+ 2)2

4
≥ 1

4

k∑
i=1

i2 =
k(k + 1)(2k + 1)

24
,

we conclude

min
i=1,...,k

‖∇f(yi)‖2 ≤
192β2‖x∗ − x0‖2

k(k + 1)(2k + 1)
.

Taking a square root of both sides gives (2.26).

Thus the iterate generated by the fast gradient method with a damped

step-size satisfy mini=1,...,k ‖∇f(yi)‖ ≤ O
(
β‖x∗−x0‖
k3/2

)
. This is in contrast

to gradient descent, which has the worse efficiency estimate O
(
β‖x∗−x0‖

k

)
.

We will see momentarily that surprisingly even a better rate is possible by
applying a fast gradient method to a small perturbation of f .
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A restart strategy for strongly convex functions

Recall that gradient descent converges linearly for smooth strongly convex
functions. In contrast, to make Algorithm 2 linearly convergent for this class
of problems, one must modify the method. Indeed, the only modification
that is required is in the definition of ak in (2.23). The argument behind
the resulting scheme relies on a different algebraic technique called estimate
sequences. This technique is more intricate and more general than the argu-
ments we outlined for sublinear rates of convergence. We will explain this
technique in Section 2.7.2.

There is, however, a different approach to get a fast linearly convergent
method simply by periodically restarting Algorithm 2. Let f : E→ R be a β-
smooth and α-convex function. Imagine that we run the basic fast-gradient
method on f for a number of iterations (an epoch) and then restart. Let xik
be the k’th iterate generated in epoch i. Theorem 2.36 along with strong
convexity yields the guarantee

f(xik)− f∗ ≤
2β‖x∗ − xi0‖2

(k + 1)2
≤ 4β

α(k + 1)2
(f(xi0)− f∗). (2.27)

Suppose that in each epoch, we run a fast gradient method (Algorithm 2) for
N iterations. Given an initial point x0 ∈ E, set x0

0 := x0 and set xi0 := xi−1
N

for each i ≥ 1. Thus we initialize each epoch with the final iterate of the
previous epoch.

Then for any q ∈ (0, 1), as long as we use Nq ≥
√

4β
qα iterations in each

epoch we can ensure the contraction:

f(xi0)− f∗ ≤ q(f(xi−1
0 )− f∗) ≤ qi(f(x0)− f∗).

The total number of iterations to obtain xi0 is iNq. We deduce

f(xi0)− f∗ ≤ (q1/Nq)iNq(f(x0)− f∗).

Let us therefore choose q according to

min
q

q1/Nq .

Using logarithmic differentiation, the optimal choice is q = e−2, yielding

Nq =

⌈
2e
√

β
α

⌉
. Thus we have a complete algorithm (Algorithm 3).

To see that this is indeed an optimal method, observe the bound

q1/Nq ≤ e
−2

⌈
2e
√

β
α

⌉−1

≤ e
−2

1+2e
√
β/α .
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Algorithm 3: Fast gradient method with restarts

Input: Starting point x0 ∈ E.

Set i, k = 0, x0
0 = x0, and N =

⌈
2e
√

β
α

⌉
.

for i = 0, . . . , K do
Let xNi be the N ’th iterate generated by Algorithm 2, initialized
with xi0.
Set i = i+ 1 and x0

i+1 = xiN .

end

Simple algebra shows −2

1+2e
√
β/α
∈ (−1

3 , 0]. Noting for x ∈ (−1
3 , 0), the

inequality ex ≤ 1 + x+ 1
2x

2 ≤ 1 + 5
6x, we conclude

q1/Nq ≤ 1− 5/3

1 + 2e
√
β/α

.

Thus the method will find a point x satisfying f(x)− f∗ ≤ ε after at most
1+2e
√
β/α

5/3 ln
(
f(x0)−f∗

ε

)
iterations of fast gradient methods. This matches

the lower complexity bound (2.8) for smooth strongly convex minimization.

2.7.2 Fast gradient methods through estimate sequences

In this section, we describe an algebraic technique for designing fast gradient
method for minimizing a β-smooth α-convex function. In the setting α = 0,
the algorithm will turn out to be identical to Algorithm 2. The entire
construction relies on the following gadget.

Definition 2.38 (Estimate Sequences). Given real numbers λk ∈ [0, 1] and
functions φk : E → R, we say that the sequence (λk, φk(x)) is an estimate
sequence if λk ↘ 0 and the inequality

φk(x) ≤ (1− λk)f(x) + λkφ0(x) (2.28)

holds for all x ∈ E and k ≥ 0.

This notion may seem abstract at first sight. Its primary use comes from
the following observation. Suppose we are given an estimate sequence and
we can find a point xk satisfying

f(xk) ≤ φ∗k := min
x

φk(x).

Then we immediately deduce

f(xk) ≤ (1− λk)f∗ + λkφ
∗
0
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and hence

f(xk)− f∗ ≤ λk(φ∗0 − f∗). (2.29)

Thus the rate at which λk tends to zero directly controls the rate at which
the values f(xk) tend to f∗.

Thus we have two items to consider when designing an algorithm based
on estimate sequences: (i) how to choose an estimate sequence (λk, φk(x))
and (ii) how to choose xk satisfying f(xk) ≤ φ∗k.

Let us address the first question. Looking at the definition, it is natural
to form an estimate sequence by successively averaging quadratic models of
f formed at varying points yk. Define the lower quadratic models

Qy(x) := f(y) + 〈∇f(y), x− y〉+
α

2
‖x− y‖2.

Exercise 2.39. Suppose that f : E→ R is C1-smooth and α-strongly con-
vex. Fix two sequences {yk}k≥0 ⊂ E and {tk}k≥0 ⊂ [0, 1], and consider an
arbitrary function φ0 : E → R. Define the sequence (λk, φk) inductively as
follows: 

λ0 = 1

λk+1 = (1− tk)λk
φk+1 = (1− tk)φk + tkQyk

 .

1. Show that the sequence (λk, φk) satisfies (2.28). (Hint: Begin by noting
φk+1 ≤ (1− tk)φk + tkf .)

2. Show that provided
∑∞

k=0 tk = +∞, we have λk ↘ 0 and therefore
(λk, φk) is an estimate sequence for f .

It is clear that if we choose φ0 to be a simple quadratic φ0(x) = φ∗0 +
γ0
2 ‖x− v0‖2, then all φk will be simple quadratics as well, in the sense that

their Hessians will be multiples of identity.

Exercise 2.40. Let

φ0(x) = φ∗0 +
γ0

2
‖x− v0‖2,

where φ∗0 ∈ R, γ0 ≥ 0, and v0 ∈ E are chosen arbitrary. Show by induction
that the functions φk in Exercise 2.39 preserve the same form:

φk(x) = φ∗k +
γk
2
‖x− vk‖2,
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where

γk+1 = (1− tk)γk + tkα,

vk+1 =
1

γk+1
[(1− tk)γkvk + tkαyk − tk∇f(yk)] ,

φ∗k+1 = (1− tk)φ∗k + tkf(yk)−
t2k

2γk+1
‖∇f(yk)‖2

+
tk(1− tk)γk

γk+1

(α
2
‖yk − vk‖2 + 〈∇f(yk), vk − yk〉

)
. (2.30)

Now having available an estimate sequence constructed above, let’s try
to find the sequence {xk} satisfying f(xk) ≤ φ∗k. Suppose we already have
available a point xk satisfying this condition; let us see how to choose xk+1.
Lowerbounding the term ‖yk − vk‖ in (2.30) by zero, we deduce

φ∗k+1 ≥ (1− tk)f(xk) + tkf(yk)−
t2k

2γk+1
‖∇f(yk)‖2

+
tk(1− tk)γk

γk+1
〈∇f(yk), vk − yk〉.

Combining this with f(xk) ≥ f(yk) + 〈∇f(yk), xk − yk〉, yields

φ∗k+1 ≥
(
f(yk)−

t2k
2γk+1

‖∇f(yk)‖2
)

+(1−tk)〈∇f(yk),
tkγk
γk+1

(vk−yk)+xk−yk〉.

The term in parenthesis is reminiscent of a descent condition for a gradient
step, f(yk) − 1

2β‖∇f(yk)‖2 ≥ f(yk − β−1∇f(yk)). Let us therefore ensure
t2k

2γk+1
= 1

2β , by finding tk satisfying

t2kβ = γk+1 = (1− tk)γk + tkα,

and set

xk+1 = yk −
1

β
∇f(yk).

We then deduce

φ∗k+1 ≥ f(xk+1) + (1− tk)〈∇f(yk),
tkγk
γk+1

(vk − yk) + xk − yk〉.

Finally let us ensure

tkγk
γk+1

(vk − yk) + xk − yk = 0,

by setting

yk =
tkγkvk + γk+1xk

γk + tkα
.
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Algorithm 4: Fast gradient method based on estimate seqeunces

Input: Starting point x0 ∈ E.
Set k = 0, v0 = x0, and φ∗0 = f(x0);
for k = 0, . . . , K do

Compute tk ∈ (0, 1) from equation

βt2k = (1− tk)γk + tkα. (2.31)

Set

γk+1 = (1− tk)γk + tkα (2.32)

yk =
tkγkvk + γk+1xk

γk + tkα
(2.33)

xk+1 = yk −
1

β
∇f(yk) (2.34)

vk+1 =
(1− tk)γkvk + tkαyk − tk∇f(yk)

γk+1
(2.35)

Set k ← k + 1.
end

With this choice, we can be sure φ∗k+1 ≥ f(xk+1) as needed. Algorithm 4
outlines this general scheme.

Appealing to (2.29) and exercise 2.39, we see that the point xk generated
by Algorithm 4 satisfy

f(xk)− f∗ ≤ λk
[
f(x0)− f∗ +

γ0

2
‖x0 − x∗‖2

]
, (2.36)

where λ0 = 1 and λk = Πk−1
i=0 (1 − ti). Thus in understanding convergence

guarantees of the method, we must estimate the rate at which λk decays.

Theorem 2.41 (Decay of λk). Suppose in Algorithm 4 we set γ0 ≥ α. Then

λk ≤ min

{(
1−

√
α

β

)k
,

4β

(2
√
β + k

√
γ0)2

}
.

Proof. Observe that if γk ≥ α, then

βt2k = γk+1 = (1− tk)γk + tkα ≥ α.

This implies tk ≥
√

α
β and hence λk = Πk−1

i=0 (1− ti) ≤
(

1−
√

α
β

)k
.

For the other inequality, let cj = 1√
λj

. Taking into account that λj are
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decreasing, observe

cj+1 − cj =

√
λj −

√
λj+1√

λj
√
λj+1

=
λj − λj+1√

λjλj+1(
√
λj +

√
λj+1)

≥ λj − λj+1

2λj
√
λj+1

=
λj − (1− tj)λj

2λj
√
λj+1

=
tj

2
√
λj+1

.

Notice γ0 = γ0λ0. Assuming γj ≥ γ0λj we arrive at the analogous inequality
for j + 1, namely

γj+1 ≥ (1− tj)γj ≥ (1− tj)γ0λj ≥ γ0λj+1.

Thus γ0λj+1 ≤ γj+1 = βt2j , which implies that
tj

2
√
λj+1

≥ 1
2 ·
√

γ0
β . So we

deduce that

cj+1 − cj ≥
1

2
·
√
γ0

β
.

Summing over j = 0, . . . , k − 1, we get

ck − c0 ≥
k

2
·
√
γ0

β

and hence

1√
λk
− 1 ≥ k

2
·
√
γ0

β
.

The claimed estimate

λk ≤
4β(

2
√
β + k

√
γ0

)2
follows.

Corollary 2.42. Setting γ0 = β in Algorithm 4 yields iterates satisfying

f(xk)− f∗ ≤ βmin

{(
1−

√
α

β

)k
,

4

(k + 2)2

}
· ‖x0 − x∗‖2.

Proof. This follows immediately from inequality (2.36), Theorem 2.41, and
the inequality f(x0)− f∗ ≤ β

2 ‖x0 − x∗‖2.

Let us try to eliminate vk. Solving for vk in (2.33) and plugging in this
description into (2.35) and rearranging yields the equality

vk+1 = 1
γk+1

(1−tk)γk+tkα
tk

yk − 1−tk
tk

xk − tk
γk+1
∇f(yk).
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Hence we deduce

vk+1 = 1
γk+1

γk+1

tk
yk − 1−tk

tk
xk − 1

tkβ
∇f(yk)

= xk + 1
tk

(xk+1 − xk).

where the first inequality follows from (2.32) and (2.31), while the last uses
(2.34). Plugging in the analogous expression of vk+1 into (2.33) yields

yk+1 = xk+1 +
tk+1γk+1(1−tk)
tk(γk+1+tk+1α)(xk+1 − xk)

= xk+1 + ζk(xk+1 − xk),

where we define
ζk :=

tk+1γk+1(1−tk)
tk(γk+1+tk+1α) .

Thus vk is eliminated from the algorithm. Let us now eliminate γk. To this
end note from (2.31) tk+1α = βt2k+1 − (1− tk+1)γk+1, and hence

ζk :=
tk+1γk+1(1−tk)

tk(βt2k+1+tk+1γk+1)
=

γk+1(1−tk)
tk(βtk+1+γk+1) = tk(1−tk)

tk+1+t2k
,

where the last equality uses γk+1 = βt2k. Finally plugging in γk+1 = βt2k into
(2.31) yields

t2k+1 = (1− tk+1)t2k + α
β tk+1.

Thus γk is eliminated from the scheme.

Algorithm 5: Simplified fast gradient method

Input: Starting point x0 ∈ E and t0 ∈ (0, 1).
Set k = 0 and y0 = x0;
for k = 0, . . . , K do

Set

xk+1 = yk −
1

β
∇f(yk).

Compute tk+1 ∈ (0, 1) from the equation

t2k+1 = (1− tk+1)t2k + α
β tk+1 (2.37)

Set

yk+1 = xk+1 +
tk(1− tk)
t2k + tk+1

(xk+1 − xk).

end

Thus we have established the following.

Corollary 2.43. Setting t0 = α
β in Algorithm 5 yields iterates satisfying

f(xk)− f∗ ≤ βmin

{(
1−

√
α

β

)k
,

4

(k + 2)2

}
· ‖x0 − x∗‖2.
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It is important to note that in the case α = 0, Algorithm 5 is exactly
Algorithm 2 with ak = tk. Indeed, equality (2.37) can be rewritten as

1− tk+1

t2k+1

=
1

t2k
,

which is exactly the equality in (2.23). Moreover observe

tk(1− tk)
t2k + tk+1

=

(
t2k

t2k + tk+1

)
(t−1
k − 1) = tk+1(t−1

k − 1),

where the second equality follows from (2.37). Thus the interpolation coef-
ficients in the definition of yk are exactly the same.

2.7.3 Optimal quadratic averaging

The disadvantage of the derivation of the fast gradient methods discussed in
the previous sections is without a doubt a lack of geometric intuition. Indeed
the derivation of the schemes was entirely based on algebraic manipulations.
In this section, we present a different method that is better grounded in
geometry. The scheme we outline is based on averaging quadratic (lower)
models of the functions, and therefore shares some superficial similarity with
the approach based on estimate sequence. The way that the quadratics are
used, however, is completely different. It is also important to note that
the scheme has two disadvantages, when compared with the fast-gradient
methods described in the previous sections: (1) it requires being able to
compute exact minimizers of the function along lines and (2) the method
only applies to minimizing strongly convex functions.

Henceforth, let f : E → R be a β-smooth and α-convex function with
α > 0. We denote the unique minimizer of f by x∗, its minimal value by
f∗, and its condition number by κ := β/α. For any points x, y ∈ E, we let
line search (x, y) be the minimizer of f on the line between x and y. We
assume throughout this section that line search (x, y) is computable. This
is a fairly mild assumption for a number of settings. For example, suppose
that f has the form f(x) = h(Ax) + g(x) for some smooth convex functions
h, g, a linear map A, and a vector b. In many applications, the cost of
each iteration of first order methods on this problem is dominated by the
cost of the vector matrix multiplication Ax. Consider now the univariate
line-search problem

min
t

f(x+ tv) = min
t

h(Ax+ tAv) + g(x+ tv).

Since one can precompute Av, evaluations of g(t) for varying t are cheap.
Consequently, the univariate problem can be solved by specialized methods.

Given a point x ∈ E, we define the following two points

x+ := x− 1
β∇f(x) and x++ := x− 1

α∇f(x).
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The first point x+ is the familiar gradient step, while the role of x++ will
become apparent shortly.

The starting point for our development is the elementary observation
that every point x̄ provides a quadratic under-estimator of the objective
function, having a canonical form. Indeed, completing the square in the
strong convexity inequality

f(x) ≥ f(x̄) + 〈∇f(x̄), x− x̄〉+
α

2
‖x̄− x‖2

yields

f(x) ≥

(
f(x̄)− ‖∇f(x̄)‖2

2α

)
+
α

2

∥∥x− x̄++
∥∥2
. (2.38)

Suppose we have now available two quadratic lower-estimators:

f(x) ≥ QA(x) := vA +
α

2
‖x− xA‖2 ,

f(x) ≥ QB(x) := vB +
α

2
‖x− xB‖2 .

Clearly, the minimal values of QA and of QB lower-bound the minimal value
of f . For any λ ∈ [0, 1], the average Qλ := λQA + (1 − λ)QB is again
a quadratic lower-estimator of f . Thus we are led to the question: what
choice of λ yields the tightest lower-bound on the minimal value of f? To
answer this question, observe the equality

Qλ(x) := λQA(x) + (1− λ)QB(x) = vλ +
α

2
‖x− cλ‖2 ,

where
cλ = λxA + (1− λ)xB

and

vλ = vB +
(
vA − vB +

α

2
‖xA − xB‖2

)
λ−

(α
2
‖xA − xB‖2

)
λ2. (2.39)

In particular, the average Qλ has the same canonical form as QA and QB.
A quick computation now shows that vλ (the minimum of Qλ) is maximized
by setting

λ̄ := proj[0,1]

(
1

2
+

vA − vB
α ‖xA − xB‖2

)
.

With this choice of λ, we call the quadratic function Q = v̄ + α
2 ‖ · −c̄‖

2 the
optimal averaging of QA and QB. See Figure 2.6 for an illustration.

An algorithmic idea emerges. Given a current iterate xk, form the
quadratic lower-model Q(·) in (2.38) with x̄ = xk. Then let Qk be the
optimal averaging of Q and the quadratic lower model Qk−1 from the pre-
vious step. Finally define xk+1 to be the minimizer of Qk, and repeat.



52 CHAPTER 2. SMOOTH MINIMIZATION

Figure 2.6: The optimal averaging of QA(x) = 1 + 0.5(x+ 2)2 and QB(x) =
3 + 0.5(x− 4)2.

Though attractive, the scheme does not converge at an optimal rate. The
main idea behind acceleration is a separation of roles: one must maintain
two sequences of points xk and ck. The points xk will generate quadratic
lower models as above, while ck will be the minimizers of the quadratics.
The proposed method is summarized in Algorithm 6.

Algorithm 6: Optimal Quadratic Averaging

Input: Starting point x0 and strong convexity constant α > 0.
Output: Final quadratic QK(x) = vK + α

2 ‖x− cK‖
2 and x+

K .

Set Q0(x) = v0 + α
2 ‖x− c0‖2, where v0 = f(x0)− ‖∇f(x0)‖2

2α and
c0 = x++

0 ;
for k = 1, . . . , K do

Set xk = line search
(
ck−1, x

+
k−1

)
;

Set Q(x) =
(
f(xk)− ‖∇f(xk)‖2

2α

)
+ α

2

∥∥x− x++
k

∥∥2
;

Let Qk(x) = vk + α
2 ‖x− ck‖

2 be the optimal averaging of Q and
Qk−1 ;

end

The analysis of the scheme relies on the following easy observation.

Lemma 2.44. Suppose that Q = v̄ + α
2 ‖ · −c̄‖

2 is the optimal averaging of
the quadratics QA = vA + α

2 ‖ · −xA‖
2 and QB = vB + α

2 ‖ · −xB‖
2. Then

the quantity v̄ is nondecreasing in both vA and vB. Moreover, whenever the
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inequality |vA − vB| ≤ α
2 ‖xA − xB‖

2 holds, we have

v̄ =
α

8
‖xA − xB‖2 +

1

2
(vA + vB) +

1

2α

(
vA − vB
‖xA − xB‖

)2

.

Proof. Define λ̂ := 1
2 + vA−vB

α‖xA−xB‖2
. Notice that we have

λ̂ ∈ [0, 1] if and only if |vA − vB| ≤
α

2
‖xA − xB‖2.

If λ̂ lies in [0, 1], equality λ̄ = λ̂ holds, and then from (2.39) we deduce

v̄ = vλ̄ =
α

8
‖xA − xB‖2 +

1

2
(vA + vB) +

1

2α

(
vA − vB
‖xA − xB‖

)2

.

If λ̂ does not lie in [0, 1], then an easy argument shows that v̄ is linear in vA
either with slope one or zero. If λ̂ lies in (0, 1), then we compute

∂v̄

∂vA
=

1

2
+

1

α ‖xA − xB‖2
(vA − vB),

which is nonnegative because |vA−vB |
α‖xA−xB‖2

≤ 1
2 . Since v̄ is clearly continuous,

it follows that v̄ is nondecreasing in vA, and by symmetry also in vB.

The following theorem shows that Algorithm 6 achieves the optimal lin-
ear rate of convergence.

Theorem 2.45 (Convergence of optimal quadratic averaging). In Algo-
rithm 6, for every index k ≥ 0, the inequalities vk ≤ f∗ ≤ f(x+

k ) hold and
we have

f(x+
k )− vk ≤

(
1− 1√

κ

)k
(f(x+

0 )− v0).

Proof. Since in each iteration, the algorithm only averages quadratic mino-
rants of f , the inequalities vk ≤ f∗ ≤ f(x+

k ) hold for every index k. Set

r0 = 2
α(f(x+

0 ) − v0) and define the quantities rk :=
(

1− 1√
κ

)k
r0. We will

show by induction that the inequality vk ≥ f(x+
k )− α

2 rk holds for all k ≥ 0.
The base case k = 0 is immediate, and so assume we have

vk−1 ≥ f(x+
k−1)− α

2
rk−1

for some index k − 1. Next set vA := f(xk) − ‖∇f(xk)‖2
2α and vB := vk−1.

Then the function

Qk(x) = vk +
α

2
‖x− ck‖2 ,
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is the optimal averaging of QA(x) = vA + α
2

∥∥x− x++
k

∥∥2
and QB(x) =

vB + α
2 ‖x− ck−1‖2. Taking into account the inequality f(x+

k ) ≤ f(xk) −
1

2β‖∇f(xk)‖2 yields the lower bound v̂A on vA:

vA = f(xk)−
‖∇f(xk)‖2

2α
≥ f(x+

k )− α

2

‖∇f(xk)‖2

α2

(
1− 1

κ

)
:= v̂A.

The induction hypothesis and the choice of xk yield a lower bound v̂B on
vB:

vB ≥ f(x+
k−1)− α

2
rk−1 ≥ f(xk)−

α

2
rk−1

≥ f(x+
k ) +

1

2β
‖∇f(xk)‖2 −

α

2
rk−1

= f(x+
k )− α

2

(
rk−1 −

1

α2κ
‖∇f(xk)‖2

)
:= v̂B.

Define the quantities d :=
∥∥x++

k − ck−1

∥∥ and h := ‖∇f(xk)‖
α . We now

split the proof into two cases. First assume h2 ≤ rk−1

2 . Then we deduce

vk ≥ vA ≥ v̂A = f(x+
k )− α

2
h2

(
1− 1

κ

)
≥ f(x+

k )− α

2
rk−1

(
1− 1

κ

2

)

≥ f(x+
k )− α

2
rk−1

(
1− 1√

κ

)
= f(x+

k )− α

2
rk.

Hence in this case, the proof is complete.
Next suppose h2 >

rk−1

2 and let v + α
2 ‖ · −c‖

2 be the optimal average of
the two quadratics v̂A+ α

2 ‖·−x
++
k ‖

2 and v̂B+ α
2 ‖·−ck−1‖2. By Lemma 2.44,

the inequality vk ≥ v holds. We claim that equality

v = v̂B +
α

8

(d2 + 2
α(v̂A − v̂B))2

d2
holds. (2.40)

This follows immediately from Lemma 2.44, once we show 1
2 ≥

|v̂A−v̂B |
αd2

.

To this end, note first the equality |v̂A−v̂B |
αd2

=
|rk−1−h2|

2d2
. The choice xk =

line search
(
ck−1, x

+
k−1

)
ensures:

d2 − h2 = ‖xk − ck−1‖2 −
2

α
〈∇f(xk), xk − ck−1〉 = ‖xk − ck−1‖2 ≥ 0.

Thus we have h2 − rk−1 < h2 ≤ d2. Finally, the assumption h2 >
rk−1

2
implies

rk−1 − h2 <
rk−1

2
< h2 ≤ d2. (2.41)
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Hence we can be sure that (2.40) holds. Plugging in v̂A and v̂B yields

v = f(x+
k )− α

2

(
rk−1 −

1

κ
h2 − (d2 + rk−1 − h2)2

4d2

)
.

Hence the proof is complete once we show the inequality

rk−1 −
1

κ
h2 − (d2 + rk−1 − h2)2

4d2
≤
(

1− 1√
κ

)
rk−1.

After rearranging, our task simplifies to showing

rk−1√
κ
≤ h2

κ
+

(d2 + rk−1 − h2)2

4d2
.

Taking derivatives and using inequality (2.41), one can readily verify that
the right-hand-side is nondecreasing in d2 on the interval d2 ∈ [h2,+∞).
Thus plugging in the endpoint d2 = h2 we deduce

h2

κ
+

(d2 + rk−1 − h2)2

4d2
≥ h2

κ
+
r2
k−1

4h2
.

Minimizing the right-hand-side over all h satisfying h2 ≥ rk−1

2 yields the
inequality

h2

κ
+
r2
k−1

4h2
≥ rk−1√

κ
.

The proof is complete.

A nice feature of the quadratic averaging viewpoint is that one can em-
perically speed up the algorithm by optimally averaging more than two
quadratics each time.

Exercise 2.46. Fix t quadraticsQi(x) := vi+
α
2 ‖x− ci‖

2, with i ∈ {1, . . . , t}.
Define the matrix C =

[
c1 c2 . . . ct

]
and vector v =

[
v1 v2 . . . vt

]T
.

1. For any λ ∈ ∆t, show that the average quadratic

Qλ(x) :=

t∑
i=1

λiQi(x)

maintains the same canonical form as each Qi. More precisely, show
the representation

Qλ(x) = vλ +
α

2
‖x− cλ‖2 ,

where

cλ = Cλ and vλ =
〈α

2
diag (CTC) + v, λ

〉
− α

2
‖Cλ‖2 .
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2. Deduce that the optimal quadratic averaging problem

max
λ∈∆t

min
x

t∑
i=1

λiQi(x)

is equivalent to the convex quadratic optimization problem

min
λ∈∆t

α

2
‖Cλ‖2 −

〈α
2

diag (CTC) + v, λ
〉
.



Chapter 3

Minimizing Sums of Smooth
and Simple Functions

In this chapter, we study minimization of the sum of a ‘simple’ and a smooth
function. This modeling mechanism lets us incorporate prior information
about the decision variable, including structure (e.g. sparsity or smooth-
ness), and the feasible region (e.g. non-negativity or box constraints). The
simple function must be convex, but is allowed to be non-smooth, and in
particular can take on infinite values.

First-order methods are easily modified to account for the simple term.
The modifications preserve the rates of convergence from Chapter 2, and
can be analyzed using analogous techniques to those already presented. We
gain flexibility at essentially no computational cost. We start with a few
motivating examples, and then provide the analysis.

Example 3.1 (Optimization with Simple Constraints). Consider a smooth
model f(x) from Chapter 2, e.g. any learning problem arising from a general
linear model. Suppose you are also given side information about the domain
of the predictors x. For example:

• some components of x are non-negative

• some components of x have lower and upper bounds

• x must be in the level set of some convex function, e.g. ‖x‖2 ≤ τ .

• x must be in a certain affine subspace, e.g. Ax = b.

All of these constraints can be concisely written as x ∈ C, where C is a
closed convex set. The modified optimization problem is then

min f(x) + δ (x | C) ,

57
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Figure 3.1: 1-norm (blue) and elastic net (red dashed) both have nonsmooth
behavior at the origin.

where

δ (x | C) :=

{
0 x ∈ C
∞ x 6∈ C

.

is called the convex indicator function of C. We consider δ (· | C) ‘simple’
when C admits an efficiently computable projection.

Example 3.2 (Sparse regularization). The notion of sparsity is fundamental
to modern numerical analysis. Analogously to matrix sparsity, ‘x is sparse’
means either that most xi = 0, or that the magnitudes of |xi| are quickly
decaying. Modelers exploit sparsity in a range of settings.

1. Compressive sensing. Many signals are sparse in particular trans-
form domains. For example, superpositions of periodic signals have
a sparse Fourier representation. If a typical photograph is repre-
sented using wavelets, the magnitudes of the wavelet coefficients decay
rapidly. Wavefields generated by earthquakes can be efficiently rep-
resented using curvelets. Applications such as image denoising and
deblurring, seismic inverse problems, and image compression benefit
from these ideas. The problems are captured by the formulation

min
x
‖b−AWx‖2 + r(x),

where A is a specially designed measurement matrix, typically with
far fewer rows than columns, W is the transform where the signal
of interest admits a sparse representation (e.g. Fourier, wavelets or
curvelets), and r(·) is a non-smooth function that promotes sparsity of
the input. Two common convex examples are r(x) = ‖x‖1, and r(x) =
α‖x‖1 + (1 − α)‖x‖2, known as the elastic net, see Figure 3.1. The
curvature of the elastic net helps it find groups of correlated predictors
in practice.

2. Statistical learning problems. We cannot expect that general
learning problems will have sparse solutions x. However, for many
models, we want to discover the most important predictors. We can
therefore consider the parametrized family of solutions

x(λ) ∈ arg min
x
f(x) + λr(x),
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with r(x) a nonsmooth regularizer. When λ is larger than ‖∇f(0)‖∞,
x(λ) = 0. As λ decreases, xi ‘activate’. The earliest activated entries
can indicate the most important predictors. This kind of analysis is
known as the Lasso, and is used in conjunction with all general linear
models.

Example 3.3 (More non-smooth regularizers). While the 1-norm penalty
is ubiquitously used to promote sparsity, many other related regularizers are
also used in a range of learning and inverse problems.

• The OWL norm r(x) = α‖x‖1 + (1 − α)‖x‖∞ can detect groups of
correlated predictors even better than the elastic net.

• The group lasso penalty r(x) =
∑

j ‖xj‖ forces pre-specified groups of
indices xj to be jointly included or excluded.

• The total variation penalty r(x) = ‖Dx‖1, gives piecewise constant
signals along directions determined by differential operator D.

Example 3.4 (Sparse covariance estimation). Suppose we are given a sym-
metric positive definite sample covariance matrix Σ ∈ Rm×m. Its inverse F
is the (Fisher) information matrix, and the equality Fij = 0 implies condi-
tional independence of variables i and j. The graphical Lasso problem looks
for sparse information by solving the problem

min
X≥0
{log det(X) + tr (ΣX) + λ‖X‖1} .

Example 3.5 (Convex matrix completion). Suppose we observe some en-
tries aij of a large matrix A ∈ Rm×n, with ij ranging over some small index
set I, and wish to to recover A (i.e. fill in the missing entries). A classic
approach is to penalize the nuclear norm, leading to the problem

min
X

1
2

∑
ij∈I
‖Xij − aij‖2 + ‖X‖∗.

Compare this formulation to the smooth factorization approach.

3.1 Proximal Gradient Method

Consider the problem

min
x
f(x) = g(x) + h(x),

with g, h convex and g a β-smooth map. Analogously to steepest descent,
we can design an iterative method by minimizing a simple upper bound
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obtained from g:

x+ = argmin
y

g(x) + 〈∇g(x), y − x〉+
β

2
‖y − x‖2 + h(y)

= argmin
y

1

2
‖y − (x− β−1∇g(x))‖2 + h(y)

Minimizing the sum of h(y) and a small quadratic can be viewed as an
atomic operation.

Definition 3.6 (Proximity Operator). For a convex function h(y) : Rn →
R ∪∞, define the proximity operator proxαh : Rn → Rn by

prox
γh

(z) = argmin
x

1

2γ
‖x− z‖2 + h(x).

Note that the optimization problem defining proxγh is strongly convex,
so the solution is unique. The iteration for x+ can therefore be written more
compactly as

x+ = prox
β−1g

(x− β−1∇g(x)).

To analyze this algorithm, we introduce the proximal gradient map

Gt(x) :=
1

t
(x− proxth(x− t∇g(x))) ,

which behaves similarly to the gradient of a smooth function. For example,
the proximal gradient iteration is written

x+ = x− β−1Gβ−1(x).

Theorem 3.7. Suppose that f is β-smooth and α-convex, where α can be 0,
and define x+ := proxtg(x− t∇f(x), and assume that g is convex. Assume
now that g is α2-convex, where α2 can also be 0. Then we have

f(y) ≥ f(x+)+(1+tα2)〈Gt(x), y−x〉+t
(

1− βt+ α2t

2

)
‖Gt(x)‖2+

α+ α2

2
‖y−x‖2.
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Proof.

f(x+) = h(x− tGt(x)) + g(x+)

≤ h(x)− t 〈∇h(x), Gt(x)〉+
βt2

2
‖Gt(x)‖2 + g(x+)

≤ h(y) + 〈x− y,∇h(x)〉 − α

2
‖y − x‖2 − t 〈∇f(x), Gt(x)〉+

βt2

2
‖Gt(x)‖2 + g(x+)

= h(y) +
〈
x+ − y,∇h(x)

〉
− α

2
‖y − x‖2 +

βt2

2
‖Gt(x)‖2 + g(x+)

≤ h(y) +
〈
x+ − y,∇h(x)

〉
− α

2
‖y − x‖2 +

βt2

2
‖Gt(x)‖2

+ g(y) + 〈Gt(x)−∇h(x), x+ − y〉 − α2

2
‖y − x+‖2

≤ h(y) +
〈
x+ − y,Gt(x)

〉
− α

2
‖y − x‖2 +

βt2

2
‖Gt(x)‖2 + g(y)− α2

2
‖y − x+‖2

= f(y)− 〈y − x,Gt(x)〉 − α

2
‖y − x‖2 −

〈
x− x+, Gt(x)

〉
+
βt2

2
‖Gt(x)‖2 − α2

2
‖y − x+‖2

= f(y)− 〈y − x,Gt(x)〉 − α

2
‖y − x‖2 −

(
t− βt2

2

)
‖Gt(x)‖2 − α2

2
‖y − x+‖2

≤ f(y)− (1 + tα2) 〈y − x,Gt(x)〉 − α+ α2

2
‖y − x‖2 −

(
t− t2β + α2

2

)
‖Gt(x)‖2.

Remarks:

1. If α = α2 = 0, taking t = 1
β and y = x, we have

f(x+) ≤ f(x)− 1

2β
‖Gt(x)‖2.

2. Letting y = x∗ and t = 1
β+α2

, we have

0 ≥ f(x+)− f(x∗) + 〈Gt(x), x∗ − x〉+ 1

2t
‖Gt(x)‖2 +

α+ α2

2
‖x∗ − x‖2

and in particular

〈Gt(x), x− x∗〉 ≥ 1

2t
‖Gt(x)‖2 +

α+ α2

2
‖x∗ − x‖2

Rate for convex problems: The proximal gradient method with 1
β step

satisfies

h(xk)− h(x∗) ≤ β

2k
‖x1 − x∗‖2.
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The key inequality is

h(xk+1)−h(x∗) ≤ −〈Gt(x), x∗−xk〉−
1

2β
‖Gt(xk)‖2 ≤

β

2

(
‖xk − x∗‖2 − ‖xk+1 − x∗‖2

)
.

The right inequality is an easy homework problem.

Rate for strongly convex problems: If in addition f is α-convex, and
g is α2-convex, then

h(xk+1 − h(x∗) ≤ β + α2

2

(
1− α+ α2

β + α2

)k
‖x1 − x∗‖2

and

‖xk+1 − x∗‖2 ≤
(

1− α+ α2

β + α2

)k
‖x1 − x∗‖2.

Proof :

‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − 2t 〈Gt(xk), xk − x∗〉+ t2‖Gt(xk)‖2

≤ ‖xk − x∗‖2 − 2t

(
t

2
‖Gt(xk)‖2 +

α+ α2

2
‖xk − x∗‖2

)
+ t2‖Gt(xk)‖2

= ‖xk − x∗‖2 −
α+ α2

β + α2
‖xk − x∗‖2

Second line from remark, third line combining terms and using t = 1
β+α2

.
First inequality follows from trivial bound of function values by iterates
above.



Chapter 4

Convexity

Algorithms for minimizing smooth convex functions rely heavily on basic
results of mathematical analysis, summarized in Section 1.5. Much in the
same way, algorithms for nonsmooth convex optimization are based on a
mathematical field, called convex analysis. This chapter is devoted to de-
veloping the main results of this subject.

4.1 Basic convex geometry

Convex analysis is a study of convex functions. At its core, however, convex
analysis is based on the geometry of convex sets – the content of this section.
Recall for any two points x, y ∈ E, the closed line segment joining x and y
is

[x, y] := {λx+ (1− λ)y : 0 ≤ λ ≤ 1}.

A set Q ⊆ Rn is convex if for any two points x, y ∈ Q, the line segment
[x, y] is also contained in Q. Recall also the definition of the unit simplex:

∆n =

{
x ∈ Rn :

n∑
i=1

xi = 1, x ≥ 0

}
.

We say that a point x is a convex combination of points x1, . . . , xk ∈ E if it
can be written as x =

∑k
i=1 λixi for some λ ∈ ∆n.

Exercise 4.1. Show that a set Q ⊂ E is convex if and only if any convex
combination of points x1, . . . , xt ∈ Q lies in Q for any integer t ≥ 1.

Convexity is very stable property, being preserved under a variety of
operations.

Exercise 4.2. Prove the following statements.

63
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1. (Pointwise sum) For any two convex sets Q1, Q2 ⊂ E, the sum

Q1 +Q2 := {x+ y : x ∈ Q1, y ∈ Q2}

is convex.

2. (Intersection) The intersection
⋂
i∈I Qi of any convex sets Qi, in-

dexed by an arbitrary set I, is convex.

3. (Linear image/preimage) For any convex sets Q ⊂ E and L ∈ Y
and linear maps A : E → Y and H : Y → E, the image AQ and the
preimage H−1L are convex sets.

The convex hull of a set Q ⊆ E, denoted conv (Q) is the intersection of
all convex sets containing Q. The following shows that equivalently conv (Q)
is the set of all convex combinations of points in Q.

Exercise 4.3. For any set Q ⊂ E, prove the equality:

conv(Q) =

{
k∑
i=1

λixi : k ∈ N+, x1, . . . , xk ∈ Q, λ ∈ ∆k

}
. (4.1)

The following theorem shows that in the description (4.1), it is sufficient
to take k ≤ n+ 1.

Theorem 4.4 (Carathéodory). Consider a set Q ⊂ E. Then for any point
x ∈ conv(Q), there exist points x1, . . . , xn+1 ∈ Q along with weights λ ∈
∆n+1 satisfying x =

∑n+1
i=1 λixi.

Proof. Since x belongs to conv(Q), we may write x =
∑k

i=1 λixi for some
integer k, points x1, . . . , xk ∈ Q, and multipliers λ ∈ ∆k. If the inequality
k ≤ n + 1 holds, then there is nothing to prove. Hence suppose k ≥ n + 2.
Then the vectors

x2 − x1, . . . , xk − x1

are linearly dependent. That is there exists numbers µi for i = 2, . . . , k not
all zero and satisfying 0 =

∑k
i=2 µi(xi − x1) =

∑k
i=2 µixi − (

∑k
i=2 µi)x1.

Defining µ1 := −
∑k

i=2 µi, we deduce
∑k

i=1 µixi = 0 and
∑k

i=1 µi = 0. Then
for any real number α we obtain the equalities

x =

k∑
i=1

λixi − α
k∑
i=1

µixi =

k∑
i=1

(λi − αµi)xi

and
k∑
i=1

(λi − αµi) = 1.
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We will now choose α so that all the coefficients λi − αµi are nonnegative
and at least one of them is zero. Indeed, simply choose an index i∗ ∈
argmini{λi/µi : µi > 0}. Hence x is a convex combination of k − 1 points,
as the coefficient λi∗ − αµi∗ is zero. Continuing this process, we will obtain
a description of x as a convex combination of k ≤ n+ 1 points. The result
follows.

Often, convex sets have empty interior. On the other hand, we will now
see that any nonempty convex set has nonempty interior relative to the
smallest affine subspace containing the convex set. To make this observa-
tion precise, let us introduce the following definitions. The affine hull of a
convex set Q, denoted aff Q, is the intersection of all affine sets containing
Q. Clearly, aff Q is itself an affine set. The relative interior of Q, denoted
riQ, is the interior of Q relative to aff Q, that is

riQ := {x ∈ Q : ∃ε > 0 s.t. (aff Q) ∩Bε(x) ⊆ Q}.

The relative boundary of Q , denoted rbQ, is then defined by rbQ := Q \
(riQ).

Theorem 4.5 (Relative interior is nonempty). For any nonempty convex
set Q ⊂ E, the relative interior riQ is nonempty.

Proof. Without loss of generality, we may translate Q to contain the ori-
gin. Let d be the dimension of the linear subspace aff Q. Observe that Q
must contain some d linearly independent vectors x1, . . . , xd, since other-
wise aff Q would have a smaller dimension than d. Consider the linear map
A : Rd → aff Q, given by A(λ1, . . . , λd) =

∑d
i=1 λixi. Since the range of A

contains x1, . . . , xd, the map A is surjective. Hence A is a linear isomor-
phism. Consequently A maps the open set

Ω :=

{
λ ∈ Rd : λi > 0 for all i,

d∑
i=1

λi < 1

}
to an open subset of aff Q. Note for any x ∈ Ω, we can write Ax =∑d

i=1 λixi + (1 −
∑d

i=1 λi) · 0. Hence, convexity of Q implies A(Ω) ⊂ Q,
thereby proving the claim.

The following is a useful topological property of convex sets.

Theorem 4.6 (Accessibility). Consider a convex set Q and two points x ∈
riQ and y ∈ clQ. Then the line segment [x, y) is contained in riQ.

Proof. Without loss of generality, we may suppose that the affine hull of Q
is all of E. Then since x lies in the interior of Q, there is ε > 0 satisfying
Bε(x) ⊂ Q. Define the set Λ := {λz + (1 − λ)y : z ∈ Bε(x), λ ∈ (0, 1)}.
Since Q is convex, Λ is an open set satisfying [x, y) ⊂ Λ ⊂ Q. The result
follows.
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Corollary 4.7. For any nonempty convex set Q in E, we have cl (riQ) =
clQ.

Proof. The inclusion riQ ⊆ Q immediately implies cl (riQ) ⊆ clQ. Con-
versely, fix a point y ∈ clQ. Since riQ is nonempty by Theorem 4.5, we
may also choose a point x ∈ riQ. Theorem 4.6 then immediately implies
y ∈ cl [x, y) ⊆ cl (riQ). Since y ∈ clQ is arbitrary, we have established the
equality cl (riQ) = clQ.

4.1.1 Separation theorem

A foundational result of convex geometry shows that there are two ways to
think about a closed convex set Q. Tautologically Q is simply a collection
of points. On the other hand, we will show in this section that Q coincides
with the intersection of all half-spaces containing Q. Such a description of
Q is often called a dual representation of Q.

We begin with the following basic definitions. Along with any set Q ⊂ E
we define the distance function

distQ(y) := inf
x∈Q
‖x− y‖

and the projection

projQ(y) := {x ∈ Q : distQ(y) = ‖x− y‖}.

Thus projQ(y) consists of all the nearest points of Q to y.

Exercise 4.8. Show that for any nonempty setQ ⊆ E, the function distQ : E→
R is 1-Lipschitz.

If Q is closed, then the nearest-point set projQ(y) is nonempty for any
y ∈ E. To see this, fix a point x̄ ∈ Q and set r := ‖y − x̄‖. Then by the
extreme value theorem, the function x 7→ ‖x− y‖ attains its minimum over
the nonempty compact set Q ∩ Br(y). A bit of thought shows that this
minimizer must lie in projQ(y). When Q is convex, the set projQ(y) is not
only nonempty, but is also a singleton.

Theorem 4.9 (Properties of the projection). For any nonempty, closed,
convex set Q ⊂ E, the set projQ(y) is a singleton, and the unique vector
z ∈ projQ(y) is characterized by the property

〈y − z, x− z〉 ≤ 0 for all x ∈ Q. (4.2)

Proof. Let Q be a nonempty, closed, convex set. Fix a point y ∈ E and set
r := distQ(y). If r = 0, the theorem holds trivially; hence, we may suppose
y /∈ Q.
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The claim that any point z satisfying (4.2) lies in projQ(y) is an easy
exercise. We therefore prove the converse. Since Q is closed, the set projQ(y)
is nonempty. Fix a point z ∈ projQ(y) and define

H := {x ∈ E : 〈y − z, x− z〉 > 0}.

We will show H ∩ Q = ∅. Indeed, for the sake of contradiction, suppose
there is a point x ∈ H ∩ Q. Then convexity of Q implies [x, z] ⊂ Q, while
the definition of H shows that the segment [x, z) intersects the open ball
Br(y), thereby contradicting the inclusion z ∈ projQ(y). We conclude that
(4.2) holds. To see that projQ(y) is a singleton, consider another point
z′ ∈ projQ(y). Then clearly z′ lies in the intersection (clBr(y)) ∩ (E \H).
The definition of H on the other hand, implies that this intersection is the
singleton {z}.

The following is a fundamental property of convex sets, which we will
often use.

Theorem 4.10 (Strict separation). Consider a closed convex set Q ⊂ E
and a point y /∈ Q. Then there is nonzero vector a ∈ E and a number b ∈ R
satisfying

〈a, x〉 ≤ b < 〈a, y〉 for any x ∈ Q.

Proof. Define the nonzero vector a := y − projQ(y). Then for any x ∈ Q,
the condition (4.2) yields the inequalitites

〈a, x〉 ≤ 〈a,projQ(y)〉 = 〈a, y〉 − ‖a‖2 < 〈a, y〉,

as claimed.

In particular, one can now establish the following “dual description” of
convex sets, alluded to in the beginning of the section.

Exercise 4.11. Given a nonempty set Q ⊂ E, define

FQ := {(a, b) ∈ E×R : 〈a, x〉 ≤ b for all x ∈ Q} .

Prove the equality

cl convQ =
⋂

(a,b)∈FQ

{x ∈ E : 〈a, x〉 ≤ b}

for any nonempty set Q ⊂ E.
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4.1.2 Cones and polarity

A particularly nice class of convex sets consists of those that are positively
homogeneous. A set K ⊆ E is called a cone if the inclusion λK ⊂ K holds
for any λ ≥ 0. For example, the nonnegative orthant Rn

+ and the set of
positive semidefinite matrices Sn+ are closed convex cones.

Exercise 4.12. Show that a set K ⊂ E is a convex cone if and only if for
any two points x, y ∈ K and numbers λ, µ ≥ 0 the point λx+ µy lies in K.

Exercise 4.13. Prove for any convex cone K ⊂ E the equality aff (K) =
K −K.

Convex cones behave similarly to linear subspaces. In particular, the
following operation is an analogue for cones of taking the orthogonal com-
plement of a linear subspace. For any cone K ⊂ E, the polar cone is the
set

K◦ := {v ∈ E : 〈v, x〉 ≤ 0 for all x ∈ K}.

Thus K◦ consists of all vectors v that make an obtuse angle with every
vector x ∈ K. For example, the reader should convince themselves of the
equalities, (Rn

+)◦ = Rn
− and (Sn+)◦ = Sn−.

Exercise 4.14 (Double-polar theorem). For any cone K, prove the equality
(K◦)◦ = cl convK. (Hint: use separation (Theorem 4.10))

Classically, the orthogonal complement to a sum of linear subspaces in
the intersection of the orthogonal complements. In much the same way, the
polarity operation satisfies “calculus rules”.

Theorem 4.15 (Polarity calculus). For any linear mapping A : E→ Y and
a cone K ⊂ Y, the chain rule holds

(AK)◦ = (A∗)−1K◦.

In particular, for any two cones K1,K2 ⊂ E, the sum rule holds:

(K1 +K2)◦ = K◦1 ∩K◦2

Proof. Observe the equivalence

y ∈ (AK)◦ ⇐⇒ 〈Ax, y〉 ≤ 0 for all x ∈ K
⇐⇒ 〈x,A∗y〉 ≤ 0 for all x ∈ K
⇐⇒ y ∈ (A∗)−1K◦.

This establishes the first equality. The sum rule follows by applying the chain
rule to the expression A(K1 ×K2) with the mapping A(x, y) := x+ y.
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A natural question is how to define a useful notion of polarity for general
sets, i.e. those that are not cones. The answer is based on “homogenizing”
the set and the applying the polarity operation for cones. Consider a set
Q ⊂ E and let K be the cone generated by Q× {1} ⊂ E×R. That is

K = {(λx, λ) ∈ E×R : x ∈ E, λ ≥ 0}.

It is then natural to define the polar set as

Q◦ := {x ∈ E : (x,−1) ∈ K◦}.

Unraveling the definitions, the following algebraic description of the polar
appears.

Exercise 4.16. Show for any set Q ⊂ E, the equality

Q◦ = {v ∈ E : 〈v, x〉 ≤ 1 for all x ∈ Q}.

Notice that if Q is a cone, than the above definition of the polar coincides
with the definition of the polar we have given for cones. The following is a
direct analogue of Theorem 4.14

Exercise 4.17 (Double polar). For any set Q ⊂ E containing the origin,
we have

(Q◦)◦ = cl convQ.

4.1.3 Tangents and normals

As we have seen, a principal technique of smooth minimization is to form
first-order approximations of the underlying function. Let us look at this
idea more broadly, by constructing first-order approximations of sets.

Consider a set Q ⊂ E and a point x̄ ∈ Q. Intuitively, we should think of
a first order approximation to Q at x̄ as the set of all limits of rays R+(xi−x̄)
over all possible sequences xi ∈ Q tending to x̄. With this in mind, define
the tangent cone to Q at x̄ by

TQ(x̄) :=

{
lim
i→∞

xi − x̄
τi

: xi → x̄ in Q, τi ↘ 0

}
.

The reader should convince themselves that TQ(x̄) is a closed convex cone.
Whenever Q is convex, this definition simplifies drastically.

Exercise 4.18. Show for any convex set Q ⊂ E and a point x̄ ∈ Q the
equality:

TQ(x̄) = cl R+(Q− x̄) := cl {λ(x− x̄) : λ ≥ 0, x ∈ Q}.
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Tangency has to do with directions pointing into the set. Alternatively,
we can also think dually of outward normal vectors to a set Q at x̄ ∈ Q.
Geometrically, it is intuitive to call a vector v an (outward) normal to Q at
x̄ if Q is full contained in the half-space {x ∈ E : 〈v, x − x̄〉 ≤ 0} up to a
first-order error. More precisely, the normal cone to a set Q ⊂ E at a point
x̄ ∈ Q is defined by

NQ(x̄) := {v ∈ E : 〈v, x− x̄〉 ≤ o(‖x− x̄‖) as x→ x̄ in Q}.

The reader should convince themselves that NQ(x̄) is a closed convex cone.

Again, when Q is convex, the definition simplifies.

Exercise 4.19. Show for any convex set Q ⊂ E and a point x̄ ∈ Q the
equality,

NQ(x̄) = {v ∈ E : 〈v, x− x̄〉 ≤ 0 for all x ∈ Q}

and the polarity correspondence

NQ(x̄) = (TQ(x̄))◦.

Thus the o(‖x−x̄‖) error in the definition of the normal cone is irrelevant
for convex set. That is, every vector v ∈ NQ(x̄) truly makes an obtuse angle
with any direction x− x̄ for x ∈ Q.

Exercise 4.20. Prove that the following are equivalent for any convex set
Q and a point x̄ ∈ Q:

1. v lies in NQ(x̄),

2. v lies in (TQ(x̄))◦,

3. x̄ lies in argmaxx∈Q〈v, x〉.

4. equality projQ(x̄+ λv) = x̄ holds for all λ ≥ 0,

5. equality projQ(x̄+ λv) = x̄ holds for some λ > 0.

Exercise 4.21. Show for any convex cone K and a point x ∈ K, the equality

NK(x) = K◦ ∩ x⊥.

Exercise 4.22. Show for any convex set Q and a point x ∈ K, the equiva-
lence

x ∈ intQ ⇐⇒ NQ(x) = {0}.
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4.2 Convex functions: basic operations and conti-
nuity

We next move on to convex analysis – the study of convex functions. We will
consider functions f mapping E to the extended-real-line R := R ∪ {±∞}.
To be completely precise, some care must be taken when working with ±∞.
In particular, we set 0 · ±∞ = 0 and avoid expressions (+∞) + (−∞). A
function f : E → R is called proper if it never takes the value −∞ and is
not identically equal to +∞.

Given a function f : E→ R, the domain of f and the epigraph of f are

dom f := {x ∈ E : f(x) < +∞},
epi f := {(x, r) ∈ E× R : f(x) ≤ r},

respectively. Thus dom f consists of all point x a which f is finite or eval-
uates to −∞. The epigraph epi f is simply the set above the graph of the
function. Much of convex analysis proceeds by studying convex geometric
properties of epigraphs.

Recall that a function f : E→ R is convex if epi f is a convex set in E×R.
Equivalently, a proper function f is convex if and only if the inequality

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)

holds for all x, y ∈ E and λ ∈ (0, 1).

Exercise 4.23 (Jensen’s Inequality). Show that a proper functions f : E→
R is convex if and only if we have f(

∑k
i=1 λixi) ≤

∑k
i=1 λif(xi) for any

integer k ∈ N, points x1, . . . , xk ∈ E, and weights λ ∈ ∆k.

Exercise 4.24. Let f : E → R be a convex function. Show that if there
exists a point x ∈ ri (dom f) with f(x) finite, then f must be proper.

We will call a function f : E → R closed or lower-semi-continuous if
epi f is a closed set.

Exercise 4.25. Show that f : E→ R is closed if and only if the inequality

liminf
y→x

f(y) ≥ f(x) holds for any x ∈ E.

Consider a function f : E→ R. It is easy to check that the set cl (epi f))
is itself an epigraph of some closed function. We call this function the closed
envelope of f and denote it by cl f . Similarly, conv (epi f)) is itself an epi-
graph of some closed function. We call this function the convex envelope of f
and denote it by cof . Combining the two operations, yields the close closed
convex envelope of f , which we denote by co f = cl (co(f)). Though this
description is geometrically pleasing, it is not convenient for computation.
A better description arises from considering minorants. Given two functions
f and g on E, we say that g is a minorant of f if it satisfies g(y) ≤ f(y) for
all y ∈ E.
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Exercise 4.26. Given a proper function f : E→ R, show the equalities

(co f)(x) = sup{g(x) : g : E→ R is a closed convex minorant of f}
= sup{g(x) : g : E→ R is an affine minorant of f}.

Just like is it often easier to work with convex cones than with convex
sets, it is often easier to work function whose epigraphs are convex cones.
We say that f : E→ R is sublinear if its epigraph, epi f , is a convex cone.

Exercise 4.27. Let g : E→ R be a proper function.

1. Show that g is sublinear if and only if f(λx+µy) ≤ λf(x) +µf(y) for
all x, y ∈ E and λ, µ ≥ 0.

2. Show that if g is sublinear, then cl g is the support function of the set

Q = {x : 〈x, y〉 ≤ g(y) ∀y ∈ E}.

There are a number of convex functions that naturally arise from convex
sets. Given a set Q ⊆ E, define its indicator function

δQ(x) =

{
0, x ∈ Q
+∞, x /∈ Q

,

its support function
δ?Q(v) = max

x∈Q
〈v, x〉,

and its gauge function

γQ(x) = inf{λ ≥ 0: x ∈ λQ}.

Notice that support functions and gauges are sublinear. Conversely, by Ex-
ercise 4.27 closed sublinear functions are support functions. The notation
δ?Q(v) may seem strange at first, since it is not clear what the support func-
tion δ?Q(v) has to do with the indication function δQ(x). The notation will
make sense shortly, in light of Fenchel conjugacy (Section 4.3).

Exercise 4.28. Show that if Q is convex, then δQ, δ?Q, distQ and γQ are all
convex.

Exercise 4.29. Show that for any closed, convex setQ containing the origin,
we have γQ(x) = δ?Q◦(x).

Convexity is preserved under a variety of operations.

1. (Monotone convex composition) If f : E → R is convex, and
ϕ : R→ R is convex and nondecreasing, then the composition ϕ ◦ f is
convex.
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2. (Finite sums) If f1, f2 : E→ R are proper and convex, then th sum
f1 + f2 is convex.

3. (Affine composition) More generally, if A : E → Y is a linear map
and f : E → R is a proper convex functions, then the composition
g(x) := f(Ax) is convex.

4. (Pointwise max) If fi(x) is convex, for each i in an arbitrary index
I, then f(x) := maxi∈I fi(x) is also convex. Indeed, the reader should
verify the relationship epi f =

⋂
i∈I epi fi.

5. (Lower envelope) Consider a convex set Q ⊂ E×R and define the
lower envelope

f(x) := inf{r : (x, r) ∈ Q}.

To see that f is convex, it suffices to observe epi f = Q+ ({0} ×R+).

6. (Infimal Convolution) The infimal convolution of two functions
f, g : E→ R is the function

(f�g)(x) = inf
y
{f(x− y) + g(y)} (4.3)

Equivalently, we may write

(f�g)(x) = inf{r : (x, r) ∈ epi f + epi g}.

Hence infimal convolution is an example of a lower envelope with Q :=
epi f + epi g. We deduce that if f and g are convex, then so is the
convolution f�g.

7. (Infimal Projection) Consider a convex function g : E × Y → R.
The function

f(x) := inf
y

g(x, y)

is called the infimal projection of g. To see that this function is convex,
write

f(x) = inf
y,r
{r : g(x, y) ≤ r}

= inf{r : ∃y with (x, y, r) ∈ epi g}
= inf{r : (x, r) ∈ π1,3(epi g)}. (4.4)

Here π1,3 is the canonical projection π1,3(x, y, r) = (x, r). Thus f is
the lower envelope generated by the convex set Q := π1,3(epi g), More
concretely, we may write

epi f = π1,3(epi g).
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We end this section with a remarkable property: convex functions are
always locally Lipschitz continuous on the relative interior of their domains.

Theorem 4.30. Let f be a proper convex function and Q a compact subset
of ri (dom f). Then f is Lipschitz continuous on Q.

Proof. Without loss of generality, by restricting to the affine hull, aff (dom f),
we can assume that dom f has nonempty interior. Choose ε > 0 satisfying
cl (Q+ εB) ⊂ int (dom f), where B is the unit ball.

Let us first establish a seemingly mild conclusion that f is bounded
on Q + εB. For the sake of contradiction, suppose there is a sequence
xi ∈ Q + εB with |f(xi)| → ∞. Appealing to compactness, we can restrict
to a subsequence and assume xi converges to some point x̄ ∈ int (dom f).
The points (xi, f(xi)) all lie in the boundary of epi f

Now there are two cases: f(xi)→ −∞ and f(xi)→ +∞. Let’s suppose
first f(xi)→ −∞. Fix a nonzero vector (v̄, ᾱ) ∈ Nepi (f)(x̄, f(x̄)), guaranteed
to exist by Exercise 4.22. By the nature of epigraphs, the inequality ᾱ ≤ 0
holds, and hence we deduce

0 ≥ 〈(v̄, ᾱ), (xi, f(xi))− (x̄, f(x̄))〉 = 〈v̄, xi − x̄〉+ ᾱ(f(xi)− f(x̄)).

Letting i → ∞ we deduce ᾱ = 0. The very definition of the normal cone
then implies v̄ ∈ Ndom f (x̄). By Exercise 4.22, this is a contradiction since
x̄ lies in the interior of dom f .

Suppose now we are in the second case, f(xi) → +∞. Choose nonzero
vectors (vi, αi) ∈ Nepi f (xi, f(xi)). Then by definition of the normal, we have

0 ≥ 〈(vi, αi), (x, f(x))− (xi, f(xi)〉 = 〈vi, x− xi〉+ αi(f(x)− f(xi))

for all x ∈ dom f . Note if vi is zero, then f(xi) is a global minimizer of f ,
which is impossible for all large i, since f(xi)→ +∞. Therefore, restricting
to a subsequence, we may assume vi 6= 0 for all i. Moreover, rescaling (vi, αi)
we may assume ‖vi‖ = 1 and that vi converge to some nonzero vector v̄.
Letting i tend to infinity in the inequality above yields αi → 0 and the
inequality becomes

〈v̄, x− x̄〉 ≤ limsup
i→∞

αif(xi).

Setting x = x̄, we deduce limsupi→∞ αif(xi) = 0. Hence v̄ ∈ Ndom f (x̄), but
this is impossible since x̄ is in the interior of dom f , yielding a contradiction.
Thus, we have proved that f is bounded on Q+ εB.

Let α1 and α2 be the lower and upper bounds on f in Q + εB. Fix
arbitrary points x, y ∈ Q and define z := y + ε

‖y−x‖(y − x). By definition, z

lies in Q + εB and we have y = (1 − λ)x + λz for λ := ‖y−x‖
ε+‖y−x‖ . Since f is

convex, we deduce

f(y) ≤ (1− λ)f(x) + λf(z) = f(x) + λ(f(z)− f(x)).
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and therefore

f(y)− f(x) ≤ λ(α2 − α1) ≤ (α2 − α1)

ε
‖y − x‖.

Since x and y are arbitrary points in Q, we have shown that f is Lipschitz
continuous on Q, as claimed.

In contrast, convex functions can behave very poorly on the relative
boundary of their domains. For example the function f : R2 → R given by

15 down vote accepted A simpler solution for aligning fractions is to let
TeX decide what space to add:

f(x, y) =


y2

x if x > 0

0 if (x, y) = (0, 0)

+∞ otherwise

. (4.5)

is closed and convex, but is not continuous at the origin relative to its
domain. See the graph below.

Figure 4.1: Plot of the function f(x, y) in equation (4.5).

4.3 The Fenchel conjugate

In convex geometry, one could associate with any convex cone its polar.
Convex analysis takes this idea much further through a new operation on
functions, called Fenchel conjugacy.

Definition 4.31. For a function f : E → R, define the Fenchel conjugate
function f? : E→ R by

f?(y) = sup
x∈E
{〈y, x〉 − f(x)}

This operation arises naturally from epigraphical geometry. Indeed, from
the very definition of the Fenchel conjugate, observe that the epigraph,
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epi f?, consists of all pairs (y, r) satisfying f(x) ≥ 〈y, x〉 − r for all points x.
Thus epi f? encodes all affine minorants x 7→ 〈y, x〉 − r of f . An alternate
insightful interpretation is through the support function to the epigraph.
Observe

f?(y) = sup
x∈E
{〈(y,−1), (x, f(x))〉}

= sup
(x,r)∈epi f

{〈(y,−1), (x, r)〉}

= δ?epi f (y,−1).

Thus the conjugate f?(y) is exactly the support function of epi f evaluated
at (y,−1). Since the support function is sublinear, the appearance of −1 in
the last coordinate simply serves as a normalization constant.

Let us look at some examples. First, it is clear that the Fenchel conjugate
of the indicator function δQ is exactly the support function of Q, thereby
explaining the notation δ?Q for the latter. For the function f(x) = 1

2‖x‖
2,

we have f?(y) = 1
2‖y‖

2. Thus 1
2‖ · ‖

2 is self-conjugate. For the exponential
function f(x) = ex, the reader should verify the formula

f?(y) =


y log(y)− y, if y > 0
0, if y = 0
∞, if y < 0

.

If f is the quadratic f(x) = 1
2〈Ax, x〉 with A � 0, then f?(y) = 1

2〈A
−1y, y〉.

Let us next see what happens when the conjugacy operation is applied
twice f?? := (f?)?. Let us look first at the simplest example of an affine
function.

Exercise 4.32. Show that for any affine function f(x) = 〈a, x〉+ b, we have
f∗(y) = −b+ δ{a}(y). Deduce the equality f?? = f .

We will also use the following elementary observation.

Exercise 4.33. For any function g : E×Y → R, we have

sup
y

inf
x

g(x, y) ≤ inf
x

sup
y

g(x, y).

We can now prove the main theorem of this section.

Theorem 4.34 (Biconjugacy). For any proper convex function f : E→ R,
equality f?? = cof holds.
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Proof. We begin by successively deducing:

(f?)?(x) = sup
y
{〈x, y〉 − f?(y)}

= sup
y
{〈x, y〉 − sup

z
{〈z, y〉 − f(z)}}

= sup
y

inf
z
{〈y, x− z〉+ f(z)}

≤ inf
z

sup
y
{〈y, x− z〉+ f(z)}

= inf
z

{
+∞ x 6= z
f(z) x = z

= f(x).

The inequality in the fourth line is immediate from Exercise 4.33.
Thus we have established f?? ≤ f . Notice that f?? is by definition closed

and convex. Hence we deduce from Exercise 4.26, the inequality f?? ≤ cof .
To complete the proof, let g(x) = 〈a, x〉 + b be any lower affine minorant
of f . By the definition of the conjugate, we see that conjugacy is order
reversing and hence g? ≥ f?. Taking into account Exercise 4.32 then yields
g = (g?)? ≤ (f?)? ≤ f . Taking the supremum over all affine minorants g of
f yields cof ≤ f??, thereby completing the proof.

The biconjugacy theorem incorporates many duality ideas we have al-
ready seen in convex geometry. For example, let K be a nonempty cone. It
is immediate from the definition of conjugacy that δ?K = δK◦ . Consequently,
Theorem 4.34 shows

δcl convK = co(δK) = (δK)?? = δ?K◦ = δK◦◦ .

Hence we deduce K◦◦ = cl convK. This is exactly the conclusion of Exer-
cise 4.14.

Exercise 4.35. Show the following.

1. If f, g : En → R are closed proper convex functions, then equalities
hold:

(f�g)? = f? + g? and (f + g)? = cl (f?�g?).

2. Let f : Y → R be a proper closed convex function and A : E → Y
a linear map. Define the composition g(x) = f(Ax). Then assuming
dom g 6= ∅, the conjugate g? is the closed envelope of the function
y 7→ infx{f?(x) : A∗x = y}.

3. Fix a function f : E×Y → R and define the function g(y) := infx f(x, y).
Prove the equality g?(w) = F ?(0, w).
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4.4 Differential properties

We next turn to differential properties of convex functions.

Definition 4.36 (Subgradients and the Subdifferential). Consider a convex
function f : E → R and a point x ∈ E, with f(x) finite. Then v ∈ E is
called a subgradient of f at x if the inequality

f(y) ≥ f(x) + 〈v, y − x〉 holds for all y ∈ E.

The set of all subgradients v of f at x is called the subdifferential and is
denoted by ∂f(x).

In words, for fixed x, a subgradient v ∈ ∂f(x) has the property that the
linear functional y 7→ f(x) + 〈v, x− y〉 globally minorizes f . The connection
of subdifferentials to epigraphical geometry becomes clear by noting

v ∈ ∂f(x) ⇐⇒ (v,−1) ∈ Nepi f (x, f(x)).

The subdiffernetial ∂f(x) is always a closed convex set. Given a convex set
Q ⊂ E, observe the equality ∂δQ(x) = NQ(x). Hence the normal cone is an
example of a subdifferential.

Exercise 4.37. Show that if f : E → R is convex and differentiable at a
point x, then equality ∂f(x) = {∇f(x)} holds.

Exercise 4.38 (Existence of subgradients). Consider a proper convex func-
tion f : E→ R. Use Theorem 4.30 to show that for any point x ∈ ri dom f ,
the subdifferential ∂f(x) is nonempty.

Just like for smooth convex functions, the gradient characterizes global
minima, so does the subdifferential for nonsmooth convex functions.

Proposition 4.39. Consider a convex function f : E → R and a point x
with f(x) finite. Then the following are equivalent:

1. x is a global minimizer of f

2. x is a local minimizer of f

3. 0 ∈ ∂f(x)

Proof. The implication 3⇒ 1⇒ 2 is immediate. We argue next the remain-
ing implication 2 ⇒ 3. Suppose x is a local minimizer and fix an arbitrary
point y. It is easy to see that f must be proper. For any λ ∈ [0, 1] convexity
implies

f(λy + (1− λ)x) ≤ λf(y) + (1− λ)f(x).

For λ sufficiently small, the left-hand-side is lower bounded by f(x). Rear-
ranging, we deduce f(y) ≥ f(x) and the result follows.
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The following is a very useful property relating conjugates and subdif-
ferentials.

Theorem 4.40 (Fenchel-Young Inequality). Consider a convex function
f : E→ R. Then for any points x, y ∈ E, the inequality

f(x) + f?(y) ≥ 〈x, y〉 holds,

while equality holds if and only if y ∈ ∂f(x).

Proof. Observe

f∗(y) = sup
z
{〈z, y〉 − f(z)} ≥ 〈x, y〉 − f(x),

establishing the claimed inequality. Next observe the inclusion y ∈ ∂f(x)
holds if and only if f(z) ≥ f(x) + 〈y, z−x〉 for all z, or equivalently 〈y, x〉−
f(x) ≥ 〈y, z〉 − f(z) for all z. Taking supremum over z, this amounts to

〈y, x〉 − f(x) ≥ sup
z
{〈y, z〉 − f(z)} ≡ f?(y).

This is the reverse direction in the inequality.

A crucial consequence of the Fenchel-Young inequality is that the con-
jugacy operation acts as an inverse on the level of subdifferentials.

Corollary 4.41. Suppose f : E→ R is proper, closed, and convex. Then

y ∈ ∂f(x) ⇐⇒ x ∈ ∂f?(y).

Proof. From Theorem 4.40, we deduce y ∈ ∂f(x) if and only if

〈x, y〉 = f(x) + f?(y).

On the other hand by Theorem 4.34, we have f(x)+f?(y) = (f?)?(x)+f∗(y).
Applying Theorem 4.40 again we deduce y ∈ ∂f(x) if and only if x ∈
∂f∗(y).

When f is a smooth function, then the directional derivative of f at x
in direction y, is simply the inner product 〈∇f(x), y〉. We next investigate
the relationship between the directional derivative and the subdifferential
for nonsmooth convex functions.

Definition 4.42 (Directional derivative). Let f : E → R be a convex
function and fix a point x with f(x) finite. The directional derivative of f
at x in direction y is defined by

f ′(x, y) := lim
t↓0

f(x+ ty)− f(x)

t
,

provided the limit exists.
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The limit in the definition of the directional derivative always exists.

Theorem 4.43. Suppose f : E → R is convex and fix a point x with f(x)

finite. Then for any point y, the quotients f(x+ty)−f(x)
t are nondecreasing in

t, and therefore f ′(x, y) exists.

Proof. Fix any reals λ̂, λ satisfying 0 < λ̂ < λ. Observe

f(x+ λ̂y)− f(x)

λ̂
=
f
((

λ−λ̂
λ

)
x+ λ̂

λ(x+ λy)
)
− f(x)

λ̂

≤
λ−λ̂
λ f(x) + λ̂

λf(x+ λy)− f(x)

λ̂

=
f(x+ λy)− f(x)

λ

The result follows.

The function f ′(x, ·) : Rn → R with y 7→ f ′(x, y) is convex and positively
homogeneous (hence sublinear), but f ′(x, ·) may fail to be closed. Think for
example of the direction derivative of the indicator δB(0,1) at x = (0, 1).
The following theorem shows that the directional derivative f ′(x, ·) (up to
closure) is precisely the support function of the subdifferential ∂f(x).

Theorem 4.44. Consider a proper convex function f : E → R and fix a
point x̄ ∈ dom f . Then cl f ′(x, ·) is precisely the support function of the
subdifferential ∂f(x).

Proof. Observe for for all v ∈ ∂f(x) and y ∈ Rn the inequality

f(x+ ty) ≥ f(x) + t〈v, y〉.

It follows immediately that

f ′(x, y) ≥ 〈v, y〉 for all v ∈ ∂f(x) and y ∈ E.

Conversely suppose v /∈ ∂f(x). Hence, there exists a vector z satisfying
f(x+ z) < f(x) + 〈v, z〉. Theorem 4.43 then implies

f ′(x, z) = lim
t↓0

f(x+ tz)− f(x)

t
≤ f(x+ z)− f(x)

1
< 〈v, z〉.

We thus deduce the representation

∂f(x) = {v : 〈v, y〉 ≤ f ′(x, y) for all y}.

Appealing to Exercise 4.27, the result follows.

Exercise 4.45. Let f : E → R be a proper convex function and let Q be
any open convex subset of dom f . Prove the identity

sup
x,y∈Q

|f(x)− f(y)|
‖x− y‖

= sup
x∈Q, v∈∂f(x)

‖v‖.
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4.5 Fenchel duality

The idea of duality has appeared throughout the previous sections on con-
vexity, culminating in the definition of the Fenchel conjugate. In this section,
we will consider a general class of structured optimization problems

(P ) inf
x∈E

h(Ax) + g(x),

where h : Y → R and g : E → R are proper, closed convex functions and
A : E→ Y is a linear map. This problem is called the primal. Let us define
a new convex optimization problem called the dual

(D) sup
y∈Y

− h?(y)− g?(−A∗y),

The main theorem of this section shows that under mild conditions, the op-
timal values of (P ) and (D) are equal and are attained; the latter means that
the inf and sup are really min and max. Throughout let val(P ) and val(D)
denote the optimal values of the primal and the dual problems, respectively.

The dual problem (D) arises naturally from a lower-bounding viewpoint.
Let us try to find simple lower bounds for val(P ). From the Fenchel-Young
inequality, we have

h?(Ax) + h?(y) ≥ 〈Ax, y〉 for all y ∈ Y.

Therefore any y ∈ domh? yields the lower bound

val(P ) ≥ min
x∈E
{−h?(y) + 〈Ax, y〉+ g(x)}

= −h?(y)− sup
x∈E
{〈−A∗y, x〉 − g(x)}

= −h?(y)− g?(−A∗y).

The right-hand-side is exactly the evaluation of the dual objective function
at y. Thus val(D) is the supremum over all lower-bounds on val(P ) that can
be obtained in this way. In particular, we have deduced the weak-duality
inequality

val(P ) ≥ val(D).

The goal of this section is to show that under mild conditions, equality holds.
The analysis proceeds through a perturbation argument, by embedding

our target primal problem in a larger family of optimization problems:

p(y) := min
x∈E

h(Ax+ y) + g(x).

The problem p(0) is the primal (P). The variation of the value function p(·)
will provide the means to analyze the relationship between (P) and (D).
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Let us take a step-back and consider an arbitrary convex function F : E×
Y → R and the two families of optimization problems:

p(y) := inf
x
F (x, y) and q(x) := sup

y
−F ?(x, y), (4.6)

Exercise 4.35 (part 3) yields the equality p?(y) = F ?(0, y) and therefore

p??(0) = sup
y
{〈0, y〉 − p?(y)} = sup

y
−F ?(0, y) = q(0).

We will think of p(0) and q(0) as a primal-dual pair. Equality therefore can
be understood through biconjugacy.

Theorem 4.46 (Strong duality). Suppose F : E×Y → R is proper, closed,
and convex.

(a) The inequality p(0) ≥ q(0) always holds.

(b) If p(0) is finite, then

∂p(0) = argmax
y

− F ?(0, y).

Similarly if q(0) is finite, then

∂(−q)(0) = argmin
x

F (x, 0).

(c) If 0 ∈ ri (dom p), then equality p(0) = q(0) holds and the supremum
q(0) is attained, if finite. Similarly, if 0 ∈ ri (dom (−q)), then equality
p(0) = q(0) holds and the infimum p(0) is attained, if finite.

Proof. Part (a) is immediate from the inequality p(0) ≥ p??(0). We can
next suppose p(0) is finite, since otherwise all the claimed statements are
trivially true. By definition, a vector φ satisfies φ ∈ ∂p(0) if and only if

p(0) ≤ p(y)− 〈φ, y〉 = inf
x

{
F (x, y)−

〈(
0
φ

)
,

(
x
y

)〉}
∀y.

Taking the infimum over y, we deduce φ ∈ ∂p(0) if and only if p(0) ≤
−F ?(0, φ), which in light of (a) happens if and only if φ is dual optimal.
Note moreover, existence of single subgradient φ ∈ ∂p(0) implies p(0) = q(0).
In particular, we deduce

∂p(0) = argmax
y
−F ?(0, y),

as claimed. Moreover, the condition 0 ∈ ri (dom p) along with the assump-
tion that p(0) is finite guarantees that p is proper (Exercise 4.24). Hence by
Theorem 4.38, the subdifferential ∂p(0) is nonempty, and therefore equality
p(0) = q(0) holds and the dual is attained. The symmetric argument for the
dual is completely analogous.
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Let us now interpret this theorem for the primal problem (P). Set

F (x, y) := h(Ax+ y) + g(x)

Let us compute the conjugate

F ?(x, y) = sup
z,w
{〈(z, w), (x, y)〉 − h(Az + w)− g(z)}

Making the substitution v := Az + w, we get

F ?(x, y) = sup
z,v
{〈z, x〉+ 〈v −Az, y〉 − h(v)− g(z)}

= sup
z
{〈z, x−A∗y〉 − g(z)}+ sup

v
{〈v, y〉 − h(v)}

= g?(x−A?y) + h?(y).

Thus the Fenchel dual problem (D) is exactly the problem q(0) = supy F
?(0, y).

4.6 Monotonicity

Definition 4.47. A set-valued mapping T : Rn ⇒ Rn maps x ∈ Rn to a
subset T (x) ⊆ Rn. Given T : Rn ⇒ Rn, define domain to be

dom T = {x ∈ Rn : T (x) 6= ∅}

and the graph of T to be

gph T = {(x, y) ∈ Rn × Rn : y ∈ T (x)}.

A mapping T : Rn ⇒ Rn is monotone if 〈y1 − y2, x1 − x2〉 ≥ 0 for any
x1, x2 ∈ Rn, y1 ∈ T (x1), y2 ∈ T (x2).

Example 4.48. Given a convex function f : Rn → R̄, the mapping ∂f :
Rn ⇒ Rn is a set value mapping.

Proposition 4.49. If f is convex then ∂f is monotone.

Proof. Suppose y1 ∈ ∂f(x1), y2 ∈ ∂f(x2), then f(x2) ≥ f(x1)+〈y1, x2 − x1〉
and f(x1) ≥ f(x2) + 〈y2, x1 − x2〉. By adding the equations we know
〈y1 − y2, x1 − x2〉 ≥ 0. �

Theorem 4.50. If f : Rn → R is closed and convex, then ∂f is maximal
monotone.

Proof. See Rockafellar. �
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Chapter 5

Nonsmooth Convex
Optimization

5.1 Subgradient methods

To solve our problem, we introduce the subgradient algorithm, which has
two steps per iteration:

1. Get vk ∈ ∂f(xk)

2. Update xk+1 = projQ(xk − αkvk).

Later we will see how to choose the step lengths αk appropriately.

Question: What will happen if we’re at a minimum?
Answer: We can move away!! Although 0 belongs to the subdifferential
at the minimum, we might select a nonzero element in the subdifferential
for the search direction, and move away from the minimum. As a result, the
method will not be monotone. In the smooth case, the search directions vk
tend to 0, so the step lengths αk don’t need to. In the general case, we must
ensure the step lengths tend to 0 so the algorithm doesn’t bounce around
indefinitely.

85
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Analysis of Subgradient Method
All guarantees will be on function value (compare with strong convexity
later.) The elements vk define affine minorants for f , which give lower
bounds on the optimal value f(x̄). The idea is to close the gap. Define

l̂k = f(xk) + 〈vk〉x̄− xk,

and note l̂k ≤ f(x̄). We also have the following lower bounds on the optimal
value, which use information up to the current iterate k:

lk =
k∑
i=1

αi
Ak

l̂i,

where Ak =
∑k

i=1 αi. (Note, neither l̂k or lk are computable and thus cannot
be used as stopping criteria.) We show

mini=1,...,k f(xi)− lk → 0,

under an appropriate choice of αk. Observe

0 ≤ ‖xk+1 − x̄‖2 =
∥∥projQ(xk − αkvk)− x̄

∥∥2

≤ ‖xk − αkvk − x̄‖2

= ‖xk − x̄‖2 + 2αk〈x̄− xk〉vk + α2
k ‖vk‖

2

≤ ‖x1 − x̄‖2 +

k∑
i=1

2αi〈vi〉x̄− xi + L2
k∑
i=1

α2
i .

Thus

0 ≤ min
i=1,...,k

f(xi)− lk

≤
k∑
i=1

αi
Ak

f(xi)− lk

=
k∑
i=1

αi
Ak
〈vi〉xi − x̄

≤
‖x1 − x̄‖2 + L2

∑k
i=1 α

2
i

2
∑k

i=1 αi
.

We get convergence if the steps αi are square-summable, but not summable,
e.g., αi = 1

i . If we run the algorithm for a fixed number of steps k, we can
optimize over αi in the previous bound to get the best choice of step lengths.
More on this in the next section.
Last time: Consider the problem min{f(x) | x ∈ Q}, where f and Q
are closed and convex, and f is L-Lipschitz. Additionally, projQ(x) is
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computable. The subgradient method, for each k, obtains an arbitrary
vk ∈ ∂f(xk) and defines xk+1 := projQ(xk − αkvk). Then, we proved

min
i=1...k

f(xi)− f∗ ≤
‖xi − x∗‖2 + L2

k∑
i=1

α2
i

2
∑k

i=1 αi
.

Conclusion: If
∞∑
i=1

α2
i <∞, but

∞∑
i=1

αi =∞, then min
i=1...k

f(xi)→ f∗.

Suppose we only run the algorithm up to iteration N . Minimizing the

right hand side over α1, . . . , αN yields

α1 = α2 = · · · = αN =
‖x1 − x∗‖
L
√
N

.

So

f
(N)
best − f

∗ ≤ ‖x1 − x∗‖L√
N

.

If we want fNbest − f∗ ≤ ε, we can be done in N =
‖x1 − x∗‖2L2

ε2
steps.

What if we know f∗? Can the algorithm at least empirically be improved?
Recall the inequality we used

0 ≤ ‖xk+1 − x∗‖ ≤ ‖xk − x∗‖2 + 2αk〈vk, x∗ − xk〉+ α2
k‖vk‖2

≤ ‖xk − x∗‖2 + 2αk(f
∗ − f(xk)) + α2

k‖vk‖2.

If f∗ is known, then the right hand side can be minimized in αk yielding

αk =
f(xk)− f∗

‖vk‖2
.

Then, plugging these values back into the bound we get

0 ≤ ‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 −
(f∗ − f(xk))

2

‖vk‖2

≤ ‖x1 − x∗‖2 −
1

L2

k∑
i=1

(f∗ − f(xi))
2.

We conclude as before

min
i=1...k

f(xi)− f∗ ≤
‖x∗ − x1‖L√

k
.

Next we analyze if the convergence rate of the subgradient method is
“optimal” among a large class of algorithms.

Problem Class:
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• Convex function, f .

• Starting point x0 with ‖x0 − x∗‖ ≤ R, for some R.

• Lipschitz constant L of f on B(X∗, R).

• Oracle defining f : given x, returns f(x) and some v ∈ ∂f(x).

Algorithm Class:

• xk ∈ x0 + span{v1, v2, . . . , vk−1}

Test Problem: Minimize

f(x) = min
i=1...k

xi +
1

2
‖x‖2,

where x0 = 0.

Solution: Let x∗ = − 1
k (1, 1, . . . , 1, 0, 0, . . . , 0). Then, ∂f(x∗) = conv{ei}i=1...k+

x∗. So, 0 =
k∑
i=1

1
kei+x∗ ∈ ∂f(x∗), verifying that x∗ is a minimizer (a unique

one in fact). Here R = ‖x0 − x∗‖ =
1√
k

and L = 1 +
1√
k

.

Oracle: (Resistance Oracle) Given x, the oracle returns f(x) and the

subgradient ê + x, where ̂ = min{j|xj = maxi=1...k xi}. Then for i =
0, 1, . . . , n− k, the entries (xk)k+i = 0. So,

fk−1
best − f

∗ ≥ −f∗ =
1

2k
=

RL

2
√

1 + k
, for k < n.

This rate has the same order of growth in R,L, and k as the rate for the
subgradient method. In this sense, the subgradient method is optimal within
the problem class above.

Last time, we saw the estimate for subgradient method was

fbest
k − f∗ ≤ ‖x1 − x∗‖L√

k

for the problem min{f(x) : x ∈ Q} and this was optimal in (‖x− x∗‖ , L, k).
Be aware of the dependence on k and L. In this lecture, we see under what
additional conditions on our function f can we achieve better convergence
estimates.

Definition 5.1 (α-Strongly Convex). A function f : Rn → R̄ is α-
strongly convex (α ≥ 0) if

f(y) ≥ f(x) + 〈v, y − x〉+
α

2
‖y − x‖22 , for all x, y and v ∈ ∂f(x) .
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Observe that this is equivalent to saying that your function f is bounded
below by a convex quadratic. If α = 0, this is the same as f being convex.

Remark 5.2. The following are easy to verify

(1) A function f is α-strong convex if and only if x 7→ f(x) − α
2 ‖x‖

2
2 is

convex.

(2) If f is C2-smooth, then f is α-strongly convex if and only if λmin(∇2f(x)) ≥
α, or equivalently ∇2f(x) � αI.

(3) If f is α-strongly convex and g is β-strongly convex convex, then f + g
is (α+ β)-strongly convex.

Question: Can we improve the convergence of the subgradient method if
we assume f is α-convex (α > 0)?
Answer: Yes!

Let’s begin by analyzing the projected subgradient method for α-strongly
convex functions. Recall, the algorithm is given by

vk ∈ ∂f(xk)

xk+1 = projQ(xk + tkvk)

Proposition 5.3. Under the projected subgradient method with f : Rn →
R α-strongly convex and Lipschitz with constant L, we have

fbestk − f∗ ≤ 2L2

α(k + 1)

Proof. By using that the projection is Lipschitz with constant 1 and f is Lip-
schitz with constant L, plugging in the definition of xk+1 (see last lecture),
we get

‖xk+1 − x∗‖22 ≤ ‖xk − x
∗‖2 + 2tk〈vk, x∗ − xk〉+ t2kL

2

≤ ‖xk − x∗‖22 + 2tk
(
f(x∗)− f(xk)− α

2 ‖x
∗ − xk‖22

)
+ t2kL

2.

Rewriting the expression yields

2tk
(
f(xk)− f(x∗)

)
≤
(
1− αtk

)
‖xk − x∗‖22 − ‖xk+1 − x∗‖22 + t2kL

2

⇒ f(xk)− f(x∗) ≤
(

1− αtk
2tk

)
‖xk − x∗‖22 −

1

2tk
‖xk+1 − x∗‖22 +

tk
2
L2.

Set tk := 2
α(k+1) . (If you work really hard, you will get that this is the tk is

you want!) Plugging this value in and multiplying both sides by k, we get

k
(
f(xk)−f(x∗)

)
≤ αk(k − 1)

4
‖xk − x∗‖22−

αk(k + 1)

4
‖xk+1 − x∗‖22+

k

α(k + 1)
L2.
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Summing up,

k∑
i=1

i
(
f(xi)− f(x∗)

)
≤

k∑
i=1

α i(i− 1)

4
‖xi − x∗‖22 −

α i(i+ 1)

4
‖xi+1 − x∗‖22 +

k∑
i=1

i

α(i+ 1)
L2.

The summand
∑k

i=1
α i(i−1)

4 ‖xi − x∗‖22−
α i(i+1)

4 ‖xi+1 − x∗‖22 telescopes. More-
over we can bound the second summand by using i

i+1 ≤ 1. Hence,

k∑
i=1

i
(
f(xi)− f(x∗)

)
≤ kL2

α
.

Therefore, we deduce that

fbest
k − f(x∗) ≤ 2L2

α(k + 1)
.

Remark 5.4. This bound is optimal. You can see this by adjusting the
function we had used in the previous lecture.

Key inequality

f

(
1

k

k∑
i=1

xi

)
− f(x∗) ≤ 1

k

(
k∑
i=1

f(xi)− f(x∗)

)
≤ 1

k

k∑
i=1

〈∇f(xi), xi − x∗〉.

Dual averaging. Problem

min
x∈Q

f(x).

Define the linearization l(y;x) = f(x) + 〈∇f(x), y − x〉
Method

xt+1 = argmin
x

1

k

k∑
i=1

l(x, xi) + 1
2tk
‖x− x0‖2.

Set

φk(x) :=
k∑
i=1

〈∇f(xi), x〉+ k
2tk
‖x− x0‖2

and note

φk(x) = φk−1(x) + 〈∇f(xk), x〉+
(

k
2tk
− k−1

2tk−1

)
‖x− x0‖2.

Then
φk(xk+1)− φk(x) ≤ − k

2tk
‖xk+1 − x‖2.
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Hence

φk(xk+1)− φk(x) = φk−1(xk+1)− φk−1(x) + 〈∇f(xk), xk+1 − xk〉

+
(

k
2tk
− k−1

2tk−1

)
(‖xk+1 − x0‖2 − ‖x− x0‖2)

≥ k−1
2tk−1

‖xk+1 − xk‖2 + 〈∇f(xk), xk+1 − x〉

+
(

k
2tk
− k−1

2tk−1

)
(‖xk+1 − x0‖2 − ‖x− x0‖2)

So

−
(
k−1

2tk−1
+ k

2tk

)
‖xk+1−xk‖2+〈∇f(xk), xk−xk+1〉 ≥

(
k

2tk
− k−1

2tk−1

)
(‖xk+1−x0‖2−‖xk−x0‖2)

Expanding the left-hand-side, we deduce

1

k

k∑
i=1

〈∇f(xi), xk+1 − x〉 ≤
1

2tk
(‖x− x0‖2 − ‖xk+1 − x0‖2 − ‖xk+1 − x‖2).

Observe now the equality

φk(xk+1)− φk(x) = φk−1(xk+1)− φk−1(x)
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strongly convex, 18
Subdifferential, 78
Subgradients, 78
sublinearly, 23
support function, 72

tangent cone, 69
total variation, 59
twice differentiable, 8

unit simplex, 63

wavelets, 58
weak-duality, 81


	Preface
	I Convex Optimization
	Review of Fundamentals
	Inner products and linear maps
	Norms
	Eigenvalue and singular value decompositions of matrices
	Point-set topology and differentiability
	Fundamental theorems of calculus & accuracy in approximation

	Smooth minimization
	Optimality conditions
	Convexity, a first look
	Rates of convergence
	Two basic methods
	Majorization view of gradient descent
	Newton's method

	Computational complexity for smooth convex minimization
	Conjugate Gradient Method
	Optimal methods for smooth convex minimization
	Fast gradient methods
	Fast gradient methods through estimate sequences
	Optimal quadratic averaging


	Minimizing Sums of Smooth and Simple Functions
	Proximal Gradient Method

	Convexity
	Basic convex geometry
	Separation theorem
	Cones and polarity
	Tangents and normals

	Convex functions: basic operations and continuity
	The Fenchel conjugate
	Differential properties
	Fenchel duality
	Monotonicity

	Nonsmooth Convex Optimization
	Subgradient methods



